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IIN (54) Title: METHOD FOR CONSISTENT AND VERIFIABLE OPTIMIZATION OF COMPUTED TOMOGRAPHY (CT) RADI­
ATION DOSE

FIG. 1

(57) Abstract: A system and a method is disclosed for consistently and verifiably optimizing computed tomography (CT) radiation 
dose in the clinical setting. Mathematical models allow for estimation of patient size, image noise, size-specific radiation dose, and 
image quality targets based on digital image data and radiologists preferences. A prediction model estimates the scanner's tube cur­
rent modulation and predicts image noise and size-specific radiation dose over a range of patient sizes. An optimization model calcu - 
lates specific scanner settings needed to attain target image quality at the minimum radiation dose possible. An automated system 
processes the image and dose data according to the mathematical models and stores and displays the information, enabling verifica­
tion and ongoing monitoring of consistent dose optimization.
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Method for Consistent and Verifiable Optimization of Computed Tomography (CT) 

Radiation Dose

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of U.S. Provisional Application No. 61/541,671, filed 

September 30, 2011, which is hereby incorporated by reference.

FIELD OF THE INVENTION

[0002] The current disclosure relates to a Computed Tomography (CT) method for optimizing radiation 

dose. The current disclosure also relates to an integrated system to provide consistent CT radiation dose 

optimization based on individual patients throughout an organization by minimizing deviation from 

quantitative image quality targets.

BACKGROUND OF THE INVENTION

[0003] Hospitals are beginning to monitor CT radiation dose in response to issued health guidelines. 

When undergoing medical radiation exposure, including that of computed tomography (CT), the guiding 

principle is that of As Low As Reasonably Achievable (ALARA). Thus, imagers desire to use the 

minimum radiation dose necessary to achieve diagnostic image quality. Radiation doses that are too low 

produce images of inadequate quality. Radiation doses that are too high place the patient at risk without 

added diagnostic quality. Therefore, the problem of ALARA in CT may be viewed as an image quality 

optimization problem in addition to a radiation dose optimization problem. Specifically, imagers’ ability 

to optimize dose depends on their ability to accurately predict image quality prior to the CT examination 

and prospectively use radiation dose parameters that will result in image quality that is just above the 

diagnostic threshold.

[0004] All else being equal, higher radiation dose in a CT scanner results in a clearer image. Two 

major factors under the direct control of the operator contribute to the radiation dose: the energy level of 

the beam, measured as the tube voltage (kV), and the fluence of photons, measured as a function of the 

tube current and time (mAs). Radiation dose delivered to the patient is proportional to the fluence and 

approximately proportional to the square of the tube current. Lowering the dose reduces the number of 

photons arriving at the detector and results in a grainier, or noisier, image. Higher dose levels are required 

to maintain image quality in larger patients and lower dose levels are required in smaller patients. The 

goal for the operator is to use the lowest radiation dose possible to generate images of diagnostic quality. 

To date, image quality measurements for clinical examinations are typically not available to radiologists.
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[0005] The limiting image quality characteristic for low-contrast applications such as CT of the 

abdomen/pelvis tends to be that of low contrast detectability (LCD), which incorporates both spatial and 

contrast resolution estimates. The method of measuring image quality for the present disclosure is that of 

image noise, which can be used as a proxy for LCD as it provides a single image quality measure. CT 

parameters must be set prior to the examination; therefore, if parameters are to be based on a minimum 

image quality, the user must know a priori what parameters should be used that will result in the lowest 

radiation dose possible to generate images of diagnostic quality.

[0006] Several radiation reduction techniques, including dose modulation, are incorporated into most 

modem CT scanners. However, radiation dose remains under the control of the operator, who retains the 

ability to set scan parameters such as kV, mA, and acceptable “noise factor” parameters for dose 

modulated examinations. Yet radiologists are still currently limited in many respects, including the 

following:

a) Image quality is difficult to quantify, even by visual inspection; thus, standard image quality 

metrics have not been well established.

b) Image quality depends on both scan parameters and patient size; a quantitative model of how 

these factors interact to impact image quality has not been well established.

c) Even if it could be measured, without a predictive model, image quality can only be assessed 

after the scan has been completed, limiting its usefulness.

d) Minimum image quality thresholds have not been established.

[0007] Furthermore, CT utilization has substantially increased in recent years. Many scanners perform 

dozens of examinations per day, operated by CT technologists, supervised by radiologists, with the aid of 

physicists, none of whom are currently reimbursed for optimizing image quality or radiation dose. It 

would be unreasonable to expect that these individuals would dedicate a large amount of their time to 

ensure image quality/dose optimization. Thus, even if a method of quantifying image quality is 

developed, unless it is integrated into the current workflow with minimal disruption and is easy to use, it 

is unlikely to experience widespread adoption.

[0008] Many of the current challenges surrounding CT dose optimization are related to the problem of 

image quality and dose verification. Without an automated system, radiologists who believe or claim that 

they optimize dose can only verify this at great expense, if at all, due to the difficulty in acquiring, 

analyzing, aggregating, and reporting data from individual scans.
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[0009] Thus, while quantitative image quality assessment is an important element, the system must also 

be practical. Specifically, the system should satisfy several principles:

1. Prediction: The system should predict image quality based on scan parameters and patient size.

2. Optimization: The system should recommend scan parameters that are expected to produce 

images of desired quality at the lowest possible dose (ALARA).

3. Assessment: The system should assess how well an individual scan achieves the goal of ALARA 

relative to other scans.

4. Monitoring: The system should enable a manager to ensure that ALARA is consistently achieved 

on all studies on all scanners in an organization.

5. Verification/reporting: The system should enable an enterprise to report its performance in a 

quantifiable way.

6. Automation/integration: To the extent possible, the system should function automatically, 

requiring minimal manual data input.

7. Transparency: At the same time, the system should be as transparent as possible, informing 

operators and managers of both individual and aggregated study performance.

8. Controllable: While the system should function automatically, it should also allow overriding 

operator control at any time.

9. Ease of use: The system should be intuitive and as simple to use as possible.

SUMMARY OF THE INVENTION

[0010] The exemplary embodiments provide a system or method which utilizes quantitative image 

quality assessments and radiation dose estimates to achieve radiation dose levels that are As Low As 

Reasonably Achievable (ALARA) on a consistent basis for Computerized Tomography (CT) scanners in 

an organization.

[0011] In an embodiment, a method for generating scan parameters for a CT scanner is disclosed. The 

method first obtains patient size data. Next, the method establishes an image quality preference profile 

for a single radiologist or group of radiologist, the image quality preference profile being a function of 

image quality and patient size data. Next, the method establishes a target noise equation, derived from the 

image quality preference profile. Next, the target noise equation is applied against a measured noise 

equation, the measured noise equation being a function of the patient size data, to derive scan parameters 

for a given scan. In a more detailed embodiment, the step of applying the target noise equation against a
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measured noise equation to derive scan parameters for a given scan may include a step of setting the 

target noise equation equal to measured noise equation for the patent size data, and solving for a radiation 

dose parameter. In a further detailed embodiment, the radiation dose parameter may include mAs, given 

other scanner parameters. In a further detailed embodiment, the image quality preference profile equation 

may be:

r , 4
5 = 1 + [l +

where S is the image quality preference score, Dw is patient size data, and A, B, and C are empirically- 

derived constants. In a further detailed embodiment, the target noise equation is derived from the image 

quality preference profile equation and may be

στ = cT + aT ■ ebrDw

where στ is the target noise, cT, aT, and bT are empirically-derived constants and where Dw is patent size 

data, which is water-equivalent diameter for the patient. And in a further detailed embodiment, the 

measured noise equation may be

σ = c0 + 1
where co, Ci, C2, cs, c4 , and cme are empirically-derived constants and me is effective mAs. The step of 

solving for the radiation dose parameter may be an iterative process. The image quality preference profile 

equation may be established, at least in part, upon one or more radiologist’s subjective assessmentsof 

appropriate image quality.

[0012] Alternatively, or in addition, the patient size data may be a water-equivalent diameter, Dw, of 

the patient. Alternatively, or in addition, the measured noise equation may be derived from noise 

measurement data taken from a conical water phantom. Alternatively, or in addition, the image quality 

preference profile equation may be used to derive a target noise equation that maintains a constant image 

quality preference score over a range of patient sizes. Alternatively, or in addition, the image quality 

preference score is selected based on desired image quality for a specific CT application; such as, for 

example, a body target application, a lung target application and/or a bone targe application.

Alternatively, or in addition, the patent size data may be a mean value of water-equivalent diamater taken 

for a patient over a scan axis, and the mean value of water-equivalent diamter may be derived by, for 

example, performing a row-by-row integration of topogram image data for each cross-sectional level 

along the scan axis. Alternatively, or in addition, the scan parameters may include scan mode, kV, mA
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and/or dose modulation settings, rotation speed, pitch, bowtie filter, and/or focal spot size. Alternatively, 

or in addition, the method further includes a step of performing image data and metadata from a CT scan 

utilizing one or more of the derived scan parameters. Alternatively, or in addition, the method may 

further include a step of storing the derived scan parameters and the patient size data in a database record 

associated with the CT scan for subsequent data analysis. Alternatively, or in addition, the method may 

further include a step of displaying the scan data, including slice-by-slice patient size data, effective mAs 

data, and derived image noise data superimposed upon the topogram image. Alternatively, or in addition, 

the method may further include a step of signalling if one or more of the derived scan parameters fall 

outside of a set of selected scan parameters.

[0013] In another embodiment, a method for determining a size specific radiation dose estimate (SSDE) 

for a patient in a computed tomography (CT) scan, using a scanner, includes the following steps: 

estimating a patient water equivalent diameter (Dw); establishing a target image quality parameter for the 

scan at least partially based on Dw; retrieving scanner parameters from a database; determining the SSDE 

based on the target image quality parameters, and the scanner parameters; recommending the SSDE; 

scanning the patient utilizing a radiation dose, based, at least in part, upon the recommended SSDE; 

displaying the scan image; measuring the scan image for noise information; and updating the database.

In a more detailed embodiment, the method may further include processing water phantom images to 

yield scanner parameters by scanning a water phantom and saving an image noise information and 

scanner parameters a database. Alternatively, or in addition, the step of scanning the patient may include 

administering the determined SSDE. Alternatively, or in addition, the step of estimating Dw may include 

scanning a patient with a scout scan, and creating a topogram with the scout scan.

[0014] Alternatively, or in addition, the method may further include: performing a row-by-row 

integration of the topogram by the scanner to determine water equivalent diameter for a slice (Dw net) for 

each cross-sectional level along the z-axis; and mapping Dw net to the topogram. In addition, the method 

may further include calculating the estimated noise calculated at each slice and mapping the estimated 

noise to a topogram.

[0015] Alternatively, or in addition, the step of estimating the patent size Dwmay be accomplished by: 

scanning the patient with a scout scan to acquire the patient’s thickness Tw; and and using Twto cross­

reference corresponding Dw from the database.
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[0016] Alternatively, or in addition, the step of updating the database may include aggregating the 

parameters in the database with the SSDE information, the noise information, the scanner parameters, 

and/or Dw.

[0017] Alternatively, or in addition, the scanner parameters may include scanner constants and scanner 

performance data. Further, the method may include steps of deriving scanner parameters by performing 

at least one water phantom scan, with at least one scanner setting and mode; measuring the noise; solving 

for a chosen constant with an appropriate equation; and saving the settings parameters and image noise to 

the database. Further, the scanner characteristics may be derived by scanning the water phantom and 

measuring the noise values, where the water phantom may be on a table or off a table. The water 

phantom may be a conical object filled with water, having a diameter range of about 5cm to 40cm.

[0018] Alternatively, or in addition, the scanner parameters may include, for at least one mode and one 

setting: cscout; magnification factor (m.f.); target noise constants cT, aT, and bT ; noise constants co, cc, rc, cr, 

rr, and cem; a, b; contrast sensitivity; and special resolution; and/or a dose kV, mA, mAs; a dose CTDfvoi; 

dose length product (DLP). The method may further include steps of: deriving cscout for the scanner by 

scanning the water phantom with a known thickness TW; solving for cscout where Tw = cSC0UtDU , where 

DU is density units, and saving cscoutto the database; and using the constant cscout to determine Dw, where 

Dw = 2 ■ cSC0UtJ^^·. Alternatively, or in addition, cT, aT, and bT may be derived by: scanning a water

phantom with diameter Dw; measuring the noise from the water phantom scan; solving for the equation 

Target noise = cT + aT ■ ebrDw

; and transmitting the values of cT, aT, and bT to the database. Alternatively, or in addition, constants co, 

cc, rc, cr, rr, and cem may be derived by: scanning a water phantom having diameter Dw; measuring the 

noise from the water phantom scan; solving for the equation

Noise = c0 + cc(cSD ■ SD)Vc ■ e^Cr(-CsD'SD^rr'Dw^

; and transmitting the values of co, cc, rc, cr, rr, and cem to the database.

[0019] Alternatively, or in addition, the method may further include providing a display output to 

graphically show a measure of CT image quality for the scan. Alternatively, or in addition, the target 

image quality parameter may be based on a target visual noise parameter. The step of establishing a target 

visual noise parameter for a CT scan may include a step of determining the point where a dose 

modulation noise curve is equal to a target noise curve. The dose modulation noise curve may be modeled
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according to the following equation:

Noise = c0 + cc(cSD ■ SDYC ■ e[cr(csD-sNirr-Dw]

and the constants c0, cc, rc, cr, rr, and cem are aggregated scanner parameters in the database, and wherein 

SD a variable target noise scanner setting. The target image noise curve may be established according to 

the equation:

Target noise = cT + aT ■ ebrDw

wherein cT, aT, and bT are scanner parameter constants found in the database. The method may further 

include recommending scan parameters to an operator according to the target image curve.

[0020] Alternatively, or in addition, the step of determining the SSDE, may include using Dw and 

solving for the equation: SSDE = (a ■ e~b'Dw^CTDIvoi. The method may further including calculating a 

dose-length product (DLP), where the DLP is the product of the CTDIvoi and the length of the scan, based 

on the calculated CTDIvoi for each slice n, and saving the DLP to the database.

[0021] Alternatively, or in addition, the method may further include: (i) calculating statistics for a study 

including the minimum, mean, and maximum for one or more of the following parameters: a flow of 

photons in the dose (mA), the water equivalent diameter (Dw), water equivalent diameter for a slice 

(Dw net), an estimation of radiation dose (CTDIvoi), a dose length product, the product of the CTDIvoi and 

the length of the scan (DLP), SSDE, and noise; (ii) transmitting one or more of the parameters to the 

database; and (iii) retrieving data from the DICOM header information, including patient name, accession 

number, medical record number, date of birth, date of the examination, scanner, medical center, and/or 

examination name.

[0022] Alternatively, or in addition, the method may further include: receiving an operator input to a 

range of acceptable image quality parameters; incorporating Dw and scanner parameters to calculate a 

SSDE for the range of acceptable image quality values; recommending the SSDE that would generate 

images with acceptable image quality parameters; allowing an operator to manually set the SSDE; and 

displaying an output on whether the expected image quality falls within the acceptable image quality 

parameters. The method may further include receiving input for a target image quality parameter; 

calculating a study with the input image quality parameter; and recommending specific scan parameters, 

including at least one of: kV, mA, and dose modulation settings to achieve the input image quality. 

Alternatively, or in addition, the method may include: providing an alert when SSDE is higher or lower
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than the recommended SSDE; and providing an alert if the expected image quality falls outside the 

acceptable image quality parameters. Alternatively, or in addition, the method may include displaying in 

a chart scans that fell within expected image quality parameters versus scans that fell outside expected 

image quality parameters.

[0023] Alternatively, or in addition, the method may further include: maintaining scan protocols for a 

plurality of scanners within a central database; and interfacing with a central protocol manager with a 

plurality of scanners to update protocol changes for the plurality of scanners.

[0024] Alternatively, or in addition, the method may include recommending a protocol to a patient of 

size Dw based on previously acquired data.

[0025] Another embodiment is directed to a system capable of performing the methods summarized 

above, for minimizing radiation dose while achieving image quality comprising in CT scanning. Such a 

system may include a protocol manager including a processor; a study performance database in 

communication with a scanner, the database including scanner parameters; the scanner capable of scout 

scanning and CT tomography scanning; a dose registry; and a protocol database.

[0026] A disclosed method processes water phantom images to yield data relating water-equivalent 

diameter to image noise. Visual noise may be measured from a water phantom because water is known to 

be homogenous in density, and the diameter is measureable, and can be varied. Using these water 

phantoms, noise can be charted to diameter. The system or method may automatically processes water 

phantom images to yield data relating water-equivalent diameter to image noise. Visual noise can be 

measured from a water phantom because water is known to be homogenous in density, and the diameter is 

measureable, and can be varied. Using these water phantoms, noise can be charted to diameter.

[0027] The method may establish a target image quality using a radiologist’s perception of adequacy of 

image quality compared to patient water equivalent diameter and image noise. Radiologists can tolerate 

different levels of noise for patients of different sizes, as well as different parts of the body. Generally, 

the larger the patient, the greater the noise lever a radiologist can tolerate. The system can establish a 

target image quality using a standard radiologist’s perception of adequacy of image quality compared to 

patient water equivalent diameter and image noise. Generally, radiologists can tolerate different levels of 

noise for patients of different sizes, as well as different parts of the body. This is known to practicing 

radiologists, and CT manufacturers. A mathematical model may be for predicting image noise based on 

water equivalent diameter and effective mAs at all scan modes and settings. Using the measured water 

phantom noise from experiments, a mathematical model may be obtained: Noise = c0 + cc(cem ■ emf ■
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elcr(cem-em)rr-Dw]. yiijs mathematical model may be used in CT scans to predict noise. Alternatively, a 

mathematical model for predicting image noise based on water equivalent diameter and dose modulation 

settings at all scan modes and settings may be described as:

Noise = c0 + cc(cSD ■ SD)Vc ■ e[cricsD-SDfr-Owd

[0028] The method may process the topogram image to quantitatively measure patient size at each z- 

axis level, and may use a processor to perform a row-by-row integration of the topogram to determine 

Dw net for each cross-sectional level along the z-axis, and may use the DICOM header and map it to the 

topogram.

[0029] The system may incorporate patient size characteristics, known scanner performance data, and 

scan parameters to provide a measure of CT image quality for each image for all scan modes and settings. 

The estimated noise may be calculated at each slice and mapped to the topogram. The estimated noise 

may be calculated at each slice and mapped to the topogram.

[0030] The system may process the topogram image to quantitatively measure patient size at each z- 

axis level. The processor may perform a row-by-row integration of the topogram to determine Dw net for 

each cross-sectional level along the z-axis, and may use the DICOM header and map it to the topogram.

[0031] The dose modulation parameters may produce a formula to be set to the Target Noise curve to 

obtain the optimal target noise. The system may modulate dose based on patient size. A mathematical 

model may be provided for optimizing radiation dose settings by determining tube current, dose 

modulation settings, and other settings need to match predicted image noise with target image noise. The 

target noise may be found by setting Target noise = cT + aT ■ ebrDw to Noise = c0 + cc(cSD ■ SDYC ■ 

e\cr(cSD-SD)rr.Dw\ to Optjmjze the dose (find the point they cross). Curves may be modeled using these 

equations, and using these curves, work backwards to give the settings to be set at: when Noise = target 

noise. EmAs - solve iteratively.

[0032] In another embodiment, a system is disclosed. The system incorporates the method of 

optimizing a scan above, and integrates it into a comprehensive system. The system processes the data 

acquired by the scanner, and then provides feedback to the scanner. The system that aggregates the 

measures of image quality based on patient size characteristics of a multiple scans to assess how image 

quality compares to other scans. A study analysis page collects and displays information and charts, and
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compares studies to plot all in one graph. The system models a target image curve, and displays 

aggregate data with plots against the collected data.

[0033] Prior to a scan, the system may incorporate patient size characteristics and acquired scanner 

performance data to recommend specific scan parameters, including kV, mA, and dose modulation 

settings, to achieve a study with a desired image quality. The system provides information on whether the 

expected image quality falls within desired parameters.

[0034] The system may recommend scan parameters or provide alerts when radiation dose is higher or 

lower than recommended predicted dose. The system may recommend scan parameters that would 

generate images with expected image quality values that fall within desired parameters given patient size 

characteristics.

[0035] Following one or more scans, the system may display which scans fell within expected image 

quality parameters, and which ones fell outside expected image quality parameters. The system may 

calculate, chart, and display analysis pages and include plots, and reports in a graphical representation.

[0036] The system may provide an alert when the variation of image quality of aggregated scans has 

changed or has begun to fall outside desired parameters.

[0037] The system may centrally maintain all scan protocols for all scanners in an enterprise within a 

single database, with the capability of interfacing with all scanners in a given organization to update 

protocol changes for all scanners. The system may also report within the organization, or outside an 

organization, for example, if hospitals are one day required to report this to a regulatory agency.

[0038] The system may report expected image quality measures over a range of patient sizes for each 

scan protocol, and pull together various scans or scan studies to display quality and other parameters and 

statistics for a range of patient sizes. The system can recommend a protocol depending on patient size.

[0039] The system may report, in electronic or print format, measures of image quality and dose related 

to scans performed within the organization. System that can report, in electronic or print format, expected 

image quality measures of scan protocols to an individual or organization, internal or external to the 

organization.

[0040] The system may aggregate the measures of image quality based on patient size characteristics of 

multiple scans to assess how image quality compares to other scans. Fig 31 shows a study analysis page 

which collects and displays information and charts plotted to in one graph.
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[0041 ] The system may compare aggregate measures of image quality based on patient size 

characteristics to a target image quality curve, which also incorporates patient size characteristics.

[0042] The system may prospectively incorporate patient size characteristics and known scanner 

performance data to recommend specific scan parameters, including kV, mA, and dose modulation 

settings, to achieve a study with a desired image quality. Once the target image curve is established and 

the system runs the calculations, the system may recommend scan parameters to the CT technologist. 

These steps are taken to find the proper dose for a patient.

[0043] The system, based on patient size characteristics and scan parameters, may prospectively 

informs the operator whether the expected image quality falls within desired parameters. The system may 

recommend scan parameters to the CT technologist, or provides alerts when radiation dose is higher or 

lower than recommended dose.

[0044] The system may prospectively recommend scan parameters that would generate images with 

expected image quality values that fall within desired parameters given patient size characteristics. The 

system may recommend scan parameters to the CT.

[0045] The system, based on patient size characteristics and scan parameters, may prospectively alert 

the operator if expected image quality falls outside desired parameters. All parameters can control target 

noise parameter (SD) setting (Max, Min, SD, Automated). The system may recommend the dose 

parameter settings.

[0046] The system may illustrate, retrospectively, which scans fell within expected image quality 

parameters versus which fell outside expected image quality parameters, based on patient size. The 

system can also pull together analysis pages and include plots, and reports.

[0047] The system may calculate the parameters that should have been used on scans with image 

quality that fall outside desired parameters in order to have achieved a scan with image quality that falls 

within desired parameters. A database application can analyze the scans afterwards and inform the 

operator what the operator did, and what the operator should have done.

[0048] The system may alert the user if/when the variation of image quality of aggregated scans has 

changed or has begun to fall outside desired parameters. The application may organize this information of 

scan quality in a chart, to be less daunting, and more transparent, as shown in FIG. 33.

[0049] The system may maintains all scan protocols for all scanners for a given enterprise within a 

single database, with the capability of interfacing with all scanners in a given organization to update
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protocol changes for all scanners. A single central database and protocol manager may used be for an 

organization, that all scanners in that organization can access, instead of protocols in each scanner. 

Individual institutions may set their own standards.

[0050] The system may prospectively illustrate expected image quality measures over a range of patient 

sizes for each scan protocol. The application can pull together these studies to show how different patient 

sizes compare. Based on protocol, the system can recommend a protocol depending on patient size.

[0051 ] The system can report, in electronic or print format, measures of image quality and dose related 

to scans performed within the organization. The system can interface within one organization and 

database, and report within the organization.

[0052] The system can report, in electronic or print format, expected image quality measures of scan 

protocols to an individual or organization, internal or external to the organization. The system can report 

outside an organization, for example, if hospitals are one day required to report this to a regulatory 

agency. The system may perform the above actions, including image processing, data storage, analysis, 

and monitoring in an automated fashion, for minimal disruption in the work flow.

BRIEF DESCRIPTION OF THE DRAWINGS

[0053] The present invention will be more apparent from the accompanying drawings, which are given 

by way of illustration only, and not to be limitative of the present invention. Understanding that these 

drawings depict only several embodiments in accordance with the disclosure and are, therefore, not to be 

considered limiting of its scope, the disclosure will be described with additional specificity and detail 

through use of the accompanying drawings.

[0054] In the drawings:

FIG. 1 depicts the basic schematic of a Computed Tomography device having an X-ray source; 

FIG. 2 shows an example topogram;

FIG. 3 is a chart of the power relationship between DUsum (Density Units) and Dw (water 

diameter) for a conical water phantom diameter measured at 100 kV;

FIG. 4 shows Dw calculated at each level, projected onto the topogram;

FIG. 5 is a graph showing the relationship between table height ht and magnification factor m.f.; 

FIG. 6 depicts image quality based on radiation dose;

FIG. 7 shows visual noise measured as the standard deviation;

FIG. 8 shows image noise centroid and standard deviation of this region;
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FIG. 9 shows a chart of noise measured from a conical phantom;

FIG. 10 shows a chart of noise, including the measured data, as well as the fitted model curve; 

FIG. 11 shows a chart of predicted image quality for a water equivalent diameter;

FIG. 12 shows a chart of target image quality doses based on patient size;

FIG. 13 shows a plot of scored cases of known image noise and Dw;

FIG. 14 shows a series of target image noise curves, according to the preference score;

FIG. 15 shows a noise v. quality score radiologist preference mapped to a chart;

FIG. 16 shows a Target Image Quality curve set over a range of patient sizes;

FIG. 17 shows a screen shot of the prediction application;

FIG. 18 shows screen shot of the prediction application;

FIG. 19 shows an example AP topogram with effective mAs shown at each slice;

FIG. 20 shows an example AP topogram of estimated noise calculated at each slice;

FIG. 21 shows Dw, mAs, and estimated noise mapped to an example AP topogram on a single 

image.

FIG. 22 shows a lateral head topogram with Dw and Noise mapped;

FIG. 23 shows a rotated lateral head topogram;

FIG. 24 shows a screen shot of an example interface of a collection of studies;

FIG. 25 shows a screen capture image of the study analysis, including a search page;

FIG. 26 shows a screen capture of display charts of study data compared to patient Dw;

FIG. 27 shows an example selection of an individual study;

FIG. 28 shows a screen capture of a compilation of pertinent information for a given study; 

FIG. 29 is a block diagram for the system;

FIG. 30 is an alternate block diagram for the system;

FIG. 31 depicts three water phantoms of varying size;

FIG. 33 shows a topogram of a conical water phantom;

FIG. 34 shows image noise as the standard deviation of the CT units;

FIG. 33 shows an axial slice of a conical water phantom;
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DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0055] The system provides quantitative image quality assessment to achieve As Low As Reasonably 

Achievable (ALARA) on a consistent basis for all CT scanners in an organization. The system in the 

embodiments described below allows Computed Tomography (CT) scanners to incorporate scanner 

parameters and patient size into calculations to accurately determine the minimum radiation dose 

necessary to achieve diagnostic image quality. Finally, the embodiments below provide a comprehensive, 

transparent system to automate, analyze, and monitor the aggregate history of CT scans to ensure proper 

dosing and image quality across an organization.

Estimation models

[0056] FIG. 1 depicts the basic schematic of a CT device 100 having an X-ray source 102, and an X- 

ray detector 106 where Io is the initial intensity of the X-ray source, I is the Intensity at the X-ray detector 

after passing through /, a thickness of an object 104; The Beer-Lambert law describes attenuation 

characteristics of an x-ray beam with intensity Io as it travels through a medium 104 of thickness /:

I = ioe~at

where I is the intensity of the x-ray beam after it passes through the medium 104 and a is the linear 

attenuation coefficient of the medium. Therefore attenuation of the beam, I/Io, is a function of the 

thickness of the material and attenuation density of the material, which, in CT, is measured in Hounsfield 

Units. The image quality is a function of the intensity of the beam as it strikes the detector 106.

[0057] Patients are not of equal thickness or density. Therefore, if the intensity of the x-ray source is 

not appropriately adjusted, the dose will be higher than necessary; the source intensity must be adapted 

for the unique attenuation characteristics of the patient. Attenuation is a function of both patient thickness 

and tissue density, rotated around the patient. The half value thickness of water is approximately 3.4 cm 

at 60 keV, the typical beam energy corresponding to clinical CT. In other words, the source intensity, Io, 

must double every 3.4 cm in order for 7to remain constant. Thus, even relatively small differences in 

patient size result in large differences in dose necessary to maintain constant image quality. For this 

reason, appropriateness of dose must be expressed in terms of patient size.

Patient size estimation
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[0058] FIG. 2 shows an example topogram 200. For the purposes of CT, patient size can be measured 

as a single unit according to the water-equivalent diameter (Dw), which is estimated as a function of the 

average CT density of the tissues and the cross-sectional area of the patient. Dw is the diameter of a 

cylinder of water that has the same average x-ray attenuation as a scanned body region 202.

[0059] Dw can be estimated from the study topogram 200 of FIG 2 performed by a scout, as described 

by Menke (Menke J. Comparison of different body size parameters for individual dose adaptation in body 

CT of adults. Radiology. 2005 Aug;236(2):565-71. PubMed PMID: 16040914.) The topogram image 200 

is based on a matrix of discrete data, which can be treated as density units (DU), with a higher value 

representing increased attenuation of the x-ray beam. These units are predictive of the water-equivalent 

thickness (Tw) of the material at that point. For example, for the Toshiba Aquilion scanner, the 

relationship is linear, and can be modeled according to the following equation:

Tw — cscoutDU

[0060] A row-by-row integral of the DU multiplied by the linear width of the scout yields a summation 

of density units multiplied by distance for each row (DUsum). The constant cscout can be derived using the 

topogram from a CT study of a conical water phantom. The DUsum at each level can be plotted against the 

known diameter at each level to produce an equation correlating the DUsum with the Dw, according to the 

following equation:

Ow — 2cscout
DU,

π

An example of the relatinship between DUsum and Dw based on a conical water phantom is shown in FIG 

3. FIG. 3 shows the power relationship 300 between DUsum (Density Units) and Dw (water diameter) 

based on a conical water phantom diameter measured at 100 kV. The cscout is dependent on the kV, thus 

Cscout must be calculated for each kV. However, cscout may be independent of the mA used on the 

topogram, as is the case for the Toshiba Aquilion.

[0061] FIG. 4 shows Dw calculated at each level, projected onto the topogram 400. As the cross­

sectional diameter of the human body 402 varies along the z-axis, so does the Dw. The topogram data, Dw 

is calculated at each level, and then projected onto the topogram image 404 . The mean Dw mean is 

calculated as a arithmetic mean of all of the Dw values in the image. A weighted mean (Dw mean wt) may 

be calculated according to the following equation:
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D
nWmeanwt

where n is the number rows used to calculate Dw

[0062] FIG. 5 is a graph showing the relationship 500 between table height ht and magnification factor 

m.f For a scan that includes the CT table (ie the CT couch), the anterior-posterior (AP) topogram data 

reflect x-ray attenuation by the table as well as by the patient. The table attenuation is subracted from 

DUsum to yield the net density units (DUsum_net), which is then used to calculate the patient’s water- 

equivalent diameter excluding the table, or DUW net- However, the table is subject to magnification 

effects, depending on its vertical position. The relationship between the vertical height of the table (ht) 

and the magnification factor (m.f.) is determined empirically , and can be expressed as the following 

equation:

m. f. = aht2 + bht + c

where a, b, and c are empirically-derived constants for each scanner and the m.f. is:

wtable_actual ~ m.f.· Wtable_proj

Wtabie actual is the actual table width and wltlhk· pmj is the projected table width. The density units from the 

attenuation of the empty table (DUtabie) is empirically measured for each kV. The sum of the attenuation 

units (DUsum table) is calculated as

DUsum_table wtable_proj ' table

DUsum table is subracted from DUSUm to yield DUSUm_net.

[0063] For a scan that includes only a lateral topogram, which primarily occurs in head CTs, the water- 

equivalent diameter does not subtract out the attenuation due to the head-holder, since head-holders are 

not of uniform size or shape and are not subject to magnification effects to the same extent as the table. 

Therefore, the attenuation data due to the holder cannot be reliably subracted from the image.

[0064] To obtain patient size, Dwnet, from the topogram, first the total density units (DU) of the table is 

found, accounting for magnification:

-16-



WO 2013/049818 PCT/US2012/058310

1w actual1w_proj mf

where Tw_prOj is projected table width, Tw_actuai is actual measured table width, and mf is the 

magnification factor.

mf = a ■ Th2 + b - Th + c

where Th is table height (as measured/reported on scanner/in dicom) and a, b, and c are constants.

DUtablc_sum Tw_proj ' D(tn

where:

DUtabie sum is the sum of density units represented by the table,

Tw proj is the projected table height and 

Tdn is the average density of the empty table

Note: If Twproj > ScFOV (where ScFOV is Scout Field of view, or width), then Twproj = ScFOV

DUsum net — DUsum — DUtab[e_sum

where

DUsum net is the sum of the scout density units with table subtracted and DUsum is the sum of the 

density units of the scout.

Dwnet = 2cscout
DUsum net

π

where Dwnet is the average size of the patient in Dw (cm), and cSC0Ut is a scout constant, unique for 

different kV values, but is constant for different mA values for the Toshiba Aquilion scanner.

[0065] The above calculations are performed on studies where an AP topogram is reliably performed 

and the table is reliably included, such as for CT of the chest, abdomen, and pelvis. For head and neck 

CT, which often only include a lateral topogram view, the table is not subtracted out. Also note, that if 

the table is subtracted out, the noise model that was developed with the phantom on the table must be 

used. If the non-subtracted Dw is used, the noise model must be used that was developed with the
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phantom off the end of the table. See sheets AglModConstAP and AglmodConstLat for 

constants and for examples, on file “Guidance app prototype” or “CCMCTO1 Model Constants 

20110727.” For dose calculations, see sheet DoseCalculations on same file. SSDE was calculated using 

AAPM Report No. 204, “SSDE in Pediatric and Adult Body CT Examinations.”

[0066] Conversion from CTDI32 to CTDIi6 depends on Dw using constants derived from setting 

equation A-l for 16 cm and 32 cm phantoms See AglDoseCalculations sheet for equations and 

examples.

Image noise and radiation dose estimation

[0067] Several elements contribute to the diagnostic quality of an image, including contrast sensitivity, 

spatial resolution, visual noise, blurring/visibility of detail, and artifacts. For the most part, artifacts and 

blurring/visibility of detail reflect scanner design and patient characteristics and generally are not directly 

related to the dose settings for the scan. Elements that are directly affected by the radiation dose of the 

scan include contrast sensitivity, spatial resolution, and visual noise. These factors are incorporated into 

detectibility, which is perhaps the primary consideration in determining CT image quality. Low-contrast 

detectibility (LCD) dominates image quality where contrast differences between tissues are small, such as 

for CT of the abdomen and pelvis, which also are the examinations which use the highest effective 

radiation doses.

[0068] FIG. 6 depicts image quality based on radiation dose 600. , See

http://www.impactscan.org/slides/impactcourse/noise_and_low_contrast_resolution/index.html . The 

quality of a given CT image depends on a number of factors, but for the purposes of minimizing radiation 

dose, image quality is dependent on radiation dose. As radiation dose decreases, quantum mottle effects 

are increased, degrading image quality, manifested by increased visual noise, which decreases target 

detectibility. Thus, visual noise is a reasonable method of quantifying image quality, and is the method 

employed here.

[0069] As shown in FIG. 7, visual noise, or noise, can be measured and charted 700 as the standard 

deviation of the CT units of a region that is known to be homogenous in x-ray density, See 

http ://www.impactscan. org/slides/impactcourse/noiseandlowcontrastresolution/index.html.

[0070] To determine the relationship between image noise, tube current, and Dw, the conical water 

phantom was scanned at a constant kV and effective mAs and noise was measured in a 3-cm-diameter 

circular region of interest at the isocenter of a 5 mm slice at a measured cross-sectional diameter
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displayed as 800 in FIG. 8. Image noise was defined as the standard deviation of Hounsfield units (HU) 

within the region of interest. Images were generated using filtered back projection technique and a 

standard soft-tissue convolution kernel without de-noising or other post-acquisition image processing. A 

mathematical model was then empirically derived and fit to the data to provide image quality estimates 

over a range of patient sizes and radiation doses.

[0071] Conical phantom noise measurements were performed at various voltage potentials (80, 100, 120, 

135 kV) and tube current settings (50, 100, 150, ..., 500 mA) and using various scan modes and 

parameter settings, including acquisition mode, focal spot size, and bowtie filter. Appropriate constants 

were generated by fitting the model to the data at each setting. Correlation coefficients were used to 

evaluate the accuracy of the model at each setting.

[0072] FIG. 9 shows noise measured from the conical phantom of Water Equivalent diameter at the 

varied levels of mAs. Noise can be directly measured from images obtained from scans of cylindrical or 

conical water phantoms of known diameter. The noise measurements obtained from the conical water 

phantom were modeled 900 according to the following equation:

σ = c0 + q(cm 1

where σ is noise, co, Ci, C2, cs, c4 , and cme are empirically-derived constants and me is effective mAs =

mA (rotation time) example is shown in FIG 10, which includes both the measured data shown in 
pitch

FIG. 9 as well as the fitted model 1000. Terminology for the model constants is arbitrary and can be 

changed.

[0073] Noise is a function of the radiation dose parameters (including kV and mAs), water-equivalent 

diameter of the subject, and scanner characteristics, such as scan mode, bowtie filter, focal spot size, 

detector efficiency, etc. Some of these factors are inherent in the scanner, and, thus, fixed for all scans on 

the scanner. Others can be changed, such as kV, scan mode, bowtie filter and focal spot size. Therefore, a 

different set of constants may be derived for each setting. FIG. 11 predicts image quality in a chart 1100 

for field of view of 50 cm. See Seuss C, in Mahesh M, MDCT Physics: The Basics, 2009, p 135.

[0074] Empirical measurements showed that, co, Ci, C2, cs, and c4 can be treated as constant for the 

scanner, with a relatively small amount of error. However, co, and cme change, depending on the settings. 

For example, in the Toshiba Aquilion One, these values change for different kV levels (4 settings), 

different scan modes (3 settings), and different data collection diameters (5 settings). In order to avoid

-19-



WO 2013/049818 PCT/US2012/058310

deriving different values of Co and cme, for the 60 permutations of these settings, two correction factors, 

cfc0, and cfcme, are also incorporated into the model by multiplying these correction factors by co and cme, 

respectively. This is done by establishing constants for an arbitrarily-chosen “standard scan setting,” with 

specified kV, scan mode, and data collection diameter settings, for example. Appropriate co and cme values 

are derived for each setting, keeping all other settings constant. For example, for the Toshiba Aquilion 

One, the “typical scan” settings used for the model were mode=helical, kV=100, and data collection 

diameter = 32 cm. The co and cme values for this setting were found to be 1.41 and 0.0242, respectively. 

The correction factors cfco, and cfcme for 120 kV were found to be 1.24 and 1.90, respectively, which 

were then multiplied by the standard co and cem values, resulting in corrected co and cme of 1.75 and 

0.0460, respectively.

[0075] For studies using the anterior-posterior (AP) topogram, the method described above does not 

incorporate the CT table into the water-equivalent diameter calculation. Therefore, for these studies, 

constants in the noise model may be obtained from images using phantoms that were on the table. 

However, for those that depend on a lateral topogram only, constants in the noise model may be obtained 

from phantoms that extended off of the end of the table.

[0076] Following development of the image noise estimation models, patient size data were extracted 

from the topogram and then combined with dose parameters to estimate the image noise at each scan 

level. To validate these estimates on simulated patients, axial scans were performed on two rudimentary 

anthropomorphic phantoms constructed to simulate child and adult torsos, with average water-equivalent 

diameters of 14.1 and 21.3 cm, respectively. A 6-cm diameter water column was inserted longitudinally 

through the center of the phantoms and image noise measurements were obtained at the isocenter of the 

cross-section. Actual noise measurements were compared to the predicted noise based on the noise model 

described above. This process was performed 16 times, on the pediatric and adult phantoms, on the two 

scanners at 100 and 120 kV, with and without dose modulation, and at various tube current settings. Non­

paired t-tests were used to compare the accuracy of image noise predictions of child vs. adult phantoms, 

320- vs. 64-detector row scanners, and modulated vs. fixed tube current.

[0077] Table 1 lists the results of the comparison of predicted to measured noise on the validation scans 

of the rudimentary anthropomorphic phantoms. Overall, the model slightly underpredicted noise by 

approximately 0.74 (+/- 0.66) SD HU, which was equivalent to 5.7% (+/- 4.5%) of the measured noise. 

There was no significant difference in prediction accuracy between the 320- and 64-detector row scanners 

or between modulated and fixed tube current. The model underpredicted noise on the adult phantom more 

than on the child phantom.
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n Phantom Scanner Tube Current
Modulation

Mean Predicted 
Noise (SD HU)

Mean Measured 
Noise (SD HU)

Mean Predicted -
Measured Noise 

(SD HU)
2 Child 320-slice Modulated 8.91 9.12 -0.21
2 Child 320-slice Fixed 9.67 9.63 0.04
2 Child 64-slice Modulated 9.20 9.88 -0.68
2 Child 64-slice Fixed 8.38 8.63 -0.25
2 Adult 320-slice Modulated 12.88 13.70 -0.81
2 Adult 320-slice Fixed 15.77 16.48 -0.70
2 Adult 64-slice Modulated 10.18 11.49 -1.30
2 Adult 64-slice Fixed 14.33 16.34 -2.01

8 Adult All All 9.04 9.32 -0.27*
8 Child All All 13.29 14.50 -1.21*

8 All 320-slice All 11.81 12.23 -0.42
8 All 64-slice All 10.52 11.59 -1.06

8 All All Modulated 10.30 11.05 -0.75
8 All All Fixed 12.04 12.77 -0.73

16 All All All 11.17 11.91 -0.74

Table 1

[0078] CT dose index (volume), or CTDIvoi, is an estimate of radiation dose given to an individual 

undergoing CT. CTDIvol calculations are based on either a 16 cm or 32 cm polymethyl methacrylate 

(PMMA) phantom. For the purposes of this discussion, all CTDIvoi calcuations are based on, or converted 

to those based on, the 32 cm PMMA phantom. CTDIvol is reported by the scanner in the dose report, an 

image generated at the end of a CT study. However, this information is often not available as a DICOM 

header, and thus utilizes an optical character recognition (OCR) application to automate data acquisition. 

Furthermore, the dose report may be inaccurate in that the reported CTDIvoi may not accurately account 

for fluctuating dose which occurs in dose modulation.

[0079] The model used the size-specific dose estimate (SSDE) for the measure of radiation dose 

estimates, which is derived from the estimated patient size and the CT dose index (CTDIvoi), according to 

the following equation. (Boone AAPM TG 204 2011)

SSDE = (a ■ e-b'Dw')CTDIvol

[0080] The model’s estimates for CTDIvoi were derived from the manufacturer’s estimates. For each 

combination of scan mode, voltage potential, bowtie filter, and focal spot size, a ratio of CTDIvoi to 

effective mAs was determined and incorporated into the model in order to estimate individual study 

CTDIvoi based on information available in the DICOM metadata. Accuracy of the CTDIvol estimates was
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validated using 30 randomly-selected CT chest, abdomen, and pelvis examinations, half on the 320- 

detector row scanner and half on the 64-detector row scanners. The CTDIvoi estimates derived from the 

model were compared to those in the manufacturer’s dose report page. Mean study CTDIvoi was used for 

the 320-detector row scanner and the maximum CTDIvoi was used for the 64-detector row scanner in 

order to mirror the information provided in the manufacturer’s dose report.

[0081] Of the 30 CT chest, abdomen, and pelvis studies used to validate the accuracy of the CTDIvoi 

estimation, the mean estimated CTDIvoi was 6.10 +/- 3.10 mGy. The mean CTDIvoi reported by the 

manufacturer’s dose sheet was 6.06 mGy +/- 3.02 mGy. The mean difference between estimated and 

reported CTDIvoi was 0.04 +/- 0.10 mGy. The mean percent difference between estimated and reported 

CTDIvoi was 0.8% +/- 1.8%. Of note, by using the maximum rather than the mean CTDIvol on the 64- 

detector row scanner, the manufacturer overestimated the CTDIvol by an average of 0.85 mGy, 

corresponding to an average percent overestimate of 15.0%.

Target image noise estimation

[0082] CT manufacturers have described a reproducible phenomenon among practicing radiologist: 

radiologists can tolerate different levels of noise for patients of different sizes. For example, FIG. 12 

illustrates Seimen’s CARE Dose system of automatic exposure control. This likely is due to the fact that 

larger patients have larger organs, requiring less fine spatial resolution, and larger patients tend to have 

larger amounts of fat, providing greater contrast resolution. FIG. 12 shows Target Image quality doses 

1200 derived based on patient size. Image quality is prospectively estimated and parameters for image 

quality are prospectively determined.

[0083] Therefore, a constant noise cannot be used to establish target image quality. Rather, a target 

image noise curve should be established over a range of patient sizes. In order to determine target image 

noise curves, radiologist image quality preferences should be established. To quantify radiologist 

preferences, a 5-point scoring system can be used, according to Table 2.

Score Diagnostic quality Explanation
1 Non-diagnostic quality with 

high level of noise
You would recommend that the examination be 
repeated.

2 Borderline diagnostic quality 
with high level of noise

You would probably not repeat the examination, but 
you consider the study to be “barely passable” and 
might recommend using a higher dose next time.

3 Acceptable diagnostic quality 
with moderate level of noise

The dose is adequate but does not appear to be 
excessive. The dose possibly could be lowered and 
still be of diagnostic image quality, but it should not be
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Score Diagnostic quality Explanation
reduced by much.

4 Good diagnostic quality with 
low-to-moderate level of 
noise

The dose probably could be lowered and still be of 
diagnostic image quality.

5 Excellent diagnostic quality 
with low level of noise

The dose definitely could be lowered and still be of 
diagnostic image quality.

Table 2

Radiologists can rate images of known noise and Dw to assign an image quality preference score for the 

image.

[0084] Images of a range of patient sizes and image quality can be rated by radiologists, according to the 

5-point scoring system. These can be obtained for an individual radiologist and/or averaged for a group of 

radiologists. Cases can be selected according to the typical exam for which the target image noise curve is 

to be applied. Cases are presented for scoring following all image post-processing techniques that would 

be applied in the clinical setting. The scored cases of known image noise and Dw can be plotted 1300 as 

shown in FIG. 13.

[0085] Using the a least absolute deviation method, scored cases can be fitted to an image quality 

preference profile equation:

r , , 4
S = 1 + [1 + Ae^e~CDw^]

where S is the image quality preference score, cris image noise, Dwis patient size data, and 4, B, and C 

are empirically-derived constants. This equation results in a series of target image noise curves, according 

to the preference score 1400, as shown in FIG. 14. This can be mapped to the scored cases data 1500 as 

shown in FIG. 15.

[0086] Based on the desired image quality for examinations of a given indication or protocol, a target 

curve 1600 shown in FIG. 16 can be established by establishing a constant image quality preference score 

over a range of patient sizes, according to the following equation:

Target noise = cT + aT ■ ebrDw

where cT, aT, and bT are empirically-derived constants. Separate target noise curves, with their 

corresponding constants, are derived for each clinical indication or set of protocols. These curves may be 

based on radiologists’ subjective assessment of appropriate image quality for that equation.
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[0087] Because radiologists tend to have varied levels of noise tolerance, a unique image quality 

preference profile may be generated for each radiologist. A group’s image quality preference profile is 

created by averaging all radiologist’s scores for each image and fitting the model. Each radiologist’s 

profile can be compared to the overall department profile by determining the average score of the 

individual radiologist’s preference curve that corresponded to the department’s “3” preference curve for 

Dw = 10 through 40 cm. The difference between these numbers is termed the Relative Acceptability 

Profile (RAP) score. A negative score indicates that the radiologist tolerates less noise than the group 

average and a positive score indicates that the radiologist tolerates more noise than the group average.

Prediction and optimization models

Dose modulation estimation

[0088] Most modem CT scanners are capable of applying tube current dose modulation, which 

automatically changes the tube current as the gantry moves in order to minimize the radiation dose. Z-axis 

tube current modulation may be applied as the patient moves through the gantry and angular, or x-y, 

modulation may be applied as the gantry rotates around the patient. The operator sets all other settings, as 

well as tube current modulation settings such as a target noise setting and a minimum and maximum mA, 

and the CT scanner determines the optimal radiation dose based on the attenuation data from the 

topogram. While dose modulation allows for dose optimization, it does not ensure it, since the key driver 

of dose—the tube current—remains under the operator’s control via the target noise setting.

[0089] The dose modulation algorithm is programmed into the scanner. If the manufacture does not 

provide this algorithm for incorporation into this system, an approximation can be determined empirically 

by scanning elliptical phantoms of various sizes at various scanner settings, including kV and mAs. 

Minimum and maximum mA values can be determined for each phantom size and at each setting and 

evaluated to determine an approximation for the dose modulation algorithm.

[0090] Variable-sized ellipsoid phantoms were used to derive a model of the dose modulation 

algorithms of the scanners, predicting average mA for a given patient size at specified dose modulation 

parameter settings. The image noise estimation model described above was used to develop a prediction 

model, enabling the estimation of image noise and SSDE given patient size and scan parameters. An 

iterative non-linear optimization routine (Excel, Microsoft Corp, Redmond, WA) enabled the model to 

also do the reverse: provide recommended dose parameters given desired image quality targets and 

patient size. The model incorporated patient size, which could be derived from the scout topogram 

image, could be entered directly, or could be based on patient weight (in which case the model estimated
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patient size based on a given weight). The model also took into account specific parameters unique to the 

scanner. Tube current settings could be entered as fixed mA or dose modulation parameters. The user 

could also specify a target noise setting or image quality preference curve. Based on the information 

provided, the model then predicted image noise and dose estimates and recommended protocol 

parameters, including tube current and dose modulation settings, needed to achieve the desired image 

quality. Image noise and SSDE were also predicted over a range of patient sizes.

Image noise and dose prediction model

[0091 ] A single model may be used to predict image noise based on patient size and scanner 

parameters. The dose modulation algorithm is incorporated into the model to predict mAs based on dose 

modulation and other scan parameters and patient size entered into the model. The image noise equation 

may be used to predict image noise based on the mAs and other scan parameters and patient size. The 

target curve equation may be incorporated into the model to compare predicted image noise to actual 

image noise. Image noise is estimated over a range of patient sizes. This model is incorporated into a 

single application. A screen capture 1700 of the application is shown in FIG. 17. Image noise is 

simultaneously estimated using inputs of fixed mA and dose modulation settings.

[0092] The same application may be used to predict SSDE based on scan parameters and patient size. 

The CTDIvoi and SSDE equations are incorporated into the prediction application. SSDE can estimated 

over a range of patient sizes at various modes of operation. The scan mode at which the lowest SSDE is 

found while keeping image noise constant is considered to be the lowest-dose mode. Once the lowest- 

dose scan mode is established, values for other scan parameters are entered into the application. SSDE is 

estimated over a range of patient sizes at the given scan parameter settings, as shown in FIG 17.

[0093] The prediction model, including the dose modulation algorithm, was validated on a sample of 43 

routine CT abdomen and pelvis studies performed on the three scanners by comparing the predicted vs. 

actual mean effective mAs, SSDE, and estimated image noise on 43 routine chest, abdomen, and pelvis 

examinations. 20 studies were performed on the 320-detector row scanner and 23 studies were performed 

on the 64-detector row scanner. 25 of the studies were performed at 100 kV and 18 studies were 

performed at 120 kV. All validation studies were performed in helical mode. Statistical significance of 

predictive accuracy between scanners and tube potential settings was assessed using non-paired t-tests.

[0094] The sample of 43 CT examinations used to validate the prediction model included studies with 

patient sizes, effective mAs, SSDE, and estimated image noise values ranging from 16.3-37.3 cm, 30-169 

mAs, 3.4-16.1 mGy, and 9.4-38.2 SD HU, respectively. The mean differences between predicted and
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actual effective mAs, SSDE, and estimated image noise were -0.7 +/- 6.9 (SD) mAs, -0.2 +/- 0.9 mGy and 

-0.1 +/- 0.8 HU, respectively. Percent differences between predicted and actual values were -0.9% +/- 

9.3%, -1.8% +/- 10.6%, and -0.5% +/- 4.4%, respectively. There were no statistically significant 

differences in predictive accuracy between the two scanners or between 100 and 120 kV.

Image quality and dose optimization/guidance model

[0095] Image noise may be optimized over a specific range of patient sizes using the image noise and 

dose prediction model by superimposing the predicted image noise curve upon the target image noise 

curve. Image noise is predicted by adjusting dose modulation parameters until the image noise matches 

the target noise curve 1800, as shown in FIG. 18.

[0096] This optimization is automated by using a non-linear optimization routine to minimize the 

difference between the target image noise and the predicted image noise over a specified range of patient 

sizes by changing dose modulation parameters. Through the same optimization routine, the application 

also recommends specific tube current modulation settings and fixed mA settings that are predicted to 

result in noise that matches a single desired image noise or the target image noise curve.

[0097] Predicted SSDE is displayed and plotted at the optimized image quality settings, as shown in 

FIG 18. The constraint in this optimization model is image noise rather than radiation dose. Therefore, 

the model does not change scan parameters to match a desired SSDE; rather, the SSDE is a result of the 

scan parameters established to match a desired image noise target.

[0098] Scan parameters are derived from the prediction/optimization application to optimize dose for 

ranges of patient size to match appropriate target image noise curves based on clinical indications. These 

scan parameters are used to determine scan protocols, which are entered into the scanner. An example of 

a group of protocols is shown in Table 3.
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Table 3

[0099] The prediction/optimization model can incorporate a Dw value or range entered by the user. 

Alternatively, the user can specify patient weight or weight range. The model uses a lookup table to 

determine expected Dw based on patient weight, according to data from the patient population. 

Alternatively, the user may obtain patient size directly from the scout topogram image, which is 

performed prior to the axial acquisition. The prediction/optimization application contains the equations 

that convert density units from the topogram to patient size. An operator may select a rectangular region 

of interest from the topogram and enter the mean density unit value into the model, as well as the scout 

kV, table height, and the scout width, as shown in FIG. 18. The specific patient size may then be 

calculated based on the method described above. The model then calculates optimized tube current 

modulation parameter settings based on the target noise curve, which the operator may enter into the 

scanner prior to performing the axial acquisition.

[0100] The optimization model may be programmed into a prediction/guidance application 1800, in 

FIG. 18. The application incorporates all elements of the optimization model, providing the practical tool 

capable of predicting image quality and dose based on mA, dose modulation settings, specific target 

noise, and image quality preference curve based on a given patient size. The top left graph predicts image 

noise based on mA, dose modulation settings, and target noise, respectively, relative to image quality 

preference curves. The top right and bottom right graphs predict image noise and SSDEs over a range of 

patient sizes, respectively, based on the dose modulation model and relative to image quality preference 

curves.
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[0101] As FIG. 18 illustrates, the predicted noise over a range of patient Dw 10-40 cm at 100 kV and 

with a constant noise factor (SD) setting of 10.0 ranges from 9 to 55 SD HU. For the example shown, the 

noise remains relatively constant between 10 and 16 cm, increases between 17 and 21 cm, remains 

relatively constant between 21 and 26 cm, then increases rapidly between 27 and 33 cm (where the long- 

axis of the modulated tube current is limited by the maximum mA setting) and increases even more 

rapidly for 34 cm and above (where the tube current has reached the maximum setting in both axes).

When compared to the “3.0” target noise curve, the predicted noise is excessively high for Dw between 10 

and 15 cm, appropriate between 16 and 20 cm, lower than necessary between 21 and 36 cm, and again 

excessively high above 36 cm. Correspondingly, the SSDE is higher than necessary for ranges where the 

noise is lower than necessary and vice versa.

Image quality and dose performance assessment, display, and monitoring

Image processing

[0102] The exemplary image processing application (processor) opens each file in the folder 

automatically and, from the Digital Imaging and Communications in Medicine (DICOM) tags, determines 

whether it represents the topogram and then assesses other characteristics of the image, such as its 

orientation, slice thickness, and time that the image was acquired. Once the processor has determined 

which images are the topograms, it chooses the anteroposterior (AP) topogram 400 if one is present, such 

as the one shown above in FIG. 4. If no AP topogram is present, it chooses the lateral topogram 2200 

such as the one in FIG. 22, which is often the case with head CTs.

[0103] The exemplary processor then performs a row-by-row integration of the topogram to determine 

Dw net for each cross-sectional level along the z-axis. The application uses the DICOM header information 

to correlate the matrix rows with the physical location on the patient, which is then correlated with axial 

slice position. The average Dw is also calculated and mapped 400 to the topogram image as shown in

FIG 4.

[0104] The exemplary processor then evaluates each series in the study and performs an algorithm to 

determine the appropriate axial images to use in determining dose calculations. For example, it discards 

all files that do not represent CT images. It also discards all coronal, sagittal, and other non-axial images. 

It assesses the time the study was performed to determine whether multiple series constitute reconstructed 

images of the same acquisition. It then determines which series are at slice intervals closest to 5 mm. If 

multiple series remain, it chooses the reconstruction series that was performed first.
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[0105] The exemplary processor then assesses the dose parameters associated with each axial image. It 

assesses slice position, kV, mA, exposure time, pitch factor (if applicable), scan mode, and data collection 

diameter. It also assesses which scanner the study was performed on and accesses a data file to 

incorporate the appropriate constants into the calculations. Dose estimates, including CTDIvoi and SSDE, 

are calculated at each level and averaged for the study.

[0106] FIG. 19 shows a topogram 1900 with effective mAs determined 1903 at each slice as the 

product of mA, exposure time, and pitch factor. The processor may also calculate the percentage of the 

study along the z-axis where the mAs equals the maximum mAs (this has implications for whether the 

dose modulation settings are optimized or whether the maximum mA is set too low relative to the SD 

setting).

[0107] FIG. 20 shows an AP topogram 2000 of estimated noise calculated at each slice and mapped 

2002 to a topogram 2000. Patient Dw2104, mAs 2106, and estimated noise 2102 are then all mapped to 

the topogram on a single image 2100, shown in FIG 21. This image is saved in a dedicated folder and the 

processor retains the address of the image.

[0108] FIG. 22 shows an example lateral head topogram 2200. For cases where only a lateral 

topogram is available, the application performs the calculations and maps the results 2204 and 2206 to 

the lateral topogram such as the one shown in FIG 22, with some exceptions. First, because the table is 

not present on the lateral image, the application does not subtract out the background attenuation from the 

table. The constants used for these studies are derived from phantom noise measurements obtained 

without the table. Thus, patient size is represented by Dw rather than Dw net· Second, for head and facial 

CTs, the gantry is often tilted to acquire the images in a plane parallel to the planum sphenoidale. FIG. 23 

shows rotating the lateral head topogram 2300 by mapping size, dose, and quality data. The processor 

compensates for this by first rotating the image 2300 by the corresponding angle and then mapping the 

size 2304, dose, and image quality data 2306, shown in FIG 23.

[0109] Because some studies entail more than one scan, or “radiation event,” in the same study (e.g. 

noncontrast and postcontrast phase CT of the abdomen for evaluation of a liver mass in a single study), 

the above calculations are performed for each radiation event. The processor is able to differentiate 

radiation events by looking up the scan date and time in the DICOM header information.

Data storage
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[0110] The exemplary processor calculates overall statistics for each study, including the minimums, 

means, and maximums of the following parameters: mA, mAs, Dw, Dw net, CTDIvoi, DLP, SSDE, and 

noise. The processor also looks up other pertinent data from the DICOM header information, including 

patient name, accession number, medical record number, date of birth, date of the examination, scanner, 

medical center, examination name, etc.

[0111] In an exemplary embodiment, these data are sent to corresponding fields in the database, 

hereafter referred to as the Guidance database. The topogram, with superimposed graphs of patient size, 

effective mAs, and image noise data, is also sent to the database. This relational database contains tables 

for records that are unique for the study, the series (i.e. a single radiation event), and the instance (a single 

axial slice). These records are linked with unique identifiers in each table.

[0112] The exemplary processor assesses the CTDIvoi for each slice based on the scan mode, kV, mA, 

exposure time, pitch factor, and focal spot size. The mean CTDIvoi (CTDIvoi mean) is calculated for the 

study by averaging the CTDIvoi for each slice. The dose-length product (DLP), the product of the CTDIvoi 

and the length of the scan, is also calcuated for the study based on the calculated CTDIvoi for each slice. 

The mean SSDE is calculated for the study by averaging the SSDE for each slice.

[0113] In an exemplary embodiment, all equations for patient size calculations, image noise and 

radiation estimates, and target image noise assessments described above are contained in and utilized by 

the processor.

Data Analysis Display and Monitoring

[0114] FIG. 24 and FIG. 25 shows a screen capture image 2400 and 2500 of the exemplary study 

analysis application. Based on the Guidance database, the study analysis application is used to enable the 

analysis of the studies both individually and collectively. The application contains a search page, 

enabling the search for an individual study or a query for a collection of studies.

[0115] Instead of selecting an individual study, the user can choose to display charts 2600 related to the 

queried cases, shown in FIG. 26. This displays charts of study data compared to patient Dw, such as mean 

image noise, CTDIvoi, DLP, and SSDE. The study that are graphed are the same as those in the query 

page; the user can toggle back and forth between the two views. Therefore, the user can filter the data 

shown in the graph by changing the query search and filter parameters. A target curve that the user selects 

can be mapped to the image noise graph. Data points on each graph can be differentiated by color
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according to the selected criteria. Selection of one of the points launches the study analysis page for that 

study.

[0116] The selection of an individual study from the search page launches the study analysis page 

shown in FIG. 27 and FIG. 28 which displays all of the pertinent information 2700 and 2800 of a given 

study, including patient demographic data, study acquisition information, calculated image quality and 

dose values, and the mapped topogram image. In FIG. 27, screen shot 2700 displays the target noise, as 

well as the mA and effective mAs that would result in the target noise, calculated by the application and 

included in the study analysis page. Based on these parameters, the application calculates the residual 

noise (target image noise divided by actual image noise). The application also assesses whether a change 

in the mA, SD setting, or maximum mA is warranted.

[0117] In FIG. 28, screen shot 2800 displays the target noise calculated by the application and included 

in the study analysis page. Based on these parameters, the application calculates the residual noise (actual 

image noise minus target image noise).

[0118] The study analysis page also displays the mean study image noise and dose information 

graphically. Other studies that were included in the search are also plotted on the same graphs for 

comparison. The selected target image noise curve may also be superimposed on the image noise curve. 

In this manner, the user can determine how well the actual image noise from the selected study matched 

the target image noise, and how it compares to other studies of the same type.

Monitoring and reporting

[0119] The exemplary processor application allows the user to set limits on image noise data, as a 

function of patient size, as desired for each protocol or study type. When the difference between the 

actual average study image noise and target image noise exceeds these limits, the exemplary processor 

application automatically sends an email to designated recipients informing them that a study has been 

performed in which the average noise was outside of the expected range.

[0120] Data from a query can be exported into an external data file. This file includes all study data in 

the database, not only those that are displayed by the study analysis application. These data can be used 

for research, internal monitoring, or reporting. The data can be deidentified and transmitted to both 

internal and external reviewers or reviewing organizations, such as a national data registry or regulatory 

agency. With the cooperation of such an organization, an automatic report can be developed and 

periodically transmitted to the organization.
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Protocol centralization.

[0121] The system may maintain all scan protocols for all scanners for a given enterprise within a 

single database, with the capability of interfacing with all scanners in a given organization to update 

protocol changes for all scanners. The system may contain a database that contains information regarding 

the protocols for each CT scanner within the organization. Thus, if an organization chooses, all CT scan 

protocols for all scanners controlled by the organization, whether it be at one or many hospitals, can be 

centralized into one location. FIG. 29 shows relevant CT scan parameters 2900, including mA, kV, pitch, 

scan length, contained within the database for each CT scanner within the organization All relevant CT 

scan parameters, including mA, kV, pitch, scan length, etc, are contained within the database. Patient 

criteria are also contained within the database, including age or weight parameters. Special instructions 

for the CT technologist are also contained within the database. Therefore, this database becomes a central 

repository for all CT protocols throughout the organization.

[0122] Aggregate data corresponding to each protocol may be linked to the protocol form in the 

database. Thus, when the protocol is displayed, the aggregate data corresponding to that protcol is 

displayed as well, shown in screen shot 2900. The system may also be capable of predicting image 

quality and dose performance for a protocol either based on historical data in the system or a data file of 

representative patients provided to the institution. Thus, protocol changes can be simulated and its 

influence on dose and image quality can be predicted.

System automation

[0123] FIG. 30 and FIG. 31 show block diagrams 3000 and 3100 for the system. An exemplary 

system uses a software application to automatically process images using the above calculations. A script 

is in place to automatically send images to an independent temporary server from the CT scanner or from 

the Picture Archiving and Communication System (PACS). All images from a study are sent to that 

study’s unique folder on the temporary server. The image processing application processes the images on 

a periodic basis, determined by the user.

[0124] An exemplary system automates image processing, data storage, analysis, display, monitoring, 

and reporting.

[0125] An exemplary environment for implementing various aspects of the invention may include one 

or more computers that may be installed within, or operatively associated with, a CT scanning system, or 

may run completely separate from the CT scanning system. The computer may include a processing unit,
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a system memory and a system bus. The computer’s system bus couples system components including, 

but not limited to, the system memory to the processing unit. The processing unit may be any of various 

commercially available processors. Dual microprocessors and other multi processor architectures may 

also be employed as the processing unit.

[0126] The system bus may be any of several types of bus structure that may further interconnect to a 

memory bus (with or without a memory controller), a peripheral bus, and a local bus using any of a 

variety of commercially available bus architectures. The system memory may include read only memory 

(ROM) and/or random access memory (RAM). A basic input/output system (BIOS) is stored in a non­

volatile memory such as ROM, EPROM, EEPROM, which BIOS contains the basic routines that help to 

transfer information between elements within the computer, such as during start-up. The RAM may also 

include a high-speed RAM such as static RAM for caching data.

[0127] The computer may further include an internal hard disk drive (HDD) (e.g., EIDE, SATA), which 

internal hard disk drive may also be configured for external use in a suitable chassis, a magnetic floppy 

disk drive (FDD), (e.g., to read from or write to a removable diskette) and an optical disk drive, (e.g., 

reading a CD-ROM disk or, to read from or write to other high capacity optical media such as the DVD). 

The hard disk drive, magnetic disk drive and optical disk drive may be connected to the system bus by a 

hard disk drive interface, a magnetic disk drive interface and an optical drive interface, respectively. The 

interface for external drive implementations includes at least one or both of Universal Serial Bus (USB) 

and IEEE 1394 interface technologies.

[0128] The drives and their associated computer-readable media may provide nonvolatile storage of 

data, data structures, computer-executable instructions, and so forth. For the computer, the drives and 

media accommodate the storage of any data in a suitable digital format. Although the description of 

computer-readable media above refers to a HDD, a removable magnetic diskette, and a removable optical 

media such as a CD or DVD, it should be appreciated by those skilled in the art that other types of media 

which are readable by a computer, such as zip drives, magnetic cassettes, flash memory cards, cartridges, 

and the like, may also be used in the exemplary operating environment, and further, that any such media 

may contain computer-executable instructions for performing the methods of the invention.

-33-



WO 2013/049818 PCT/US2012/058310

[0129] A number of program modules may be stored in the drives and RAM, including an operating 

system, one or more application programs, other program modules and program data. All or portions of 

the operating system, applications, modules, and/or data may also be cached in the RAM. It is 

appreciated that the invention may be implemented with various commercially available operating 

systems or combinations of operating systems.

[0130] It is within the scope of the disclosure that a user may enter commands and information into the 

computer through one or more wired/wireless input devices, for example, a touch screen display, a 

keyboard and/or a pointing device, such as a mouse. Other input devices may include a microphone 

(functioning in association with appropriate language processing/recognition software as know to those of 

ordinary skill in the technology), an IR remote control, a joystick, a game pad, a stylus pen, or the like. 

These and other input devices are often connected to the processing unit through an input device interface 

that is coupled to the system bus, but may be connected by other interfaces, such as a parallel port, an 

IEEE 1394 serial port, a game port, a USB port, an IR interface, etc.

[0131] A display monitor or other type of display device may also be connected to the system bus via 

an interface, such as a video adapter. In addition to the monitor, a computer may include other peripheral 

output devices, such as speakers, printers, etc.

[0132] The computer may operate in a networked environment using logical connections via wired 

and/or wireless communications to one or more remote computers. The remote computer(s) may be a 

workstation, a server computer, a router, a personal computer, a portable computer, a personal digital 

assistant, a cellular device, a microprocessor-based entertainment appliance, a peer device or other 

common network node, and may include many or all of the elements described relative to the computer. 

The logical connections depicted include wired/wireless connectivity to a local area network (LAN) 

and/or larger networks, for example, a wide area network (WAN). Such LAN and WAN networking 

environments are commonplace in offices, and companies, and facilitate enterprise-wide computer 

networks, such as intranets, all of which may connect to a global communications network such as the 

Internet.
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[0133] The computer may be operable to communicate with any wireless devices or entities operatively 

disposed in wireless communication, e.g., a printer, scanner, desktop and/or portable computer, portable 

data assistant, communications satellite, any piece of equipment or location associated with a wirelessly 

detectable tag (e.g., a kiosk, news stand, restroom), and telephone. This includes at least Wi-Fi (such as 

IEEE 802.1 lx (a, b, g, n, etc.)) and Bluetooth™ wireless technologies. Thus, the communication may be 

a predefined structure as with a conventional network or simply an ad hoc communication between at 

least two devices.

[0134] The system may also include one or more server(s). The server(s) may also be hardware and/or 

software (e.g., threads, processes, computing devices). The servers may house threads to perform 

transformations by employing aspects of the invention, for example. One possible communication 

between a client and a server may be in the form of a data packet adapted to be transmitted between two 

or more computer processes. The data packet may include a cookie and/or associated contextual 

information, for example. The system may include a communication framework (e.g., a global 

communication network such as the Internet) that may be employed to facilitate communications between 

the client(s) and the server(s).

Scanner-specific derivation of model constants

[0135] FIG. 32 depicts three water phantoms 3200 of varying size. In order to assess the performance 

of each scanner at relevant settings such as mode, kV, data collection diameter, and mAs, test scans may 

be performed on a conical phantom 3202 with a diameter range of approximately 5 cm to 50 cm as 

pictured in FIG 32. Phantoms may also be ellipsoid 3204 phantoms or anthropomorphic 3206 adult or 

child phantoms. Axial scans may be performed with the scanner in each relevant mode with the phantom 

on the table as well as with the phantom off of the table. Examples of the topogram 3300 and axial image 

3400 from these scans are shown in FIG. 33 and FIG. 34, respectively. FIG. 35 shows image noise is 

defined as the standard deviation of the CT units within a 3 cm diameter circle at the center of the imaged 

water phantom 3500.

[0136] In an embodiment, to avoid having to manually measure the noise from each image, a software 

application (calibrator) opens the image files and processes them image by image. For each axial image 

800, the calibrator creates a mask that defines the boundary between the area of the image that defines the 

phantom compared to the surrounding air. The calibrator determines the effective diameter of this shape 

(which is the Dw) and finds the centroid. The calibrator creates a 3 cm diameter circle centered at the 

centroid and calculates the standard deviation of this region, shown above FIG. 8.
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[0137] The topogram image may be converted to a data matrix. A row-by-row integration of the DU 

multiplied by the pixel height is performed to provide DUsum for each row. The calibrator application 

exports all of these data points into a single data file, including the topogram data matrix, DUsum, the Dw, 

the noise for each image, and scan parameters and settings.

[0138] The data file may then be processed by another application, the model generator, which 

organizes the data and plots them 900 as shown in FIG 9. For each point, the model generator may 

calculate the expected image noise based on the noise equation shown above, beginning with dummy 

constants. The error between each point and the model is calculated, and all of the errors are summed.

The model generator performs a solver routine, minimizing the error sum by changing the constants, Co,

Ci, c2, C3, C4 , and cme, resulting in the plot 1000 in FIG 10. This may be performed for each setting.

[0139] In an embodiment, the summed errors for each setting are summed as a global error sum. All 

settings are based on one set of Co, cb c2, c3, C4 , and cme, with each setting containing a Co and cme 

correction factor, as previously described. A solver routine is performed again for all settings 

simultaneously, minimizing the global error sum by changing the model set constants c0, cb c2, c3, c4 , and 

cme, and each setting’s correction factors, c0 and cee, simultaneously producing dose/noise plots 1000 and 

1100 in FIG. 10 and FIG. 11.

[0140] In an embodiment, the model generator also finds the cscout for each setting by correlating the 

DUsum with the known phantom diameter, as described above.

[0141] Following from the above description and invention summaries, it should be apparent to those of 

ordinary skill in the art that, while the methods and apparatuses herein described constitute exemplary 

embodiments of the present inventions, it is to be understood that the inventions contained herein are not 

limited to the above precise embodiment and that changes may be made without departing from the scope 

of the inventions. Likewise, it is to be understood that it is not necessary to meet any or all of the 

identified advantages or objects of the invention disclosed herein in order to fall within the scope of the 

invention, since inherent and/or unforeseen advantages of the present invention may exist even though 

they may not have been explicitly discussed herein.
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CLAIMS

What is claimed is:

1. A method for generating scan parameters for a CT scanner, comprising:

obtaining patient size data;

establishing a target noise equation, the target noise equation being a function of the patient size 

data; and

applying the target noise equation against a measured noise equation, the measured noise 

equation being a function of the patient size data, to derive CT scan parameters for a given CT scan.

2. The method of claim 1, wherein the step of applying the target noise equation against a measured noise 

equation to derive CT scan parameters for a given CT scan includes a step of setting the target noise 

equation equal to measured noise equation for the patent size data, and solving for a radiation dose 

parameter.

3. The method of claim 2, wherein the radiation dose parameter includes mAs.

4. The method of claim 3, wherein the target noise equation is

Target noise = cT + aT ■ ebrDw

where cT, aT, and bT are empirically-derived constants and where Dw is patent size data.

5. The method of claim 1, where patient size data Dw is one of: patient weight, and patient water- 

equivalent diameter.
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6. The method of claim 4, wherein the measured noise equation is

Noise = c0 + cc(cem ■ em)rc ■ e^rfem-enifr.^]

where c0, cc, rc, cr, rr, and cem are empirically-derived constants and em is effective mAs.

7. The method of claim 4, wherein the measured noise equation is:

σ = c0 + c1(cm(jme)C2e[DH,'C3'Cmi’m^ ]

where rris image noise, me is effective mAs, Dwis the patient’s water-equivalent diameter, and c0, Cj, c2, 

c3, c4, and cme are constants.

8. The method of claim 2, wherein the step of solving for a radiation dose parameter is an iterative 

process.

9. The method of claim 1, wherein the target noise equation is established based, at least in part, upon 

one or more radiologist’s subjective assessments of appropriate image quality.

10. The method of claim 1, wherein:

the measured noise equation is a dose modulation noise equation;

the step of applying the target noise equation against an measured noise equation to derive CT 

scan parameters for a given CT scan includes a step of setting the target noise equation equal to dose 

modulation noise equation for the patent size data, and solving for a radiation dose parameter.

11. The method of claim 10, wherein the dose modulation noise equation is,
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Noise = c0 + cc(cSD ■ SDYC ■ elcrCsD-sDYr-Dw]

where c0, cc, rc, cr, rr, and cSd are empirically-derived constants and where Dw is the patient size 

according to water-equivalent diameter; and

where the radiation dose parameter is a target noise parameter SD.

12. The method of claim 1, wherein the measured noise equation is derived from noise measurement data 

taken from a water phantom.

13. The method of claim 12, wherein the water phantom is one of: a conical water phantom, an 

anthropomorphic water phantom, and an ellipsoid phantom.

14. The method of claim 1, wherien the target noise equation and measured noise equation are selected 

from a respective group of equations organized based upon the desired CT application.

15. The method of claim 14, wherein the group of equations include equations for one or more of the 

following CT applications:

body target application;

lung target application; and

bone target application.

16. The method of claim 1, wherein the patent size data is a mean value of water-equivalent diamater 

taken for a patient over a scan axis.
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17. The method of claim 16, wherein the mean value of water-equivalent diamter is derived by 

performing a row-by-row integration of topogram image data for each cross-sectional level along the scan 

axis.

18. The method of claim 1, wherein the CT scan parameters include one or more of kV, mAs and dose 

modulation settings.

19. The method of claim 1, further comprising a step of performing a CT scan utilizing one or more of 

the derived CT scan parameters.

20. The method of claim 19, further comprising a step of storing the derived CT scan parameters and the 

patient size data in a database record associated with the CT scan for subsequent data analysis.

21. The method of claim 1, further comprising a step of signalling if one or more of the derived CT scan 

parameters fall outside of a set of selected CT scan parameters.

22. A method for scanning a patient in a computed tomography (CT) scan, using a scanner, comprising 

the steps of:

estimating a patient size;

establishing a target image quality parameter for the scan at least partially based on patient size;

retrieving scanner parameter information from a database;

determining a scan protocol based on the target image quality parameter and the scanner parameter 

information;

recommending the scan protocol;

scanning the patient utilizing a radiation dose;
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displaying the scan image;

measuring the scan image for noise information; and

updating the database.

23. The method of claim 22, wherein determining the scan protocol includes determining a size specific 

radiation dose estimate (SSDE).

24. The method of claim 23, wherein the radiation dose is based, at least in part, upon the determined 

SSDE.

25. The method of claim 22, wherein determining the scan protocol includes determining scanner settings.

26. The method of claim 22, wherein the step of scanning the patient includes setting the scanner at the 

determined scanner settings.

27. The method of claim 22, further including processing water phantom images to yield scanner 

parameters by scanning a water phantom and saving an image noise information and scanner parameters a 

database.

28. The method of claim 22, wherein, the step of scanning the patient includes administering the 

determined SSDE.

29. The method of claim 22, further including, determining scanner parameters based on the target image 

quality parameters.
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30. The method of claim 22, wherein the step of estimating Dw includes scanning a patient with a scout 

scan, and creating a topogram with the scout scan.

31. The method of claim 30, further including:

performing a row-by-row integration of the topogram by the scanner to determine water 

equivalent diameter for a slice (Dw net) for each cross-sectional level along the z-axis; and

mapping Dw net to the topogram.

32. The method of claim 31, further including calculating the estimated noise calculated at each slice and 

mapping the estimated noise to a topogram.

33. The method of claim 22, wherein the step of estimating the patent size is accomplished by:

scanning the patient with a scout scan to acquire the patient’s thickness Tw; and

and using Twto cross-reference a corresponding patient size expressed as a water equivalent 

diameter Dw from the database.

34. The method of claim 22, wherein, updating the database includes aggregating the parameters in the 

database with at least one of:

the SSDE information, the noise information, the scanner parameters, and patient size.

35. The method of claim 22, wherein the scanner parameters include scanner constants and scanner 

performance data.
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36. The method of claim 35, further including:

deriving scanner parameters by performing at least one water phantom scan, with at least one 

scanner setting and mode;

measuring the noise;

solving for a chosen constant with an appropriate equation; and

saving the settings parameters and image noise to the database.

37. The method of claim 36, wherein the scanner characteristics are derived by scanning the water 

phantom and measuring the noise values, where the water phantom is one of: on a table, and off a table.

38. The method of claim 36, wherein the water phantom is a water filled object.

39. The method of claim 38, wherein the water phantom is one of: a conical water phantom, an 

anthropomorphic water phantom, and an ellipsoid water phantom.

40. The method of claim 38, wherein the water phantom is a conical phantom having a diameter range of 

about 5cm to 50cm.

41. The method of claim 22, wherein the scanner parameters include, for at least one mode and one 

setting, at least one of:

Cscout; magnification factor (m.f); target noise constants cT, aT, and bT ; noise constants co, cc, rc, 

cr, rr, and cem; a, b; contrast sensitivity; and special resolution; and

a dose kV, mA, mAs; a dose CTDIvoi; a ratio of CTDIvoito effective mAs; dose length product

(DLP).
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42. The method of claim 41, wherein scanner settings include at least one of: voltage potential, bowtie 

filter, focal spot size.

43. The method of claim 41, further including:

deriving cscout for the scanner by scanning the water phantom with a known thickness TW;

solving for cscout where Tw = cSC0UtDU , where DU is density units, and saving cscoutto the database; 

and

using the constant cscout to determine a patient size by water equivalent diamenter Dw, where Dw = 2

DUsum 
C SCOUt J „ ·

44. The method of claim 3341, wherein cT, aT, and bT are are derived by:

scanning a water phantom having a diameter Dw;

measuring the noise from the water phantom scan;

solving for the equation

Target noise = cT + aT ■ ebrDw

; and

transmitting the values of cT, aT, and bT to the database.

45. The method of claim 41, wherein constants co, cc, rc, cr, rr, and cem are derived by:

scanning a water phantom having diameter Dw;

measuring the noise from the water phantom scan;

solving for the equation
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Noise = c0 + cc(cSD ■ SDYC ■ e[crfSD-sD)rr-Dw]

; and

transmitting the values of Dw, c0, cc, rc, cr, rr, and cem to the database.

46. The method of claim 21, further including:

providing a display output to graphically show a measure of CT image quality for the scan.

47. The method of claim 22, wherein the target image quality parameter is based on a target visual noise 

parameter.

48. The method of claim 47, wherein the step of establishing a target visual noise parameter for a CT 

scan includes determining the point where a dose modulation noise curve is equal to a target noise curve.

49. The method of claim 48, wherein the dose modulation noise curve is modeled according to the 

following equation:

Noise = c0 + cc(cSD ■ SDYC ■ Yc>'(CsD'SD>rr'Dw\

and the constants co, cc, rc, cr, rr, and cem are aggregated scanner parameters in the database, Dw is the 

patient size expressed as patient’s water-equivalent diameter, and wherein SD a variable target noise 

scanner setting.

50. The method of claim 48, wherein the measured noise equation is:

σ = c0 + c1(crne7ne)C2e[DivC3^Cmern^ ]
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where rris image noise, me is effective mAs, Dwis the patient size expressed as patient’s water-equivalent 

diameter, and co, ci, c% C3, c4, and cme are constants.

51. The method of claim 48, wherein the target image noise curve is established according to the 

equation:

Target noise = cT + aT ■ ebrDw

wherein cT, aT, and bT are scanner parameter constants found in the database, and Dw is patient size 

according to a water equivalent diameter.

52. The system of claim 47, further including:

recommending scan parameters to an operator according to the target image curve.

53. The method of claim 22 wherein the step of determining the SSDE, includes using the patient size 

expressed as a water equivalent diameter Dw and solving for the equation: SSDE = (a ■ e~b'Dw)CTD/V0[.

54. The method of claim 53, further including calculating a dose-length product (DLP),

where the DLP is the product of the CTDIvoi and the length of the scan, based on the calculated CTDIvoi 

for each slice n, and saving the DLP to the database.

55. The method of claim 22, further including:

calculating statistics for a study including the minimum, mean, and maximum for one or more of the 

following parameters:

a flow of photons in the dose (mA), the patient size expresssed as a water equivalent diameter (Dw), water 

equivalent diameter for a slice (DW net), an estimation of radiation dose (CTDIvoi), a dose length 

product, the product of the CTDIvoi and the length of the scan (DLP), SSDE, and noise;
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transmitting one or more of the parameters to the database; and

retrieving data from the DICOM header information, including one of: patient name, accession number, 

medical record number, date of birth, date of the examination, scanner, medical center, examination

name.

56. The method of claim 22, further including:

receiving an operator input to a range of acceptable image quality parameters;

incorporating the patient size as a water equivalent diameter Dw and scanner parameters to 

calculate a SSDE for the range of acceptable image quality values;

recommending the SSDE that would generate images with acceptable image quality parameters;

allowing an operator to manually set the SSDE; and

displaying an output on whether the expected image quality falls within the acceptable image 

quality parameters.

57. The method of claim 56, further including:

receiving input for a target image quality parameter; 

calculating a study with the input image quality parameter; and

recommending specific scan parameters, including at least one of: kV, mA, and dose modulation 

settings to achieve the input image quality.

58. The method of claim 56, further including:

providing an alert when SSDE is higher or lower than the recommended SSDE; and

providing an alert if the expected image quality falls outside the acceptable image quality 

parameters.
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59. The method of claim 56, further including:

displaying in a chart, which scans fell within expected image quality parameters versus which fell 

outside expected image quality parameters.

60. The method of claim 22, further including:

maintaining scan protocols for a plurality of scanners within a central database;

interfacing with a central protocol manager with a plurality of scanners to update protocol 

changes for the plurality of scanners.

61. The method of claim 22, further including:

recommending a protocol to a patient of size based on previously acquired data.

62. A system capable of performing the method of claim 22, for minimizing radiation dose while 

achieving image quality comprising in CT scanning, comprising:

a protocol manager including a processor;

a study performance database in communication with a scanner, the database including scanner 

parameters;

the scanner capable of scout scanning and CT tomography scanning;

a dose registry; and

a protocol database.
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SUBSTITUTE SHEET (RULE 26)
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Study Analysis
PtName: John Doe Study:
MRN: 123456789 Scanner:
Age: 14 years Exam Date:
Sex: Male Accession:
Wt: 50 kg Series:

CTABDOMEh
CCMCT01

7654321

’ELVIS W CONTRAST Processed:
Protocol: Abdomen/Pelvis 30-45 kg 

Helical Rot Time (s):
mA:
SD:

0.5

10
10

Pitch: 0.818

J
Target: Body

Mean Min Max Target

23.8 19.2 27.3
120
251 300 204 226
132 90 135 125
12.7 6.2 14.9 12.9

|- Compared to queried cases:- - - - - - - - - - - - - - - - - - -
Image Noise vs Patient Body Diameter (cm)

co
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□ ο ο
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Dose Summary: Diaqnostics:

^^vol-32_Mean· 12 mGy MaxmA%: 
Resid Noise:

15%
-2%

^^Mean· 18 mGy
z: 35 cm
DLP: 148 mGy-cm

Image Noise

Recommendations:
mA:
SD:
Max mA: Increase to 150

FIG. 27

SUBSTITUTE SHEET (RULE 26)
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Query Exceptions

Pt Name' ********** Study: CT CHEST/ABDOMEN/PELVIS W CONTRAST 
Scanner: **********MRN: **********

Age: ********** Exam Date: **********
Sex: F Accession: **********
Wt(kg): 52 βθηθβ· **********

Patient Size/CT Dose/Image Quality 
kVp: 100 Mode: Hel FOV: 100 Scanner: CCMCT01

o-1— I
17 33 50

Slice N
66 83

umber

I r θ
99 116

Mean Min Max Target
Diam (cm): 23.5 20.3 26.8
kVp: 100
mA: 164 108 195
Eff mAs: 99 65 118
Noise (HU): 15.7 12.5 20.8 16.0

Body 01.2012
Dose Summary: Diagnostics:

CTDI vol-32 Mean· 5.2mGy Max mAs%: 28%

SSDE Mean: 8.1mGy Resid Noise: 0.3

Z: 57.5cm
DLP: 296.4mGy-cm

FIG. 28
SUBSTITUTE SHEET (RULE 26)
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SUBSTITUTE SHEET (RULE 26)
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SUBSTITUTE SHEET (RULE 26)
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FIG. 35
SUBSTITUTE SHEET (RULE 26)


