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DESCRIPTION

TECHNICAL FIELD

[0001] The present document relates to audio source coding systems. In particular, the present document relates to audio
source coding systems which make use of linear prediction in combination with a filterbank.

BACKGROUND

[0002] There are two important signal processing tools applied in systems for source coding of audio signals, namely critically
sampled filterbanks and linear prediction. Critically sampled filterbanks (e.g. modified discrete cosine transform, MDCT, based
filterbanks) enable direct access to time-frequency representations where perceptual irrelevancy and signal redundancy can be
exploited. Linear prediction enables the efficient source modeling of audio signals, in particular of speech signals. The
combination of the two tools, i.e. the use of prediction in the subbands of a filterbank, has mainly been used for high bit rate audio
coding. For low bit rate coding, a challenge with prediction in the subbands is to keep the cost (i.e. the bit rate) for the description
of the predictors low. Another challenge is to control the resulting noise shaping of the prediction error signal obtained by a
subband predictor.

[0003] US2006/0015329A1 describes a method for audio coding which makes use of a waveform synthesizer to generate a set
of predicted samples of an audio signal.

[0004] For the challenge of encoding the description of the subband predictor in a bit-efficient manner, a possible path is to
estimate the predictor from previously decoded portions of the audio signal and to thereby avoid the cost of a predictor
description altogether. If the predictor can be determined from previously decoded portions of the audio signal, the predictor can
be determined at the encoder and at the decoder, without the need of transmitting a predictor description from the encoder to the
decoder. This scheme is referred to as a backwards adaptive prediction scheme. However, the backwards adaptive prediction
scheme typically degrades significantly when the bit rate of the encoded audio signal decreases. An alternative or additional path
to the efficient encoding of a subband predictor is to identify a more natural predictor description, e.g. a description which exploits
the inherent structure of the to-be-encoded audio signal. For instance, low bit rate speech coding typically applies a forward
adaptive scheme based on a compact representation of a short term predictor (exploiting short term correlations) and a long time
predictor (exploiting long term correlations due to an underlying pitch of the speech signal).

[0005] For the challenge of controlling the noise shaping of the prediction error signal, it is observed that while the noise shaping
of a predictor may be well controlled inside of a subband, the final output audio signal of the encoder typically exhibits alias
artifacts (except for audio signals exhibiting a substantially flat spectral noise shape).

[0006] An important case of a subband predictor is the implementation of long term prediction in a filterbank with overlapping
windows. A long term predictor typically exploits the redundancies in periodic and near periodic audio signals (such as speech
signals exhibiting an inherent pitch), and may be described with a single or a low number of prediction parameters. The long term
predictor may be defined in continuous time by means of a delay which reflects the periodicity of the audio signal. When this delay
is large compared to the length of the filterbank window, the long term predictor can be implemented in the discrete time domain
by means of a shift or a fractional delay and may be converted back into a causal predictor in the subband domain. Such a long
term predictor typically does not exhibit alias artifacts, but there is a significant penalty in computational complexity caused by the
need for additional filterbank operations for the conversion from the time domain to the subband domain. Furthermore, the
approach of determining the delay in the time domain and of converting the delay into a subband predictor is not applicable for
the case where the period of the to-be-encoded audio signal is comparable or smaller than the filterbank window size.

[0007] The present document addresses the above mentioned shortcomings of subband prediction. In particular, the present
document describes methods and systems which allow for a bit-rate efficient description of subband predictors and/or which allow
for a reduction of alias artifacts caused by subband predictors. In particular, the method and systems described in the present
document enable the implementation of low bit rate audio coders using subband prediction, which cause a reduced level of
aliasing artifacts.

SUMMARY
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[0008] The present document describes methods and systems which improve the quality of audio source coding employing
prediction in the subband domain according to the appended claims.

[0009] As outlined in the present document, the compact description of subband predictors may comprise the frequency of a
sinusoid, the period of a periodical signal, a slightly inharmonic spectrum as encountered for the vibration of a stiff string, and/or a
multitude of pitches for a polyphonic signal. It is shown that for the case of a long term predictor, the periodical sighal model
provides high quality causal predictors for a range of lag parameters (or delays) that includes values which are shorter and/or
longer than the window size of the filterbank. This means that a periodical signal model may be used to implement a long term
subband predictor in an efficient manner. A seamless transition is provided from sinusoidal model based prediction to the
approximation of an arbitrary delay.

[0010] The direct implementation of predictors in the subband domain enables explicit access to perceptual characteristics of the
produced quantization distortions. Furthermore, the implementation of predictors in the subband domain enables access to
numerical properties such as the prediction gain and the dependence of the predictors on the parameters. For instance, a signal
model based analysis can reveal that the prediction gain is only significant in a subset of the considered subbands, and the
variation of the predictor coefficients as a function of the parameter chosen for transmission can be helpful in the design of
parameter formats, as well as efficient encoding algorithms. Moreover, the computational complexity may be reduced significantly
compared to predictor implementations that rely on the use of algorithms operating both in the time domain and in the subband
domain. In particular, the methods and systems described in the present document may be used to implement subband prediction
directly in the subband domain without the need for determining and applying a predictor (e.g. a long term delay) in the time
domain.

[0011] The use of cross-subband terms in the subband predictors enables significantly improved frequency domain noise
shaping properties compared to in-band predictors (which solely rely on in-band prediction). By doing this, aliasing artifacts can
be reduced, thereby enabling the use of subband prediction for relatively low bit rate audio coding systems.

[0012] According to an aspect, a method for estimating a first sample of a first subband of an audio signal is described. The first
subband of the audio signal may have been determined using an analysis filterbank comprising a plurality of analysis filters which
provide a plurality of subband signals in a plurality of subbands, respectively, from the audio signal. The time domain audio signal
may be submitted to an analysis filterbank, thereby yielding a plurality of subband signals in a plurality of subbands. Each of the
plurality of subbands typically covers a different frequency range of the audio signal, thereby providing access to different
frequency components of the audio signal. The plurality of subbands may have an equal or a uniform subband spacing. The first
subband corresponds to one of the plurality of subbands provided by the analysis filterbank.

[0013] The analysis filterbank may have various properties. A synthesis filterbank comprising a plurality of synthesis filters may
have similar or the same properties. The properties described for the analysis filterbank and the analysis filters are also
applicable to the properties of the synthesis filterbank and the synthesis filters. Typically, the combination of analysis filterbank
and synthesis filterbank allow for a perfect reconstruction of the audio signal. The analysis filters of the analysis filterbank may be
shift-invariant with respect to one another. Alternatively or in addition, the analysis filters of the analysis filterbank may comprise a
common window function. In particular, the analysis filters of the analysis filterbank may comprise differently modulated versions of
the common window function. In an embodiment, the common window function is modulated using a cosine function, thereby
yielding a cosine modulated analysis filterbank. In particular, the analysis filterbank may comprise (or may correspond to) one or
more of: an MDCT, a QMF, and/or an ELT transform. The common window function may have a finite duration K. The duration of
the common window function may be such that succeeding samples of a subband signal are determined using overlapping
segments of the time domain audio signal. As such, the analysis filterbank may comprise an overlapped transform. The analysis
filters of the analysis filterbank may form an orthogonal and/or an orthonormal basis. As a further property, the analysis filterbank
may correspond to a critically sampled filterbank. In particular, the number of samples of the plurality of subband signals may
correspond to the number of samples of the time domain audio signal.

[0014] The method may comprise determining a model parameter of a signal model. It should be noted that the signal model may
be described using a plurality of model parameters. As such, the method may comprise determining the plurality of model
parameters of the signal model. The model parameter(s) may be extracted from a received bitstream which comprises or which is
indicative of the model parameter and of a prediction error signal. Alternatively, the model parameter(s) may be determined by
fitting the signal model to the audio signal (e.g. on a frame by frame basis), e.g. using a means square error approach.

[0015] The signal model may comprise one or more sinusoidal model components. In such a case, the model parameter may be
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indicative of the one or more frequencies of the one or more sinusoidal model components. By way of example, the model
parameter may be indicative of a fundamental frequency Q of a multi-sinusoidal signal model, wherein the multi-sinusoidal signal
comprises sinusoidal model components at frequencies which correspond to multiples gQ of the fundamental frequency Q. As
such, the multi-sinusoidal signal model may comprise a periodic signal component, wherein the periodic signal component
comprises a plurality of sinusoidal components and wherein the plurality of sinusoidal components have a frequency which is a
multiple of the fundamental frequency Q. As will be shown in the present document, such a periodic signal component may be
used to model a delay in the time domain (as used e.g. for long-term predictors). The signal model may comprise one or more
model parameters which are indicative of a shift and/or a deviation of the signal model from a periodic signal model. The shift
and/or deviation may be indicative of a deviation of the frequencies of the plurality of sinusoidal components of the periodic signal
model from respective multiples gQ of the fundamental frequency Q.

[0016] The signal model may comprise a plurality of periodic signal components. Each of the periodic signal components may be
described using one or more model parameters. The model parameters may be indicative of a plurality of fundamental
frequencies Qq, Q1,..., Qa1 of the plurality of periodic signal components. Alternatively or in addition, the signal model may be

described by a pre-determined and/or an adjustable relaxation parameter (which may be one of the model parameters). The
relaxation parameter may be configured to even out or to smoothen the line spectrum of a periodic signal component. Specific
examples of signal models and associated model parameters are described in the embodiment section of the present document.

[0017] The model parameter(s) may be determined such that a mean value of a squared prediction error signal is reduced (e.g.
minimized). The prediction error signal may be determined based on the difference between the first sample and the estimate of
the first sample. In particular, the mean value of the squared prediction error signal may be determined based on a plurality of
succeeding first samples of the first subband signal and based on a corresponding plurality of estimated first samples. In
particular, it is proposed in the present document, to model the audio signal or at least the first subband signal of the audio signal
using a signal model which is described by one or more model parameters. The model parameters are used to determine the one
or more prediction coefficients of a linear predictor which determines a first estimated subband signal. The difference between the
first subband signal and the first estimated subband signal yields a prediction error subband signal. The one or more model
parameters may be determined such that the mean value of the squared prediction error subband signal is reduced (e.g.
minimized).

[0018] The method may further comprise determining a prediction coefficient to be applied to a previous sample of a first
decoded subband signal derived from the first subband signal. In particular, the previous sample may be determined by adding a
(quantized version) of the prediction error signal to a corresponding sample of the first subband signal. The first decoded
subband signal may be identical to the first subband signal (e.g. in case of a lossless encoder). Atime slot of the previous sample
is typically prior to a time slot of the first sample. In particular, the method may comprise determining one or more prediction
coefficients of a recursive (finite impulse response) prediction filter which is configured to determine the first sample of the first
subband signal from one or more previous samples.

[0019] The one or more prediction coefficients may be determined based on the signal model, based on the model parameter
and based on the analysis filterbank. In particular, a prediction coefficient may be determined based on an analytical evaluation of
the signal model and of the analysis filterbank. The analytical evaluation of the signal model and of the analysis filterbank may
lead to the determination of a look-up table and/or of an analytical function. As such, the prediction coefficient may be determined
using the look-up table and/or the analytical function, wherein the look-up table and/or the analytical function may be pre-
determined based on the signal model and based on the analysis filterbank. The look-up table and/or the analytical function may
provide the prediction coefficient(s) as a function of a parameter derived from the model parameter(s). The parameter derived
from the model parameter may e.g. be the model parameter or may be obtained from the model parameter using a pre-
determined function. As such, the one or more prediction coefficients may be determined in a computationally efficient manner
using a pre-determined look-up table and/or analytical function which provide the one or more prediction coefficients in
dependence (only) of the one or more parameters derived (only) from the one or more model parameters. Hence, the
determination of a prediction coefficient may be reduced to the simple look up of an entry within a look-up table.

[0020] As indicated above, the analysis filterbank may comprise or may exhibit a modulated structure. As a result of such a
modulated structure, it is observed that the absolute value of the one or more prediction coefficients is independent of an index
number of the first subband. This means that the look-up table and/or the analytical function may be shift-invariant (apart from a
sign value) with regards to the index number of the plurality of subbands. In such cases, the parameter derived from the model
parameter, i.e. the parameter which is entered to the look-up table and/or to the analytical function in order to determine the
prediction coefficient may be derived by expressing the model parameter in a relative manner with respect to a subband of the
plurality of subbands.
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[0021] As outlined above, the model parameter may be indicative of a fundamental frequency Q of a multi-sinusoidal signal
model (e.g. of a periodic signal model). In such cases, determining the prediction coefficient may comprise determining a multiple
of the fundamental frequency Q which lies within the first subband. If a multiple of the fundamental frequency Q lies within the first
subband, a relative offset of the multiple of the fundamental frequency Q from a center frequency of the first subband may be
determined. In particular, the relative offset of the multiple of the fundamental frequency Q which is closest to the center
frequency of the first subband may be determined. The look-up table and/or the analytical function may be pre-determined such
that the look-up table and/or the analytical function provide the prediction coefficient as a function of possible relative offsets from
a center frequency of a subband (e.g. as a function of a normalized frequency f and/or as a function of a shift parameter ©, as
described in the present document). As such, the prediction coefficient may be determined based on the look-up table and/or
based on the analytical function using the determined relative offset. A pre-determined look-up table may comprise a limited
number of entries for a limited number of possible relative offsets. In such a case, the determined relative offset may be rounded
to the nearest possible relative offset from the limited number of possible relative offsets, prior to looking up the prediction
coefficient from the look-up table.

[0022] On the other hand, if no multiple of the fundamental frequency Q lies within the first subband, or rather, within an
extended frequency range surrounding of the first subband, the prediction coefficient may be set to zero. In such cases, the
estimate of the first sample may also be zero.

[0023] Determining the prediction coefficient may comprise selecting one of a plurality of look-up tables based on the model
parameter. By way of example, the model parameter may be indicative of a fundamental frequency Q, of a periodic signal model.
The fundamental frequency Q of a periodic signal model corresponds to a periodicity T of the periodic signal model. It is shown in
the present document that in case of relatively small periodicities T, a periodic signal model converges towards a single-sinusoidal
model. Furthermore, it is shown in the present document that in case of relatively large periodicities 7, the look-up tables are
slowly varying with the absolute value of T and mainly depend on the relative offset (i.e. on the shift parameter ©). As such, a
plurality of look-up tables may be pre-determined for a plurality of different values of the periodicity T. The model parameter (i.e.
the periodicity T) may be used to select an appropriate one of the plurality of look-up tables and the prediction coefficient may be
determined based on the selected one of the plurality of look-up tables (using the relative offset, e.g. using the shift parameter
©). As such, a model parameter (representing e.g. the periodicity T) which may have a relatively high precision may be decoded
into a pair of parameters (e.g. the periodicity T and the relative offset) at a reduced precision. The first parameter (e.g. the
periodicity T) of the pair of parameters may be used to select a particular look-up table and the second parameter (e.g. the
relative offset) may be used to identify an entry within the selected look-up table.

[0024] The method may further comprise determining an estimate of the first sample by applying the prediction coefficient to the
previous sample. Applying the prediction coefficient to the previous sample may comprise multiplying the prediction coefficient
with the value of the previous sample, thereby yielding the estimate of the first sample. Typically, a plurality of first samples of the
first subband signal is determined by applying the prediction coefficient to a sequence of previous samples. Determining an
estimate of the first sample may further comprise applying a scaling gain to the prediction coefficient and/or to the first sample.
The scaling gain (or an indication thereof may be used e.g. for long term prediction (LTP). In other words, the scaling gain may
result from a different predictor (e.g. from a long term predictor). The scaling gain may be different for different subbands.
Furthermore, the scaling gain may be transmitted as part of the encoded audio signal.

[0025] As such, an efficient description of a subband predictor (comprising one or more prediction coefficients) is provided by
using a signal model which is described by a model parameter. The model parameter is used to determine the one or more
prediction coefficients of the subband predictor. This means that an audio encoder does not need to transmit an indication of the
one or more prediction coefficients, but an indication of the model parameter. Typically, the model parameter can be encoded
more efficiently (i.e. with a lower number of bits) than the one or more prediction coefficients. Hence, the use of model based
prediction enables low bit rate subband encoding.

[0026] The method may further comprise determining a prediction mask indicative of a plurality of previous samples in a plurality
of prediction mask support subbands. The plurality of prediction mask support subbands may comprise at least one of the
plurality of subbands, which is different from the first subband. As such, the subband predictor may be configured to estimate a
sample of the first subband signal from samples of one or more other subband signals from the plurality of subband signals, which
are different from the first subband signal. This is referred to in the present document as cross-subband prediction. The
prediction mask may define the arrangement of the plurality of previous samples (e.g. a time lag with respect to the time slot of
the first sample and/or a subband index lag with respect to the index number of the first subband) which are used to estimate the
first sample of the first subband signal.
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[0027] The method may proceed in determining a plurality of prediction coefficients to be applied to the plurality of previous
samples. The plurality of prediction coefficients may be determined based on the signal model, based on the model parameter
and based on the analysis filterbank (e.g. using the model based prediction schemes outlined above and in the present
document). As such, the plurality of prediction coefficients may be determined using one or more model parameters. In other
words, a limited number of model parameters may be sufficient to determine the plurality of prediction coefficients. This means
that by using model based subband prediction, cross-subband prediction may be implemented in a bit-rate efficient manner.

[0028] The method may comprise determining an estimate of the first sample by applying the plurality of prediction coefficients to
the plurality of previous samples, respectively. Determining an estimate of the first sample typically comprises determining the
sum of the plurality of previous samples weighted by the plurality of respective prediction coefficients.

[0029] As outlined above, the model parameter may be indicative of a periodicity T. The plurality of look-up tables, which is used
to determine the one or more prediction coefficients, may comprise look-up tables for different values of periodicity T. In
particular, the plurality of look-up tables may comprise look-up tables for different values of periodicity T within the range of [ Tmin,
Tmax] at a pre-determined step size AT. As will be outlined in the present document, Tmin may be in the range of 0.25 and Tmax
may be in the range of 2.5. Tpyin may be selected such that for T < Tpyjn, the audio signal can be modeled using a signal model
comprising a single sinusoidal model component. T,5¢ may be selected such that for T > Tp,5y, the look-up tables for the
periodicities Tmax 10 Tmax + 1 substantially correspond to the look-up tables for the periodicities Tmax - 1 0 Tmax. The same

applies typically for the periodicities Tyax + nto Tmax+ n + 1, for n= 0 in general.

[0030] The method may comprise determining the selected look-up table as the look-up table for the periodicity T indicated by
the model parameter. After having selected the look-up table comprising or indicating the one or more prediction coefficients, a
look-up parameter may be used to identify the appropriate one or more entries within the selected look-up table, which indicate
the one or more prediction coefficients, respectively. The look-up parameter may correspond to or may be derived from the shift
parameter ©.

[0031] The method may comprise, for a model parameter indicative of a periodicity T > Tmax, determining a residual periodicity
Tr by subtracting an integer value from 7, such that the residual periodicity T, lies in the range [Tmax - 1, Tmax]- The look-up

table for determining the prediction coefficient may then be determined as the look-up table for the residual periodicity 7.

[0032] The method may comprise, for a model parameter indicative of a periodicity T < Tpyjn, selecting the look-up table for
determining the one or more prediction coefficients as the look-up table for the periodicity Tmjn. Furthermore, the look-up
parameter (e.g. the shift parameter ©) for identifying the one or more entries of the selected look-up table which provide the one
or more prediction coefficients, may be scaled in accordance to the ratio T/ T. The one or more prediction coefficients may
then be determined using the selected look-up table and the scaled look-up parameter. In particular, the one or more prediction
coefficients may be determined based on the one or more entries of the selected look-up table corresponding to the scaled look-
up parameter.

[0033] As such, the number of look-up tables may be limited to a pre-determined range [Tmin, Tmaxl, thereby limiting the
memory requirements of an audio encoder / decoder. Nevertheless, the prediction coefficients may be determined for all possible
values of the periodicity T using the pre-determined look-up tables, thereby enabling a computationally efficient implementation of
an audio encoder / decoder.

[0034] According to a further aspect, a method for estimating a first sample of a first subband signal of an audio signal is
described. As outlined above, the first subband signal of the audio signal may be determined using an analysis filterbank
comprising a plurality of analysis filters which provide a plurality of subband signals in a plurality of subbands, respectively, from
the audio signal. The features described above are also applicable to the method described below.

[0035] The method comprises determining a prediction mask indicative of a plurality of previous samples in a plurality of
prediction mask support subbands. The plurality of prediction mask support subbands comprises at least one of the plurality of
subbands, which is different from the first subband. In particular, the plurality of prediction mask support subbands may comprise
the first subband and/or the plurality of prediction mask support subbands may comprise one or more of the plurality of subbands
directly adjacent to the first subband.

[0036] The method may further comprise determining a plurality of prediction coefficients to be applied to the plurality of previous
samples. The plurality of previous samples is typically derived from the plurality of subband signals of the audio signal. In
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particular, the plurality of previous samples typically corresponds to the samples of a plurality of decoded subband signals. The
plurality of prediction coefficients may correspond to the prediction coefficients of a recursive (finite impulse response) prediction
filter which also takes into account one or more samples of subands which are different from the first subband. An estimate of the
first sample may be determined by applying the plurality of prediction coefficients to the plurality of previous samples,
respectively. As such, the method enables subband prediction using one or more samples from other (e.g. adjacent) subbands.
By doing this, aliasing artifacts caused by subband prediction based coders may be reduced.

[0037] The method may further comprise determining a model parameter of a signal model. The plurality of prediction
coefficients may be determined based on the sighal model, based on the model parameter and based on the analysis filterbank.
As such, the plurality of prediction coefficients may be determined using model-based prediction as described in the present
document. In particular, the plurality of prediction coefficients may be determined using a look-up table and/or an analytical
function. The look-up table and/or the analytical function may be pre-determined based on the signal model and based on the
analysis filterbank. Furthermore, the look-up table and/or the analytical function may provide the plurality of prediction coefficients
(only) as a function of a parameter derived from the model parameter. Hence, the model parameter may directly provide the
plurality of prediction coefficients using the look-up table and/or the analytical function. As such, the model parameter may be
used to efficiently describe the coefficient of a cross-subband predictor. According to a further aspect, a method for encoding an
audio signal is described. The method may comprise determining a plurality of subband signals from the audio signal using an
analysis filterbank comprising a plurality of analysis filters. The method may proceed in estimating samples of the plurality of
subband signals using any one of the prediction methods described in the present document, thereby yielding a plurality of
estimated subband signals. Furthermore, samples of a plurality of prediction error subband signals may be determined based on
corresponding samples of the plurality of subband signals and samples of the plurality of estimated subband signals. The method
may proceed in quantizing the plurality of prediction error subband signals, and in generating an encoded audio signal. The
encoded audio signal may be indicative of (e.g. may comprise) the plurality of quantized prediction error subband signals.
Furthermore, the encoded signal may be indicative of (e.g. may comprise) one or more parameters used for estimating the
samples of the plurality of estimated subband signals, e.g. indicative of one or more model parameters used for determining one
or more prediction coefficients which are then used for estimating the samples of the plurality of estimated subband signals.

[0038] According to another aspect, a method for decoding an encoded audio signal is described. The encoded audio signal is
typically indicative of a plurality of quantized prediction error subband signals and of one or more parameters to be used for
estimating samples of a plurality of estimated subband signals. The method may comprise de-quantizing the plurality of quantized
prediction error subband signals, thereby yielding a plurality of de-quantized prediction error subband signals. Furthermore, the
method may comprise estimating samples of the plurality of estimated subband signals using any of the prediction methods
described in the present document. Samples of a plurality of decoded subband signals may be determined based on
corresponding samples of the plurality of estimated subband signals and based on samples of the plurality of de-quantized
prediction error subband signals. A decoded audio signal may be determined from the plurality of decoded subband signals using
a synthesis filterbank comprising a plurality of synthesis filters.

[0039] According to a further aspect, a system configured to estimate one or more first samples of a first subband signal of an
audio signal is described. The first subband signal of the audio signal may be determined using an analysis filterbank comprising
a plurality of analysis filters which provide a plurality of subband signals from the audio signal in a plurality of respective
subbands. The system may comprise a predictor calculator configured to determine a model parameter of a signal model.
Furthermore, the predictor calculator may be configured to determine one or more prediction coefficients to be applied to one or
more previous samples of a first decoded subband signal derived from the first subband signal. As such, the predictor calculator
may be configured to determine one or more prediction coefficients of a recursive prediction filter, notably of a recursive subband
prediction filter. The one or more prediction coefficients may be determined based on the signal model, based on the model
parameter and based on the analysis filterbank (e.g. using the model-based prediction methods described in the present
document). Time slots of the one or more previous samples are typically prior to time slots of the one or more first samples. The
system may further comprise a subband predictor configured to determine an estimate of the one or more first samples by
applying the one or more prediction coefficients to the one or more previous samples.

[0040] According to another aspect, a system configured to estimate one or more first samples of a first subband signal of an
audio signal is described. The first suband signal corresponds to a first subband of a plurality of subbands. The first subband
signal is typically determined using an analysis filterbank comprising a plurality of analysis filters which provide a plurality of
subband signals for the plurality of subbands, respectively. The system comprises a predictor calculator configured to determine
a prediction mask indicative of a plurality of previous samples in a plurality of prediction mask support subbands. The plurality of
prediction mask support subbands comprises at least one of the plurality of subbands, which is different from the first subband.
The predictor calculator is further configured to determine a plurality of prediction coefficients (or a recursive prediction filter) to
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be applied to the plurality of previous samples. Furthermore, the system comprises a subband predictor configured to determine
an estimate of the one or more first samples by applying the plurality of prediction coefficients to the plurality of previous samples,
respectively.

[0041] According to another aspect, an audio encoder configured to encode an audio signal is described. The audio encoder
comprises an analysis filterbank configured to determine a plurality of subband signals from the audio signal using a plurality of
analysis filters. Furthermore, the audio encoder comprises a predictor calculator and a subband predictor as described in the
present document, which are configured to estimate samples of the plurality of subband signals, thereby vyielding a plurality of
estimated subband signals. In addition, the encoder may comprise a difference unit configured to determine samples of a plurality
of prediction error subband signals based on corresponding samples of the plurality of subband signals and of the plurality of
estimated subband signals. A quantizing unit may be used to quantize the plurality of prediction error subband signals.
Furthermore, a bitstream generation unit may be configured to generate an encoded audio signal indicative of the plurality of
quantized prediction error subband signals and of one or more parameters (e.g. one or more model parameters) used for
estimating the samples of the plurality of estimated subband signals.

[0042] According to a further aspect, an audio decoder configured to decode an encoded audio signal is described. The
encoded audio signal is indicative of (e.g. comprises) the plurality of quantized prediction error subband signals and one or more
parameters used for estimating samples of a plurality of estimated subband signals. The audio decoder may comprise an inverse
quantizer configured to de-quantizing the plurality of quantized prediction error subband signals, thereby yielding a plurality of de-
quantized prediction error subband signals. Furthermore, the decoder comprises a predictor calculator and a subband predictor
as described in the present document, which are configured to estimate samples of the plurality of estimated subband signals. A
summing unit may be used to determine samples of a plurality of decoded subband signals based on corresponding samples of
the plurality of estimated subband signals and based on samples of the plurality of de-quantized prediction error subband signals.
Furthermore, a synthesis filterbank may be used to determine a decoded audio signal from the plurality of decoded subband
signals using a plurality of synthesis filters.

[0043] According to a further aspect, a software program is described. The software program may be adapted for execution on a
processor and for performing the method steps outlined in the present document when carried out on the processor.

[0044] According to another aspect, a storage medium is described. The storage medium may comprise a software program
adapted for execution on a processor and for performing the method steps outlined in the present document when carried out on
the processor.

[0045] According to a further aspect, a computer program product is described. The computer program may comprise
executable instructions for performing the method steps outlined in the present document when executed on a computer.

[0046] It should be noted that the methods and systems including its preferred embodiments as outlined in the present patent
application may be used stand-alone or in combination with the other methods and systems disclosed in this document.
Furthermore, all aspects of the methods and systems outlined in the present patent application may be arbitrarily combined. In
particular, the features of the claims may be combined with one another in an arbitrary manner.

SHORT DESCRIPTION OF THE FIGURES

[0047] The present invention is described below by way of illustrative examples, not limiting the scope or spirit of the invention,
with reference to the accompanying drawings, in which:

Fig. 1 depicts the block diagram of an example audio decoder applying linear prediction in a filterbank domain (i.e. in a subband
domain);

Fig. 2 shows example prediction masks in a time frequency grid;

Fig. 3 illustrates example tabulated data for a sinusoidal model based predictor calculator;
Fig. 4 illustrates example noise shaping resulting from in-band subband prediction;

Fig. 5 illustrates example noise shaping resulting from cross-band subband prediction; and

Fig. 6a depicts an example two-dimensional quantization grid underlying the tabulated data for a periodic model based predictor
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calculation;
Fig. 6b illustrates the use of different prediction masks for different ranges of signal periodicities; and

Figs. 7a and 7b show flow charts of example encoding and decoding methods using model based subband prediction.

DETAILED DESCRIPTION

[0048] The below-described embodiments are merely illustrative for the principles of the present invention for model based
prediction in a critically sampled filterbank. It is understood that modifications and variations of the arrangements and the details
described herein will be apparent to others skilled in the art. It is the intent, therefore, to be limited only by the scope of the
impending patent claims and not by the specific details presented by way of description and explanation of the embodiments
herein.

[0049] Fig. 1 depicts the block diagram of an example audio decoder 100 applying linear prediction in a filterbank domain (also
referred to as subband domain). The audio decoder 100 receives a bit stream comprising information regarding a prediction error
signal (also referred to as the residual signal) and possibly information regarding a description of a predictor used by a
corresponding encoder to determine the prediction error signal from an original input audio signal. The information regarding the
prediction error signal may relate to subbands of the input audio signal and the information regarding a description of the
predictor may relate to one or more subband predictors.

[0050] Given the received bit stream information, the inverse quantizer 101 may output samples 111 of the prediction error
subband signals. These samples may be added to the output 112 of the subband predictor 103 and the sum 113 may be passed
to a subband buffer 104 which keeps a record of previously decoded samples 113 of the subbands of the decoded audio signal.
The output of the subband predictor 103 may be referred to as the estimated subband signals 112. The decoded samples 113 of
the subbands of the decoded audio signal may be submitted to a synthesis filterbank 102 which converts the subband samples to
the time domain, thereby yielding time domain samples 114 of the decoded audio signal.

[0051] In other words, the decoder 100 may operate in the subband domain. In particular, the decoder 100 may determine a
plurality of estimated subband signals 112 using the subband predictor 103. Furthermore, the decoder 100 may determine a
plurality of residual subband signals 111 using the inverse quantizer 101. Respective pairs of the plurality of estimated subband
signals 112 and the plurality of residual subband signals 111 may be added to yield a corresponding plurality of decoded
subband signals 113. The plurality of decoded subband signals 113 may be submitted to a synthesis filterbank 102 to yield the
time domain decoded audio signal 114.

[0052] In an embodiment of the subband predictor 103, a given sample of a given estimated subband signal 112 may be
obtained by a linear combination of subband samples in the buffer 104 which corresponds to a different time and to a different
frequency (i.e. different subband) than the given sample of the given estimated subband signal 112. In other words, a sample of
an estimated subband signal 112 at a first time instant and in a first suband may be determined based on one or more samples of
the decoded subband signals 113 which relate to a second time instant (different from the first time instant) and which relate to a
second subband (different from the first subband). The collection of prediction coefficients and their attachment to a time and
frequency mask may define the predictor 103, and this information may be furnished by the predictor calculator 105 of the
decoder 100. The predictor calculator 105 outputs the information defining the predictor 103 by means of a conversion of signal
model data included in the received bit stream. An additional gain may be transmitted which maodifies the scaling of the output of
the predictor 103. In an embodiment of the predictor calculator 105, the signal model data is provided in the form of an efficiently
parametrized line spectrum, wherein each line in the parametrized line spectrum, or a group of subsequent lines of the
parametrized line spectrum, is used to point to tabulated values of predictor coefficients. As such, the signal model data provided
within the received bit stream may be used to identify entries within a pre-determined look-up table, wherein the entries from the
look-up table provide one or more values for the predictor coefficients (also referred to as the prediction coefficients) to be used
by the predictor 103. The method applied for the table look-up may depend on the trade-offs between complexity and memory
requirements. For instance, a nearest neighbor type look-up may be used to achieve the lowest complexity, whereas an
interpolating look-up method may provide similar performance with a smaller table size.

[0053] As indicated above, the received bit stream may comprise one or more explicitly transmitted gains (or explicitly transmitted
indications of gains). The gains may be applied as part of or after the predictor operation. The one or more explicitly transmitted
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gains may be different for different subbands. The explicitly transmitted (indications of) additional gains are provided in addition to
one or more model parameters which are used to determined the prediction coefficients of the predictor 103. As such, the
additional gains may be used to scale the prediction coefficients of the predictor 103.

[0054] Fig. 2 shows example prediction mask supports in a time frequency grid. The prediction mask supports may be used for
predictors 103 operating in a filterbank with a uniform time frequency resolution such as a cosine modulated filterbank (e.g. an
MDCT filterbank). The notation is illustrated by diagram 201, in that a target darkly shaded subband sample 211 is the output of a
prediction based on a lightly shaded subband sample 212. In the diagrams 202-205, the collection of lightly shaded subband
samples indicates the predictor mask support. The combination of source subband samples 212 and target subband samples 211
will be referred to as a prediction mask 201. Atime-frequency grid may be used to arrange subband samples in the vicinity of the
target subband sample. The time slot index is increasing from left to right and the subband frequency index is increasing from
bottom to top. Fig. 2 shows example cases of prediction masks and predictor mask supports and it should be noted that various
other prediction masks and predictor mask supports may be used. The example prediction masks are:

o Prediction mask 202 defines in-band prediction of an estimated subband sample 221 at time instant k from two previous
decoded subband samples 222 at time instants k-1 and k-2.

e Prediction mask 203 defines cross-band prediction of an estimated subband sample 231 at time instant k and in subband n
based on three previous decoded subband samples 232 at time instant k-1 and in subbands n-1, n, n+1.

o Prediction mask 204 defines cross-band prediction of three estimated subband samples 241 at time instant k and in three
different subbands n-1, n, n+1 based on three previous decoded subband samples 242 at time instant k-1 and in
subbands n-1, n, n+1. The cross-band prediction may be performed such that each estimated subband sample 241 may be
determined based on all of the three previous decoded subband samples 242 in the subbands n-1, n, n+1.

o Prediction mask 205 defines cross-band prediction of an estimated subband sample 251 at time instant k and in subband n
based on twelve previous decoded subband samples 252 at time instants k-2, k-3, k-4, k-5 and in subbands n-1, n, n+1.

[0055] Fig. 3 illustrates tabulated data for a sinusoidal model based predictor calculator 105 operating in a cosine modulated
filterbank. The prediction mask support is that of diagram 204. For a given frequency parameter, the subband with the nearest
subband center frequency may be selected as central target subband. The difference between the frequency parameter and the
center frequency of the central target subband may be computed in units of the frequency spacing of the filterbank (bins). This
gives a value between -0.5 and 0.5 which may be rounded to the nearest available entry in the tabulated data, depicted by the
abscissas of the nine graphs 301 of Fig. 3. This produces a 3 x 3 matrix of coefficients which is to be applied to the most recent
values of the plurality of decoded subband signals 113 in the subband buffer 104 of the target subband and its two adjacent
subbands. The resulting 3 x 1 vector constitutes the contribution of the subband predictor 103 to these three subbands for the
given frequency parameter. The process may be repeated in an additive fashion for all the sinusoidal components in the signal
model.

[0056] In other words, Fig. 3 illustrates an example of a model-based description of a subband predictor. It is assumed that the
input audio signal comprises one or more sinusoidal components at fundamental frequencies Qq,Q2,...Qpz1 . For each of the one

or more sinusoidal components, a subband predictor using a pre-determined prediction mask (e.g. the prediction mask 204) may
be determined. A fundamental frequency Q of the input audio signal may lie within one of the subbands of the filterbank. This
subband may be referred to as the central subband for this particular fundamental frequency Q. The fundamental frequency Q
may be expressed as a value ranging from -0.5 and 0.5 relative to the center frequency of the central subband. An audio encoder
may transmit information regarding the fundamental frequency Q to the decoder 100. The predictor calculator 105 of the decoder
100 may use the three-by-three matrix of Fig. 3 to determine a three-by-three matrix of prediction coefficients by determining the
coefficient value 302 for the relative frequency value 303 of the fundamental frequency Q. This means that the coefficient for a
subband predictor 103 using a prediction mask 204 can be determined using only the received information regarding the
particular fundamental frequency Q. In other words, by modeling an input audio signal using e.g. a model of one of more
sinusoidal components, a bit-rate efficient description of a subband predictor can be provided.

[0057] Fig. 4 illustrates example noise shaping resulting from in-band subband prediction in a cosine modulated filterbank. The
signal model used for performing in-band subband prediction is a second order autoregressive stochastic process with a peaky
resonance, as described by a second order differential equation driven by random Gaussian white noise. The curve 401 shows
the measured magnitude spectrum for a realization of the process. For this example, the prediction mask 202 of Fig. 2 is applied.
That is, the predictor calculator 105 furnishes the subband predictor 103 for a given target subband 221 based on previous
subband samples 222 in the same subband only. Replacing the inverse quantizer 101 by a Gaussian white noise generator leads
to a synthesized magnitude spectrum 402. As can be seen, strong alias artifacts occur in the synthesis, as the synthesized
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spectrum 402 comprises peaks which do not coincide with the original spectrum 401.

[0058] Fig. 5 illustrates the example noise shaping resulting from cross-band subband prediction. The setting is the same as that
of Fig 4, except for the fact that the prediction mask 203 is applied. Hence, calculator 105 furnishes the predictor 103 for a given
target subband 231 based on previous subband samples 232 in the target subband and in its two adjacent subbands. As it can
be seen from Fig. 5, the spectrum 502 of the synthesized signal substantially coincides with the spectrum 501 of the original
signal, i.e. the alias problems are substantially suppressed when using cross-band subband prediction. As such, Figs. 4 and 5
illustrate that when using cross-band subband prediction, i.e. when predicting a subband sample based on previous subband
samples of one or more adjacent subbands, aliasing artifacts caused by subband prediction can be reduced. As a result,
subband prediction may also be applied in the context of low bit rate audio encoders without the risk of causing audible aliasing
artifacts. The use of cross-band subband prediction typically increases the number of prediction coefficients. However, as shown
in the context of Fig. 3, the use of models for the input audio signal (e.g. the use of a sinusoidal model or a periodic model) allows
for an efficient description of the subband predictor, thereby enabling the use of cross-band subband prediction for low bit rate
audio coders.

[0059] In the following, a description of the principles of model based prediction in a critically sampled filterbank will be outlined
with reference to Figs. 1-6, and by adding appropriate mathematical terminology.

[0060] A possible signal model underlying linear prediction is that of a zero-mean weakly stationary stochastic process x(f) whose
statistics is determined by its autocorrelation function (1) = E{x(f)x(f-7)}. As a good model for the critically sampled filterbanks to
be considered here, one lets {wy : a € A} be a collection of real valued synthesis waveforms wy (f) constituting an orthonormal
basis. In other words, the filterbank may be represented by the waveforms {wy : a* € A}. Subband samples of a time domain

signal s(f) are obtained by inner products

o

(s.w)= [ s@w, (0, m
and the_;ignal is recovered by
sy =3 (5w, ), (1), 2

ned

[0061] The subband samples Ox, wyO of the process x(t) are random variables, whose covariance matrix Ryg is determined by

the autocorrelation function r(1) as follows

R, =E{<x, w, )()c,w,J )} :<W°p,r>, (3)
where Wqg (7) is the cross correlation of two synthesis waveforms
W (@)= [, (ywy (=) @

[0062] Alinear prediction of the subband sample COx, wgD from a collection or decoded subband samples {Ox, w0 :B € B} is
defined by

Zcp (x. wo). ()

pes

[0063] In equation (5), the set B defines the source subband samples, i.e. the set B defines the prediction mask support. The
mean value of the squared prediction error is given by

2
E{(ZCB <x, Wg)—(x,wa)] }_ D c Ry =23 Rypcy + R, (6)
pep Pyed p=&
and the least mean square error (MSE) solution is obtained by solving the normal equations for the prediction coefficients ¢,

Y Roc;=R,, 7€B. Q)
peB

[0064] When the prediction coefficients satisfy equation (7), the right hand side of equation (6) reduces to Ryq -> pRapep- The
normal equations (7) may be solved in an efficient manner using e.g. the Levinson-Durbin algorithm.

[0065] It is proposed in the present document to transmit a parametric representation of a signal model from which the prediction
coefficients {cp : B € B} can be derived in the predictor calculator 105. For example, the signal model may provide a parametric

10
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representation of the autocorrelation function r(r) of the signal model. The decoder 100 may derive the autocorrelation function
r(1) using the received parametric representation and may combine the autocorrelation function r(r) with the synthesis waveform
cross correlation Wyg (1) in order to derive the covariance matrix entries required for the normal equations (7). These equations

may then be solved to obtain the prediction coefficients.

[0066] In other words, a to-be-encoded input audio signal may be modeled by a process x(t) which can be described using a
limited number of model parameters. In particular, the modeling process x(t) may be such that its autocorrelation function r(1) = E
{x()x(t -1)} can be described using a limited number of parameters. The limited number of parameters for describing the
autocorrelation function r(r) may be transmitted to the decoder 100. The predictor calculator 105 of the decoder 100 may
determine the autocorrelation function r(7) from the received parameters and may use equation (3) to determine the covariance
matrix Rgg of the subband signals from which the normal equation (7) can be determined. The normal equation (7) can then be

solved by the predictor calculator 105, thereby yielding the prediction coefficients cp,

[0067] In the following, example signal models are described which may be used to apply the above described model based
prediction scheme in an efficient manner. The signal models described in the following are typically highly relevant for coding
audio signals, e.g. for coding speech signals.

[0068] An example of a signal model is given by the sinusoidal process
x(f) =acos(Et)+ bsin(é1), (8)
where the random variables a,b are uncorrelated, have zero mean, and variance one. The autocorrelation function of this

sinusoidal process is given by
r(r)=cos(£r). (]

[0069] A generalization of such a sinusoidal process is a multi-sine model comprising a set of (angular) frequencies S, i.e.
comprising a plurality of different (angular) frequencies ¢,

x(t) =Y a, cos(Er) + b, sin(&e). (10)

[0070] Assuming that all the random variables ag ,bg are pairwise uncorrelated, have zero mean, and variance one, the multi-sine

process has the autocorrelation function
)= Zcos(ér). (amn

geS

[0071] The power spectral density (PSD) of the multi-sine process (which corresponds to the Fourier transform of the
autocorrelation function), is the line spectrum

P@)=1Y (8(w-&)+5(w+£)). (12)
EeS

[0072] Numerical considerations can lead to the replacement of the pure multi-sine process with the autocorrelation function of
equation process with a relaxed multi-sine process having the autocorrelation function

r(r) =cxp(-efe]) Y cos(Er)
fes

where € > 0 being a relatively small relaxation parameter. The latter model leads to a strictly positive PSD without impulse
functions.

[0073] Examples of compact descriptions of the set S of frequencies of a multi-sine model are as follows
1. 1. A single fundamental frequency Q : S={Qv.v=1, 2,...}
2. 2. Mfundamental frequencies: Q0,Q2... Qpm1: S={Qkviv=1,2,... ,k=01,.M-1}
3. 3. Assingle side band shifted fundamental frequency Q,8: S={Q(v+8):v=1,2,.}
4

. 4. Aslightly inharmonic model: Q, a: S={Qv-(1 + av2)1/2 1 v-1, 2,...} , with a describing the inharmonic component of the
model.

11
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[0074] As such, a (possibly relaxed) multi-sine model exhibiting a PSD given by equation (12) may be described in an efficient
manner using one of the example descriptions listed above. By way of example, a complete set S of frequencies of the line
spectrum of equation (12) may be described using only a single fundamental frequency Q. If the to-be-encoded input audio signal
can be well described using a multi-sine model exhibiting a single fundamental frequency Q, the model based predictor may be
described by a single parameter (i.e. by the fundamental frequency Q), regardless the number of prediction coefficients (i.e.
regardless the prediction mask 202, 203, 204, 205) used by the subband predictor 103.

[0075] Case 1 for describing the set S of frequencies yields a process x(t) which models input audio signals with a period T = 21T
/Q. Upon inclusion of the zero frequency (DC) contribution with variance 1/2 to equation (11) and subject to rescaling of the result
by the factor 2/T, the autocorrelation function of the periodic model process x(f) may be written as

re)= Y 8(—kT). (13)

keZ

[0076] With the definition of a relaxation factor p = exp(-T¢), the autocorrelation function of the relaxed version of the periodic
model is given by

() = I

Hr)=y. p"8(r —kT). (14)

kel

[0077] Equation (14) also corresponds to the autocorrelation function of a process defined by a single delay loop fed with white
noise z(t), that is, of the model process

x(0) = px(e-T)+f1-p*2(f) . (15)

[0078] This means that the periodic process which exhibits a single fundamental frequency Q corresponds to a delay in the time
domain, with the delay being 7 =21/ Q.

[0079] The above mentioned global signal models typically have a flat large scale power spectrum, due to the unit variance
assumption of the sinusoidal amplitude parameters ag, be. It should be noted, however, that the signal models are typically only
considered locally for a subset of subbands of a critically sampled filterbank, wherein the filterbank is instrumental in the shaping
of the overall spectrum. In other words, for a signal that has a spectral shape with slow variation compared to the subband widths,
the flat power spectrum models will provide a good match to the signal, and subsequently, the modelbased predictors will offer
adequate levels of prediction gain.

[0080] More generally, the PSD model could be described in terms of standard parameterizations of autoregressive (AR) or
autoregressive moving average (ARMA) processes. This would increase the performance of model-based prediction at the
possible expense of an increase in descriptive model parameters.

[0081] Another variation is obtained by abandoning the stationarity assumption for the stochastic signal model. The
autocorrelation function then becomes a function of two variables r(t.s) = E{x(f)x(s)}. For instance, relevant non-stationary
sinusoidal models may include amplitude (AM) and frequency modulation (FM).

[0082] Furthermore, a more deterministic signal model may be employed. As will be seen in some of the examples below, the
prediction can have a vanishing error in some cases. In such cases, the probabilistic approach can be avoided. When the
prediction is perfect for all signals in a model space, there is no need to perform a mean value of prediction performance by
means of a probability measure on the considered model space.

[0083] In the following, various aspects regarding modulated filterbanks are described. In particular, aspects are described which
have an influence on the determination of the covariance matrix, thereby providing efficient means for determining the prediction
coefficients of a subband predictor.

[0084] A modulated filterbank may be described as having a two-dimensional index set of synthesis waveforms a = (n, k) where n
=0,1,... is the subband index (frequency band) and where k € Z is the subband sample index (time slot). For ease of exposition,

it is assumed that the synthesis waveforms are given in continuous time and are normalized to a unit time stride,
W, () =u,(t-k), 16y
where

u,(f) =v(t)cos[n(n+§)(t+é—)], a7

in case of a cosine modulated filterbank. It is assumed that the window function W{) is real valued and even. Up to minor variations

12



DK/EP 2943953 T3

of the modulation rule, this covers a range of highly relevant cases such as MDCT (Modified Discrete Cosine Transform), QMF
(Quadrature Mirror Filter), and ELT (Extended Lapped Transforms) with L subbands upon sampling at a time step 1/L. The
window is supposed to be of finite duration or length with support included in the interval [-K /2, K/ 2], where K is the overlap
factor of the overlapped transform and where Kindicates the length of the window function.

[0085] Due to the shift invariant structure, one finds that the cross correlation function of the synthesis waveform (as defined in
equation (4)) can be written as

W, imi @)= j w, (O, (t—1)dt= ]: u, (Ou, (=1 +k-7)dt. (18)

[0086] Thatis, Wnxmy (1) = Unm (1- [ + k), with the definition Up m (1) =Wn om0 (1)- The modulation structure (17) allows for
further expansion into

U@ =lxn,m(r)cos£[(n +mA )+ (-m)]
’ 2 2

| (19)

+5Kn+m " (r)cos%[(n —m)T+(n+m+ ]):I

where the kernel function Ky, represents a sampling with the filterbank subband step in the frequency variable of the Wigner-Ville

distribution of the filterbank window

K, (1) = Tv(: %jv(t—gcos(m)dz. (20)

[0087] The kernel is real and even in both v and T, due to the above mentioned assumptions on the window function v(t). Its
Fourier transform is the product of shifted window responses,

Ev(w):\?(a)+%vj{z(w—%v]. (21

[0088] It can be seen from equations (20) and (21) that the kernel k,, (1) vanishes for |1] > K and has a rapid decay as a function

of | for typical choices of filterbank windows v(t). As a consequence, the second term of equation (19) involving v=n+ m+ 1 can
often be neglected except for the lowest subbands.

[0089] For the autocorrelation function r(1) of a given signal model, the above mentioned formulas can be inserted into the
definition of the subband sample covariance matrix given by equation (3). One gets Ry gk m = Rnm[k - /] with the definition

R, [A]= T U, (0)r@ +A)dr. (22)

[0090] As a function of the power spectral density P(w) of the given signal model (which corresponds to the Fourier transform of
the autocorrelation function r(1)), one finds that

R .[A]l= ﬁ T LA/M (o) P(w)exp(—iald)dw (23)

where Unym(w) is the Fourier transform of Up m, (1), where n, m identify subband indexes, and where A represents a time slot lag
(A =k - ). The expression of equation (23) may be rewritten as

R, IA] =4L T g (w nem +1))P(m) cos [m T —m)\ida)
T, 2 2 ) 24

1%
+E~[

o

2. (a) —%(n - m)jP(m)ccs[wl—%(nJr me+ 1))}1@

[0091] An important observation is that the first term of equation (24) has essentially an invariance property with respect to
frequency shifts. If the second term of equation (24) is neglected and P(w) is shifted by an integer v times the subband spacing
to Aw- 1v), one finds a corresponding shift in the covariances Rpm [A] = £Rp-.ym-v [Al, where the sign depends on the (integer)
values of the time lag A. This reflects the advantage of using a filterbank with a modulation structure, as compared to the general
filter bank case.

[0092] Equation (24) provides an efficient means for determining the matrix coefficients of the subband sample covariance matrix
when knowing the PSD of the underlying signal model. By way of example, in case of a sinusoidal model based prediction scheme

13



DK/EP 2943953 T3

which makes use of a signal model x(f) comprising a single sinusoid at the (angular) frequency §, the PSD is given by P(w) =
P(w)=4(8(0- &) +5(w+2)).

Inserting P(w) into equation (24) gives four terms of which three can be neglected under the assumption that n + m+ 1 is large.
The remaining term becomes

R,,[A] =é'€n-m (g —%(n +m +l)]cos(§l —%(n - m)] o5

:—;;ﬁ(i -n(n +§))G(§ - n(m+%))cos(§/l —%(n—m)}

[0093] Equation (25) provides an efficient means for determining the subband covariance matrix Rnm. A subband sample
Ox,wp 00 can be reliably predicted by a collection of surrounding subband samples {Ox,wn «0: (n, k) € B} which are assumed to

be influenced significantly by the considered frequency. The absolute frequency § can be expressed in relative terms, relative to
the center frequency
(p+3)
of a subband , as
E=m(p+ztf),
where p is the subband index of the subband which comprises the frequency &, and where f is a normalized frequency parameter
which takes on values between -0.5 and +0.5 and which indicates the position of the frequency ¢ relative of the center frequeny of
the subband p. Having determined the subband covariance matrix R, m, the predictor coefficients cp[/] which are applied to a
subband sample in subband m at sample index / for estimating a subband sample in subband n at sample index k are found by
solving the normal equations (7), which for the case at hand can be written

Z R"_m[k—l]cm[[]=1€”‘p[k], (n,k)eB. 26)

(m0)eB

[0094] In equation (26), the set B describes the prediction mask support as illustrated e.g. in Fig. 2. In other words, the set B
identifies the subbands m and the sample indexes /which are used to predict a target sample.

[0095] In the following, solutions of the normal equations (26) for different prediction mask supports (as shown in Fig. 2) are
provided in an exemplary manner. The example of a causal second order in-band predictor is obtained by selecting the prediction
mask support B = {(p,-1),(p,-2)}. This prediction mask support corresponds to the prediction mask 202 of Fig. 2. The normal
equations (26) for this two tap prediction, using the approximation of equation (25), become

We-ap D) Y cos(E(k-D)e, [N=9(&-n(p+ D) cos(~£k), k=-1-2. (27)

[0096] A solution to equation (27) is given by cp[-1] = 2cos(€), cp[-2]= -1 and it is unique as long the frequency

E=nlp+i+f)

is not chosen such that ¥(f) = 0. One finds that the mean value of the squared prediction error according to equation (6) vanishes.
Consequently, the sinusoidal prediction is perfect, up to the approximation of equation (25). The invariance property to frequency
shifts is illustrated here by the fact that using the definition

c=n(p+i+ /),

the prediction coefficient cp [-1] can be rewritten in terms of the normalized frequency f, as cpl-1] = -2(-1)P sin(1rf). This means
that the prediction coefficients are only dependent on the normalized frequency f within a particular subband. The absolute values
of the prediction coefficients are, however, independent of the subband index p.

[0097] As discussed above for Fig 4, in-band prediction has certain shortcomings with respect to alias artifacts in noise shaping.
The next example relates to the improved behavior as illustrated by Fig 5. A causal cross-band prediction as taught in the present
document is obtained by selecting the prediction mask support B = {(p -1,-1), (p,-1),(p + 1, -1)} , which requires only one earlier
time slot instead of two, and which performs a noise shaping with less alias frequency contributions than the classical prediction
mask 202 of the first example. The prediction mask support B={(p -1,-1), (p.-1),(p + 1, -1)} corresponds to the prediction mask
203 of Fig. 2. The normal equations (26) based on the approximation of equation (25) reduce in this case to two equations for the
three unknown coefficients ¢y -1], m=p -1,p,p +1,

[ $(5 S )e (=11~ ()5 Ysin( f)}

28)
13(r(f + D)y -0=#(a(f =) e,l=1] = (17 9(x f Joos(x /)
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[0098] One finds that any solution to equations (28) leads to a vanishing mean value of the squared prediction error according
to equation (6). A possible strategy to select one solution among the infinite number of solutions to equations (28) is to minimize
the sum of squares of the prediction coefficients. This leads to the coefficients given by
079(m )¢z (f +D)cos(n f)

S/ =) +¥{(m(f + DY
¢, [-11=(=1y""sin(x f) . (29)
el 1= (—l)"“lﬁ(nf)\?z(n(_f41))(:05(2nf)

Pa(f =DY +o(n(f +1))

cpul-1}=

[0099] It is clear from the formulas (29) that the prediction coefficients only depend on the normalized frequency f with respect to
the midpoint of the target subband p, and further depend on the parity of the target subband p .

[0100] By using the same prediction mask support B ={(p -1,-1), (p,-1),(p +1,-1)} to predict the three subband samples Ox,
wmoO form =p -1, p, p +1, as illustrated by the prediction mask 204 of Fig. 2, a 3 x 3 prediction matrix is obtained. Upon
introduction of a more natural strategy for avoiding the ambiguity in the normal equations, namely by inserting the relaxed
sinusoidal model r(1) = exp(-g|r])cos(ET) corresponding to A(w) = s((t':2 +(w - §)2 )'1 + (92 + (w+ §)2)'1, numerical computations
lead to the 3 x 3 prediction matrix elements of Fig. 3. The prediction matrix elements are shown as function of the normalized
frequency

Jel13]

in the case of an overlap K = 2 with a sinusoidal window function W(f) = cos(tt/ 2) and in case of an odd subband p.

[0101] As such, it has been shown that signal models x(f) may be used to describe underlying characteristics of the to-be-
encoded input audio signal. Parameters which describe the autocorrelation function r(t) may be transmitted to a decoder 100,
thereby enabling the decoder 100 to calculate the predictor from the transmitted parameters and from the knowledge of the signal
model x(?). It has been shown that for modulated filterbanks, efficient means for determining the subband covariance matrix of the
signal model and for solving the normal equations to determine the predictor coefficients can be derived. In particular, it has been
shown that the resulting predictor coefficients are invariant to subband shifts and are typically only dependent on a normalized
frequency relative to a particular subband. As a result, pre-determined look-up tables (as illustrated e.g. in Fig. 3) can be
provided which allow for the determination of predictor coefficients knowing a normalized frequency f which is independent (apart
from a parity value) of the subband index p for which the predictor coefficients are determined

[0102] In the following, periodic model based prediction, e.g. using a single fundamental frequency Q, is described in further
details. The autocorrelation function (1) of such a periodic model is given by equation (13). The equivalent PSD or line spectrum
is given by

P(w)=QY 8w -q0). (30)

qeL

[0103] When the period T of the periodic model is sufficiently small, e.g. T < 1, the fundamental frequency Q = 2 / T is
sufficiently large to allow for the application of a sinusoidal model as derived above using the partial frequency ¢ = gQ closest to
the center frequency

w(p+y)

of the subband p of the target subband sample which is to be predicted. This means that periodic signals having a small period T,
i.e. a period which is small with respect to the time stride of the filterbank, can be well modeled and predicted using the sinusoidal
model described above.

[0104] When the period T is sufficiently large compared to the duration K of the filterbank window W), the predictor reduces to
an approximation of a delay by T . As will be shown, the coefficients of this predictor can be read directly from the waveform cross
correlation function given by equation (19).

[0105] Insertion of the model according to equation (13) into equation (22) leads to
R, [A=X U, . (qT-4), 31

geZ

[0106] An important observation is that if T2 2K, then at most one term of equation (31) is nonzero for each A since Up m (1) = 0
for |1] > K. By choosing a prediction mask support B = { x J with time slot diameter D =|J| £ T - K one observes that (n, k), (m, /) €
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B implies |k -/ = T - K, and therefore the single term of equation (31) is that for ¢ = 0. It follows that Ry m [k -1] = Unm (k - /),

which is the inner product of orthogonal waveforms and which vanishes unless both n = m and k =/ All in all, the normal
equations (7) become
¢ [kl=R [k], (nk)eB. (32)

n P

[0107] The prediction mask support may be chosen to be centered around k = kg =-T, in which case the right hand side of
equation (32) has its single contribution from g =-1. Then the coefficients are given by

¢ [k]1=U, [-k-T], (nk)eB, (33)

wherein the explicit expression from equation (19) can be inserted. The geometry of the prediction mask support for this case
could have the appearance of the prediction mask support of the prediction mask 205 of Fig. 2. The mean value of the squared
prediction error given by equation (6) is equal to the squared norm of the projection of up, (t + T) onto the space spanned by the

complement of the approximating waveforms W, (t), (m, /) ¢ B.

[0108] In view of the above, it is taught by the present document that the subband sample Mx, wp ol > (from subband p and at
time index 0) can be predicted by using a suitable prediction mask support B centered around (p,-T) with time diameter
approximately equal to T. The normal equations may be solved for each value of T and p. In other words, for each periodicity T
of an input audio signal and for each subband p, the prediction coefficients for a given prediction mask support B may be
determined using the normal equations (33).

[0109] With a large number of subbands p and a wide range of periods T, a direct tabulation of all predictor coefficients is not
practical. But in a similar manner to the sinusoidal model, the modulation structure of the filterbank offers a significant reduction of
the necessary table size, through the invariance property with respect to frequency shifts. It will typically be sufficient to study the
shifted harmonic model with shift parameter -1/ 2 < 8 < 1/2 centered around the center of a subband p, i.e. centered around
(p+y,

defined by the subset S(8) of positive frequencies among the collection of frequencies

7r(p+%)+(q+0)Q,

qEZ

TP)=Q Y (§(0-&)+5+E)). (34)

2e8(9)

[0110] Indeed, given T and a sufficiently large subband index p, the periodic model according to equation (30) can be recovered
with good approximation by the shifted model according to equation (34) by a suitable choice of the shift parameter 8. Insertion of
equation (34) into equation (24) with n =p + vand m = p + 4 (wherein vand p define the subband indexes around subband p of
the prediction mask support) and manipulations based on Fourier analysis leads to the following expression for the covariance
matrix,

R [A] z—(iz)piZKV_ﬂ(Tl—/l)cos(Zn:lO +%((v +uA-ThH+A-v+u)|. (35

PR
17,

[0111] As can be seen, expression (35) depends on the target subband index p only through the factor (-1)p". For the case of a
large period T and a small temporal lag A, only the term for / = O contributes to expression (35), and one finds again that the
covariance matrix is the identity matrix. The right hand side of the normal equations (26) for a suitable prediction mask support B
centered around (p, -T) then gives the prediction coefficients directly as

Cp,v[k]=%’itq,(—T—k)cos(—2m9 +%(v(k+T)+k~v)j, (p+v,k)eB. (36

[0112] This recovers the contribution of the first term of equations (19) to (33) with the canonical choice of shift
0=-n(p+Hra.

[0113] Equation (36) allows determining the prediction coefficients cp+y [K] for a subband (p +v) at a time index k, wherein the
to-be-predicted sample is a sample from subband p at time index 0. As can be seen from equation (36), the prediction coefficients
cp+k] depend on the target subband index p only through the factor (»1)pk which impacts the sign of the prediction coefficient.

The absolute value of the prediction coefficient is, however, independent of the target subband index p. On the other hand, the
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prediction coefficient cp+ k] is dependent on the periodicity T and the shift parameter 8. Furthermore, the prediction coefficient
cp+lk] is dependent onv and k, i.e. on the prediction mask support B, used for predicting the target sample in the target

subband p.

[0114] In the present document, it is proposed to provide a look-up table which allows to look-up a set of prediction coefficients
cp+v [K] for a pre-determined prediction mask support B. For a given prediction mask support B, the look-up table provides a set

of prediction coefficients cp+y [K] for a pre-determined set of values of the periodicity T and values of the shift parameter 6. In

order to limit the number of look-up table entries, the number of pre-determined values of the periodicity T and the number of pre-
determined values of the shift parameter 8 should be limited. As can be seen from expression (36), a suitable quantization step
size for the pre-determined values of periodicity T and shift parameter 8 should be dependent on the periadicity T. In particular, it
can be seen that for relatively large periodicities T (relative to the duration K of the window function), relatively large quantization
steps for the periodicity T and for the shift parameter 8 may be used. On the other extreme, for relatively small periodicities T
tending towards zero, only one sinusoidal contribution has to be taken into account, so the periodicity T loses its importance. On
the other hand, the formulas for sinusoidal prediction according to equation (29) require the normalized absolute frequency shift
f=00/r=30/T

to be slowly varying, so the quantization step size for the shift parameter 8 should be scaled based on the periodicity T.

[0115] All in all, it is proposed in the present document to use a uniform quantization of the periodicity T with a fixed step size.
The shift parameter 8 may also be quantized in a uniform manner, however, with a step size which is proportional to min( 7, A),
where the value of A depends on the specifics of the filterbank window function. Moreover, for T < 2, the range of shift parameters
6 may be limited to |8] < min(CT,1/2) for some constant C, reflecting a limit on the absolute frequency shifts f.

[0116] Fig. 6a illustrates an example of a resulting quantization grid in the (7,0) -plane for A =2. Only in the intermediate range
ranging from 0.25 =T =< 1.5 the full two-dimensional dependence is considered, whereas the essentially one-dimensional
parameterizations as given by equations (29) and equations (36) can be used for the remaining range of interest. In particular, for
periodicities T which tend towards zero (e.g. 7<0.25) periodic model based prediction substantially corresponds to sinusoidal
model based prediction, and the prediction coefficients may be determined using formulas (29). On the other hand, for
periodicities T which substantially exceed the window duration K (e.g. T>1.5) the set of prediction coefficients cp+y [K] using
periodic model based prediction may be determined using equation (36). This equation can be re-interpreted by means of the
substitution

O=p+1Tv .

One finds that

Cpul

k]:%xv(—Tfk)cos[—Zmp +%((v+ l)k—v)], (p+v,k)eB. 67

[0117] By giving ¢ the role given to the parameter 8 in the tabulation, an essentially separable structure is obtained in the
equivalent (T,¢) -plane. Up to sign changes depending on subband and time slot indices, the dependence on T is contained in a
first slowly varying factor, and the dependence on ¢ is contained in 1-periodic second factor in equation (37).

[0118] One can interpret the modified offset parameter ¢ as the shift of the harmonic series in units of the fundamental
frequency as measured from the midpoint of the midpoints of the source and target bins.

[0119] It is advantageous to maintain this modified parameterization (7,¢) for all values of periodicities T since symmetries in
equation (37) that are apparent with respect to simultaneous sign changes of ¢ and v will hold in general and may be exploited in
order to reduce table sizes.

[0120] As indicated above Fig. 6a depicts a two-dimensional quantization grid underlying the tabulated data for a periodic model
based predictor calculation in a cosine modulated filterbank. The signal model is that of a signal with period T 602, measured in
units of the filterbank time step. Equivalently, the model comprises the frequency lines of the integer multiples, also known as
partials, of the fundamental frequency corresponding to the period T. For each target subband, the shift parameter 6 601
indicates the distance of the closest partial to the center frequency measured in units of the fundamental frequency Q. The shift
parameter 8 601 has a value between -0.5 and 0.5. The black crosses 603 of Fig 6a illustrate an appropriate density of
quantization points for the tabulation of predictors with a high prediction gain based on the periodic model. For large periods T
(e.g. T>2), the grid is uniform. An increased density in the shift parameter 8 is typically required as the period T decreases.
However, in the region outside of the lines 604, the distance 8 is greater than one frequency bin of the filterbank, so most grid
points in this region can be neglected. The polygon 605 delimits a region which suffices for a full tabulation. In addition to the
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sloped lines slightly outside of the lines 604, borders at T=0.25and T = 1.5 are introduced. This is enabled by the fact that small
periods 602 can be treated as separate sinusoids, and that predictors for large periods 602 can be approximated by essentially
one-dimensional tables depending mainly on the shift parameter 8, (or on the modified shift parameter ¢). For the embodiment
illustrated in Fig. 6a, the prediction mask support is typically similar to the prediction mask 205 of Fig. 2 for large periods T .

[0121] Fig. 6b illustrates periodic model based prediction in the case of relatively large periods T and in the case of relative small
periods T . It can be seen from the upper diagram that for large periods T , i.e. for relatively small fundamental frequencies Q
613, the window function 612 of the filterbank captures a relatively large number of lines or Dirac pulses 616 of the PSD of the
periodic signal. The Dirac pulses 616 are located at frequencies 610 w = gQ, with

g€l

The center frequencies of the subbands of the filterbank are located at the frequencies

w=m(p+ %),

with

p€EL.

. For a given subband p, the frequency location of the pulse 616 with frequency w = qQ closest to the center frequency of the
given subband

w=1(pt %)

may be described in relative terms as

qit =

4 (p + %) + 00,
with the shift parameter © ranging from -0.5 to +0.5. As such, the term ©Q reflects the distance (in frequency) from the center
frequency

1
w=m(p+3)
to the nearest frequency component 616 of the harmonic model. This is illustrated in the upper diagram of Fig. 6b where the
center frequency 617 is

1
w=m(p+3)
and where the distance 618 ©Q is illustrated for the case of a relatively large period T . It can be seen that the shift parameter ©
allows describing the entire harmonic series viewed from the perspective of the center of the subband p.

[0122] The lower diagram of Fig. 6b illustrates the case for relatively small periods T , i.e. for relatively large fundamental
frequencies Q 623, notably fundamental frequencies 623 which are greater than the width of the window 612. It can be seen that
in such cases, a window function 612 may only comprise a single pulse 626 of the periodic signal, such that the signal may be
viewed as a sinusoidal signal within the window 612. This means that for relatively small periods 7, the periodic model based
prediction scheme converges towards a sinusoidal modal based prediction scheme.

[0123] Fig. 6b also illustrates example prediction masks 611, 621 which may be used for the periodic model based prediction
scheme and for the sinusoidal model based prediction scheme, respectively. The prediction mask 611 used for the periodic model
based prediction scheme may correspond to the prediction mask 205 of Fig. 2 and may comprise the prediction mask support
614 for estimating the target subband sample 615. The prediction mask 621 used for the sinusoidal model based prediction
scheme may correspond to the prediction mask 203 of Fig. 2 and may comprise the prediction mask support 624 for estimating
the target subband sample 625.

[0124] Fig. 7a illustrates an example encoding method 700 which involves model based subband prediction using a periodic
model (comprising e.g. a single fundamental frequency Q). A frame of an input audio signal is considered. For this frame a
periodicity T or a fundamental frequency Q may be determined (step 701). The audio encoder may comprise the elements of the
decoder 100 illustrated in Fig. 1, in particular, the audio encoder may comprise a predictor calculator 105 and a subband
predictor 103. The periodicity 7 or the fundamental frequency Q may be determined such that the mean value of the squared
prediction error subband signals 111 according to equation (6) is reduced (e.g. minimized). By way of example, the audio encoder
may apply a brute force approach which determines the prediction error subband signals 111 using different fundamental
frequencies Q and which determines the fundamental frequency Q for which the mean value of the squared prediction error
subband signals 111 is reduced (e.g. minimized). The method proceeds in quantizing the resulting prediction error subband
signals 111 (step 702). Furthermore, the method comprises the step of generating 703 a bitstream comprising information
indicative of the determined fundamental frequency Q and of the quantized prediction error subband signals 111.

[0125] When determining the fundamental frequency Q in step 701, the audio encoder may make use of the equations (36)
and/or (29), in order to determine the prediction coefficients for a particular fundamental frequency Q. The set of possible
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fundamental frequencies Q may be limited by the number of bits which are available for the transmission of the information
indicative of the determined fundamental frequency Q.

[0126] It should be noted that the audio coding system may use a pre-determined model (e.g. a periodic model comprising a
single fundamental frequency Q or any other of the models provided in the present document) and/or a pre-determined prediction
mask 202, 203, 204, 205. On the other hand, the audio coding system may be provided with further degrees of freedom by
enabling the audio encoder to determine an appropriate model and/or an appropriate prediction mask for a to-be-encoded audio
signal. The information regarding the selected model and/or the selected prediction mask is then encoded into the bit stream and
provided to the corresponding decoder 100.

[0127] Fig. 7b illustrates an example method 710 for decoding an audio signal which has been encoded using model based
prediction. It is assumed that the decoder 100 is aware of the signal model and the prediction mask used by the encoder (either
via the received bit stream or due to pre-determined settings). Furthermore, it is assumed for illustrative purposes that a periodic
prediction model has been used. The decoder 100 extracts information regarding the fundamental frequency Q from the received
bit stream (step 711). Using the information regarding the fundamental frequency Q, the decoder 100 may determine the
periodicity T. The fundamental frequency Q and/or the periodicity T may be used to determine a set of prediction coefficients for
the different subband predictors (step 712). The subband predictors may be used to determine estimated subband signals (step
713) which are combined (step 714) with the dequantized prediction error subband signals 111 to yield the decoded subband
signals 113. The decoded subband signals 113 may be filtered (step 715) using a synthesis filterbank 102, thereby yielding the
decoded time domain audio signal 114.

[0128] The predictor calculator 105 may make use of the equations (36) and/or (29) for determining the prediction coefficients of
the subband predictors 103 based on the received information regarding the fundamental frequency Q (step 712). This may be
performed in an efficient manner using a look-up table as illustrated in Figs. 6a and 3. By way of example, the predictor calculator
105 may determine the periodicity T and determine whether the periodicity lies below a pre-determined lower threshold (e.g.
T=0.25). If this is the case, a sinusoidal model based prediction scheme is used. This means that based on the received
fundamental frequency Q, the subbands p is determined which comprises a multiple w= gQ, with

qEL,

of the fundamental frequency. Then the normalized frequency fis is determined using the relation

E=m(p+i+f),

where the frequency ¢ corresponds to the multiple w = gQ which lies in subband p. The predictor calculator 105 may then use
equation (29) or a precalculated look-up table to determine the set of prediction coefficients (using e.g. the prediction mask 203
of Fig. 2 or the prediction mask 621 of Fig. 6b).

[0129] It should be noted that a different set of prediction coefficients may be determined for each subband. However, in case of
a sinusoidal model based prediction scheme, a set of prediction coefficients is typically only determined for the subbands p which

are significantly affected by a multiple w = qQ, with

q€Z,

of the fundamental frequency. For the other subbands, no prediction coefficients are determined which means that the estimated
subband signals 112 for such other subbands are zero.

[0130] In order to reduce the computation complexty of the decoder 100 (and of the encoder using the same predictor calculator
105), the predictor calculator 105 may make use of a pre-determined look-up table which provides the set of prediction
coefficients, subject to values for T and ©. In particular, the predictor calculator 105 may make use of a plurality of look-up tables
for a plurality of different values for T. Each of the plurality of look-up tables provides a different set of prediction coefficients for a
plurality of different values of the shift parameter ©.

[0131] In a practical implementation, a plurality of look-up tables may be provided for different values of the period parameter T.
By way of example, look-up tables may be provided for values of T in the range of 0,25 and 2.5 (as illustrated in Fig. 6a). The
look-up tables may be provided for a pre-determined granularity or step size of different period parameters 7. In an example
implementation, the step size for the normalized period parameter T is 1/16, and different look-up tables for the quantized
prediction coefficients are provided for 7=8/32 up to T= 80/32. Hence, a total of 37 different look-up tables may be provided.
Each table may provide the quantized prediction coefficients as a function of the shift parameter © or as a function of the modified
shift parameter ¢. The look-up tables for T=8/32 up to T= 80/32 may be used for a range which is augmented by half a step size,
i.e.

%)

For a given periodicity which differs from the available periodicities, for which a look-up tables has been defined, the look-up table
for the nearest available periodicity may be used. As outlined above, for long periods T (e.g. for periods T which exceed the
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period for which a look-up table is defined), equation (36) may be used. Alternatively, for periods T which exceed the periods for
which look-up tables have been defined, e.g. for periods T > 81/32, the period T may be separated into an integer delay T; and a
residual delay T,, such that T = T; + T,. The separation may be such that the residual delay T, lies within the interval for which
equation (36) is applicable and for which look-up tables are available, e.g. within the interval [1.5, 2.5] or [49/32, 81/32] for the
example above. By doing this, the prediction coefficients can be determined using the loop-up table for the residual delay T, and
the subband predictor 103 may operate on a subband buffer 104 which has been delayed by the integer delay T;. For example, if
the period is T=3.7, the integer delay may be T; = 2, followed by a residual delay of T, =1.7. The predictor may be applied based
on the coefficients for 7= 1.7 on a signal buffer which is delayed by (an additional) 7; = 2.

[0132] The separation approach relies on the reasonable assumption that the extractor approximates a delay by T in the range
of [1.5, 2.5] or [49/32, 81/32]. The advantage of the separation procedure compared to the usage of equation (36) is that the
prediction coefficients can be determined based on computationally efficient table look-up operations.

[0133] As outlined above, for short periods (7<0.25) equation (29) may be used to determine the prediction coefficients.
Alternatively, it may be beneficial to make use of the (already available) look-up tables (in order to reduce the computational
complexity). It is observed that the modified shift parameter ¢ is limited to the range || = T with a sampling step size of

T
(for 7<0.25, and for C=1, A=1/2).

[0134] It is proposed in the present document to reuse the look-up table for the lowest period 7=0.25, by means of a scaling of
the modified shift parameter ¢ with T//T, wherein T; corresponds to the lowest period for which a look-up table is available (e.g.

T~0.25). By way of example, with 7=0.1 and $ = 0.07 , the table for 7=0.25 may be queried with a resealed shift parameter

9=(22)-007=

0.175. By doing, this, the prediction coefficients for short periods (e.g. 7<0.25) can also be determined in a computationally
efficient manner using table look-up operations. Furthermore, the memory requirements for the predictor can be reduced, as the
number of look-up tables can be reduced.

[0135] In the present document, a model based subband prediction scheme has been described. The model based subband
prediction scheme enables an efficient description of subband predictors, i.e. a description requiring only a relatively low number
of bits. As a result of an efficient description for subband predictors, cross-subband prediction schemes may be used which lead
to reduced aliasing artifacts. Overall, this allows the provision of low bit rate audio coders using subband prediction.
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Patentkrav

1. Fremgangsmade til at estimere en fgrste stikprgve (615)
af et fgrste subbandsignal 1 et fgrste subband fra et
lydsignal; hvorved det fgrste subbandsignal fra lydsignalet
bliver bestemt ved brug af en analysefilterbank (612), der
omfatter en flerhed af analysefiltre, som  henholdsvis
tilvejebringer en flerhed af subbandsignaler i en flerhed af
subband fra lydsignalet, idet fremgangsmaden omfatter

- at bestemme en modelparameter (613) for en signalmodel;

- at bestemme en forudsigelseskoefficient, der skal anvendes pa
en tidligere stikpreve (614) af et forste afkodet
subbandsignal, som er afledt fra det fgrste subbandsignal,
baseret pa signalmodellen, baseret pa modelparameteren (613)
0g baseret pa analysefilterbanken (612); hvorved en tidsramme
for den tidligere stikprgve (614) er forud for en tidsramme
for den fgrste stikpreve (615); og

- at bestemme et estimat for den fegrste stikpreove (615) ved at
anvende forudsigelseskoefficienten pa den tidligere stikprgve
(614);

- hvorved

-det at bestemme forudsigelseskoefficienten omfatter at
bestemme forudsigelseskoefficienten ved brug af en
opslagstabel eller en analytisk funktion;

- opslagstabellen eller den analytiske funktion tilvejebringer
forudsigelseskoefficienten som en funktion af en parameter,
der er afledt fra modelparameteren; og

- opslagstabellen eller den analytiske funktion er
forudbestemte, baseret pa signalmodellen og baseret pa

analysefilterbanken.

2. Fremgangsmade ifelge krav 1, hvorved
- signalmodellen omfatter én eller flere sinusformede
modelkomponenter;

- modelparameteren (613) er angivende for en frekvens af den
ene eller de flere sinusformede modelkomponenter; og valgfrit
hvorved

- modelparameteren (613) er angivende for en grundfrekvens Q af
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en signalmodel med flere sinusformer;

- signalmodellen med flere sinusformer omfatter en periodisk
signalkomponent;

-den periodiske signalkomponent omfatter en flerhed af
sinusformede komponenter; og

- flerheden af sinusformede komponenter har en frekvens, der er

et multiplum af grundfrekvensen Q.

3. Fremgangsmade ifglge et  hvilket som helst af de
foregaende krav, hvorved det at bestemme modelparameteren
(613) omfatter at udtrakke modelparameteren (613) fra en
modtaget bitstregm, der er angivende for modelparameteren

(613), og et forudsigelsesfejlsignal.

4, Fremgangsmade ifelge krav 1 eller krav 2, hvorved

-det at bestemme modelparameteren (613) omfatter at bestemme
modelparameteren (613), sadan at en middelverdi af et
kvadreret forudsigelsesfejlsignal bliver formindsket;

- forudsigelsesfejlsignalet bliver bestemt baseret pa
forskellen imellem den fgrste stikpregve (615) og estimatet for
den feorste stikpreve (615); og valgfrit hvorved middelverdien
af det kvadrerede forudsigelsesfejlsignal bliver Dbestemt
baseret p&d en flerhed af pa hinanden fglgende forste

stikpregver af det fgrste subbandsignal.

5. Fremgangsmade ifglge et hvilket som helst af de
foregaende krav, hvorved

- modelparameteren er angivende for en grundfrekvens Q af en
signalmodel med flere sinusformer; og

-det at bestemme forudsigelseskoefficienten omfatter at
bestemme et multiplum af grundfrekvensen Q, der ligger inden
for det fgrste subband.

6. Fremgangsmade 1ifglge krav 5, hvorved det at bestemme
forudsigelseskoefficienten omfatter

-at vaelge én af en flerhed af opslagstabeller baseret pa
modelparameteren; og

- at bestemme forudsigelseskoefficienten baseret pa den valgte
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ene af flerheden af opslagstabeller.

7. Fremgangsmade ifglge krav 6, hvorved

- modelparameteren er angivende for en periodicitet T;

- flerheden af opslagstabeller omfatter opslagstabeller for
forskellige verdier af periodicitet T;

- fremgangsmaden omfatter at bestemme den valgte opslagstabel
som opslagstabellen for periodiciteten T, der er angivet med
modelparameteren; og valgfrit hvorved

- flerheden af opslagstabeller omfatter opslagstabeller for
forskellige vardier af periodicitet T inden for intervallet
[Trin, Tmax] med en forudbestemt trinsterrelse AT;

- Tnin er sadan, at for T < Tun kan lydsignalet blive modelleret
ved brug af en signalmodel, der omfatter en enkelt sinusformet
modelkomponent; og/eller

- Tnax er sadan, at for T > Tmx sSvarer opslagstabellerne for
periodiciteterne Twax til Twax + 1 til opslagstabellerne for

periodiciteterne Tmax — 1 til Tunax.

8. Fremgangsmade ifglge et hvilket som helst af de
foregaende krav, hvorved

- flerheden af subband har en ens afstand mellem subbandene; og
- det fgrste subband er ét af flerheden af subband; og/eller

- analysefiltrene fra analysefilterbanken er
forskydningsinvariante i forhold til hinanden; og/eller

- analysefiltrene fra analysefilterbanken omfatter en falles
vinduesfunktion; og/eller

- analysefiltrene fra analysefilterbanken omfatter forskelligt
modulerede versioner af den falles vinduesfunktion; og/eller
-den falles vinduesfunktion er moduleret ved brug af en
cosinusfunktion; og/eller

-den faelles wvinduesfunktion har en endelig varighed K;
og/eller

- analysefiltrene fra analysefilterbanken danner en orthogonal
basis; og/eller

- analysefiltrene fra analysefilterbanken danner en orthonormal
basis; og/eller

- analysefilterbanken omfatter en cosinusmoduleret filterbank;
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og/eller

- analysefilterbanken er en kritisk stikpreveudtaget
filterbank; og/eller

- analysefilterbanken omfatter en overlappet transformation;
og/eller

- analysefilterbanken omfatter én eller flere af: en MDCT, en
QOMF, en ELT transformation; og/eller

- analysefilterbanken omfatter en modulationsstruktur.

9. Fremgangsmade til at estimere en fgrste stikpreve af et
forste subbandsignal 1 et forste subband fra et lydsignal;
hvorved det ferste subbandsignal fra lydsignalet Dbliver
bestemt under anvendelse af en analysefilterbank, der omfatter
en flerhed af analysefiltre, som henholdsvis tilvejebringer en
flerhed af subbandsignaler 1 en flerhed af subband fra
lydsignalet; hvorved analysefilterbanken er en kritisk
stikpreveudtaget filterbank; idet fremgangsmaden omfatter

- at bestemme en forudsigelsesmaske (203, 205), der er
angivende for en flerhed af tidligere stikprgver i en flerhed
af understottende subband for forudsigelsesmasker; hvorved
flerheden af understegttende subband for forudsigelsesmasker
omfatter 1 det mindste ét af flerheden af subband, som er
forskellige fra det forste subband;

-at bestemme en flerhed af forudsigelseskoefficienter, der
skal anvendes pa flerheden af tidligere stikprever; og

-at Dbestemme et estimat for den fgrste stikpreove ved
henholdsvis at anvende flerheden af forudsigelseskoefficienter

pa flerheden af tidligere stikprever.

10. Fremgangsmade ifglge krav 9, hvorved flerheden af
understettende subband for forudsigelsesmasker

- omfatter det fgrste subband; og/eller

- omfatter ¢ét eller flere af flerheden af subband, der er

direkte hosliggende til det forste subband.

11. Fremgangsmade til at indkode et lydsignal, idet
fremgangsmaden omfatter

- at bestemme en flerhed af subbandsignaler fra lydsignalet ved
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brug af en analysefilterbank, der omfatter en flerhed af
analysefiltre;

-at estimere stikpreover af flerheden af subbandsignaler ved
brug af fremgangsmaden ifslge et hvilket som helst af de
foregaende krav, idet der derved frembringes en flerhed af
estimerede subbandsignaler;

- at bestemme stikprgver af en flerhed af
forudsigelsesfejlsubbandsignaler baseret pa tilsvarende
stikpregver af flerheden af subbandsignaler og stikpreverne af
flerheden af estimerede subbandsignaler;

- at kvantificere flerheden af
forudsigelsesfejlsubbandsignaler; og

-at danne et indkodet 1lydsignal, der er angivende for
flerheden af kvantificerede forudsigelsesfejlsubbandsignaler
og for én eller flere parametre, der er brugt til at estimere

stikprgverne af flerheden af estimerede subbandsignaler.

12. Fremgangsmade til at indkode et 1lydsignal; hvorved det
indkodede lydsignal er angivende for en flerhed af
kvantificerede forudsigelsesfejlsubbandsignaler og for én
eller flere parametre, der skal Dbruges til at estimere
stikprgver af en flerhed af estimerede subbandsignaler; idet
fremgangsmaden omfatter

- at afkvantificere flerheden af kvantificerede
forudsigelsesfejlsubbandsignaler, idet der derved frembringes
en flerhed af afkvantificerede
forudsigelsesfejlsubbandsignaler;

- at estimere stikpregver af flerheden aft estimerede
subbandsignaler ved brug af fremgangsmaden ifglge et hvilket
som helst af kravene 1 til 10;

- at bestemme stikpregver af en flerhed af afkodede
subbandsignaler baseret pa tilsvarende stikpregver af flerheden
af estimerede subbandsignaler og stikprgver af flerheden af
afkvantificerede forudsigelsesfejlsubbandsignaler; og

- at bestemme et afkodet lydsignal fra flerheden af afkodede
subbandsignaler ved brug af en syntesefilterbank, der omfatter

en flerhed af syntesefiltre.
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13. System (103, 105), der er konfigureret til at estimere én
eller flere fgrste stikprgver af et forste subbandsignal fra
et lydsignal; hvori det fgrste subbandsignal fra lydsignalet
bliver bestemt ved brug af en analysefilterbank, der omfatter
en flerhed af analysefiltre, som henholdsvis tilvejebringer en
flerhed af subbandsignaler fra 1lydsignalet; hvori systemet
(103, 105) er konfigureret til at estimere det ene eller de
flere fgrste stikprgver ved brug af fremgangsmaden ifglge et
hvilket som helst af kravene 1 til 10.

14. Audioindkodningsenhed, der er konfigureret til at indkode
et lydsignal, idet audioindkodningsenheden omfatter

-en analysefilterbank, der er konfigureret til at bestemme en
flerhed af subbédndsignaler fra 1lydsignalet wved brug af en
flerhed af analysefiltre;

- et system (103, 105) ifglge krav 13, der er konfigureret til
at estimere stikprever af flerheden af subbandsignaler, idet
der derved frembringes en flerhed af estimerede
subbandsignaler (112);

-en forskelsenhed, der er konfigureret til at Dbestemme
stikprgver af en flerhed af forudsigelsesfejlsubbandsignaler
baseret pa tilsvarende stikpregver af flerheden af
subbandsignaler og af flerheden af estimerede subbandsignaler
(112);

- en kvantificeringsenhed, der er konfigureret til at
kvantificere flerheden af forudsigelsesfejlsubbandsignaler; og
- en enhed til at danne en bitstregm, der er konfigureret til at
danne et kodet 1lydsignal, som er angivende for flerheden af
kvantificerede forudsigelsesfejlsubbandsignaler og for én
eller flere parametre, der bliver brugt til at estimere

stikprgverne af flerheden af estimerede subbandsignaler.

15. Audiocafkodningsenhed (100), der er konfigureret til at
afkode et kodet 1lydsignal; hvori det kodede lydsignal er
angivende for flerheden af kvantificerede
forudsigelsesfejlsubbandsignaler og én eller flere parametre,
der bliver brugt til at estimere stikpregver af en flerhed af

estimerede subbandsignaler; hvori audiocafkodningsenheden (100)
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omfatter

-en invers kvantificeringsenhed (101), der er konfigureret til
at afkvantificere flerheden af kvantificerede
forudsigelsesfejlsubbandsignaler, idet der derved frembringes
en flerhed af afkvantificerede
forudsigelsesfejlsubbandsignaler (111);

- et system (105, 103) ifglge krav 13, der er konfigureret til
at estimere stikprever af flerheden af estimerede
subbandsignaler (112);

-en summeringsenhed, der er konfigureret til at bestemme
stikpregver af en flerhed af afkodede subbandsignaler (113)
baseret pa tilsvarende stikpregver af flerheden af estimerede
subbandsignaler (112) og baseret pa stikprover af flerheden af
afkvantificerede forudsigelsesfejlsubbandsignaler (111); og
-en syntesefilterbank (102), der er konfigureret til at
bestemme et afkodet lydsignal (114) fra flerheden af afkodede
subbandsignaler (113) ved brug af en flerhed af syntesefiltre.
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