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(57) ABSTRACT 

A System and process for automatically learning a reliable 
color-based tracking System is presented. The tracking Sys 
tem is learned by using information produced by an initial 
object model in combination with an initial tracking function 
to probabilistically determine the configuration of one or 
more target objects in a temporal Sequence of images, and a 
data acquisition function for gathering observations relating 
to color in each image. The observations gathered by the 
data acquisition function include information that is relevant 
to parameters desired for a final color-based object model. A 
learning function then uses probabilistic methods to deter 
mine conditional probabilistic relationships between the 
observations and probabilistic target configuration informa 
tion to learn a color-based object model automatically tai 
lored to Specific target objects. The learned object model is 
then used in combination with the final tracking function to 
probabilistically locate and track Specific target objects in 
one or more Sequential images. 
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SYSTEMAND PROCESS FOR BOOTSTRAP 
INITIALIZATION OF NONPARAMETRIC COLOR 

MODELS 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a Continuation Application of 
U.S. patent application Ser. No. 09/592,750, filed on Jun. 13, 
2000 by Kentaro Toyama, and entitled “A SYSTEM AND 
PROCESS FOR BOOTSTRAP INITIALIZATION OF 
NONPARAMETRIC COLOR MODELS. 

BACKGROUND 

0002) 1. Technical Field 
0003. The invention is related to a system and process for 
automatically generating a reliable color-based tracking 
System, and more particularly, to a System and process for 
using information gathered from an initial object tracking 
System to automatically learn a color-based object model 
tailored to at least one specific target object, to create a 
tracking System more reliable than the initial object tracking 
System. 

0004 2. Related Art 
0005 Most current systems for determining the presence 
of objects of interest in an image or Scene have involved 
processing a temporal Sequence of color or grayScale images 
of a Scene using a tracking System. Objects are typically 
recognized, located and/or tracked in these Systems using, 
for example, color-based, edge-based, shape-based, or 
motion-based tracking Schemes to process the images. 
0006 While the aforementioned tracking systems are 
useful, they do have limitations. For example, Such object 
tracking Systems typically use a generic object model having 
parameters that roughly represent an object for which track 
ing is desired in combination with a tracking function Such 
as, for example, a color-based, edge-based, shape-based, or 
motion-based tracking function. In general, Such object 
tracking Systems use the generic object model and tracking 
function to probabilistically locate and track at least one 
object in one or more Sequential images. 
0007 As the fidelity of the generic object model 
increases, the accuracy of the tracking function also typi 
cally increases. However, it is not generally possible to 
create a Single high fidelity object model that ideally repre 
Sents each of the many potential derivatives or views of a 
Single object type, Such as the faces of different individuals 
having different skin coloration, facial Structure, hair type 
and Style, etc., under any of a number of lighting conditions. 
Consequently, Such tracking Systems are prone to error, 
especially where the actual parameters defining the target 
object deviate in one or more ways from the parameters 
defining the generic object model. 
0008 However, in an attempt to address this issue, some 
work has been done to improve existing object models. For 
example, in Some facial pose tracking work, 3D points on 
the face are adaptively estimated or learned using Extended 
Kalman Filters (EKF) (1,6). In such systems, care must be 
taken to manually structure the EKF correctly 3, but doing 
So ensures that as the geometry of the target face is better 
learned, tracking improves as well. 
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0009. Other work has focused on learning the textural 
qualities of target objects for use in tracking those objects. 
In the domain of facial imagery, there is work in which skin 
color has been modeled as a parametrized mixture of n 
Gaussians in Some color space 7, 8). Such work has covered 
both batch 7 and adaptive 8 learning with much Success. 
These Systems typically use an expectation-maximization 
learning algorithm for learning the parameters, Such as skin 
color, associated with Specific target objects. 
0010 Although color distributions are a gross quality of 
object texture, learning localized textures of target objects is 
also of interest. Consequently, other work has focused on 
intricate facial geometry and texture, using an array of 
algorithms to recover fine detail 4 of the textures of a target 
object. These textures are then used in Subsequent tracking 
of the target object. 
0011 Finally, work has been done in learning the 
dynamic geometry, i.e. the changing configuration (pose or 
articulation), of a target. The most elementary of Such 
Systems use one of the many variations of the Kalman Filter, 
which “learns” a target's geometric State 2). In these cases, 
the value of the learned model is fleeting Since few targets 
ever maintain constant dynamic geometries. Other related 
Systems focus on models of motion. Such Systems include 
learning of multi-State motion models of targets that exhibit 
a few discrete patterns of motion 5, 9. 
0012 However, the aforementioned systems typically 
require manual intervention in learning or fine-tuning those 
tracking Systems. Consequently, it is difficult or impossible 
for Such Systems to quickly respond to the dynamic envi 
ronment often associated with tracking possibly moving 
target objects under possibly changing lighting conditions. 
Therefore, in contrast to the aforementioned Systems, what 
is needed is a System and process for automatically learning 
a reliable tracking System during tracking without the need 
for manual intervention and training of the automatically 
learned tracking System. Specifically, the System and process 
according to the present invention resolves the deficiencies 
of current locating and tracking Systems by automatically 
learning, during tracking, a reliable color-based tracking 
System automatically tailored to specific target objects under 
automatically observed conditions. 
0013. It is noted that in the preceding paragraphs, the 
description refers to various individual publications identi 
fied by a numeric designator contained within a pair of 
brackets. For example, Such a reference may be identified by 
reciting, “reference 1 or simply “1”. Multiple references 
are identified by a pair of brackets containing more than one 
designator, for example, 5, 6, 7). A listing of the publica 
tions corresponding to each designator can be found at the 
end of the Detailed Description section. 

SUMMARY 

0014. The present invention involves a new system and 
process for automatically learning a color-based object 
model for use in a color-based tracking System. To address 
the issue of model fidelity with respect to Specific target 
objects, the color-based object model is automatically tai 
lored to represent one or more Specific target objects, Such 
as, for example, Specific Spacecraft, aircraft, missiles, cars, 
electrical circuit components, people, animals, faces, balls, 
rocks, plants, or any other object, in a temporal Sequence of 
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at least one image. Learning of the color-based object model 
is accomplished by automatically determining probabilistic 
relationships between target object State estimateS produced 
by an initial generic tracking System in combination with 
observations gathered from each image. This learned color 
based object model is then employed with a color-based 
tracking function to produce an improved color-based track 
ing System which is more accurate than the initial generic 
tracking System. 

0.015. In general, the system and method of the present 
invention automatically generates a reliable color-based 
tracking System by using an initial object model in combi 
nation with an initial tracking function to process a temporal 
Sequence of images, and a data acquisition function for 
gathering observations about each image. Further, in one 
embodiment, these observations are associated with a mea 
sure of confidence that represents the belief that the obser 
Vation is valid. Observations gathered by the data acquisi 
tion function are relevant to parameters or variables required 
for the learned color-based object model. For example, 
observations about the red-green-blue (RGB) color value of 
pixels at particular points in each image would be relevant 
to the learned color-based object model. Color observations 
are not restricted to RGB space-other possibilities include, 
but are not limited to, normalized RGB, YUV. YIQ, HSV, 
HSI, or any other conventional color Spaces. These relevant 
observations are used by the learning function in combina 
tion with the output of the initial tracking function for 
automatically learning the color-based object model auto 
matically tailored to a specific target object. 

0016. The initial tracking system discussed below uses a 
contour-based object model in combination with a contour 
based tracking function to roughly locate a target object in 
each image. However, the initial tracking function and 
asSociated object model may be any tracking System that 
returns a configuration estimate for the target object, Such as, 
for example, a motion-based, Shape-based, contour-based, or 
color-based tracking System. In other words, the System and 
method of the present invention may use the output of any 
type of initial tracking System to learn a tailored color-based 
object model for use in a target Specific color-based tracking 
System. 

0.017. Data output from the initial tracking function, in 
combination with the observations generated by the data 
acquisition function, are fed to the learning function. The 
learning function then processes the data and observations 
using histograms to model the probability distribution func 
tions (PDF) relevant to the particular color-based object 
model. Other learning methods may also be employed by the 
learning function, including, for example, neural networks, 
Bayesian belief networks (BBN), discrimination functions, 
decision trees, expectation-maximization on mixtures of 
Guassians, and estimation through moment computation, 
etc. Once the color-based object model is learned, the 
parameters defining this color-based object model are pro 
Vided to the final color-based tracking function which pro 
ceSSes a temporal Sequence of one or more images to 
accurately locate and track one or more target objects in each 
image. 

0.018. As mentioned previously, one embodiment of the 
present invention includes an initial contour-based tracking 
function for locating and tracking target objects Such as 
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human faces. This initial tracking function accepts the 
parameters defining an initial contour-based object model of 
an expected target object, Such as a generic human face, in 
combination with one or more Sequential images, and out 
puts a State estimate for each image. Human faces are 
roughly elliptical. Therefore, when tracking human faces, 
the initial contour-based tracking function uses adjacent 
frame differencing to detect moving edges in Sequential 
images, then continues by using contour tracking to track the 
most Salient ellipse or ellipses by comparing the detected 
edges to elliptical contours in the contour-based object 
model of a generic face. This conventional technique returns 
a State estimate over each image, detailing the probable 
configurations of one or more faces in the image. Such a 
technique is capable of returning a State estimate after 
processing a single image. However, accuracy improves 
with the processing of additional images. 
0019. The aforementioned state estimate is a probability 
distribution over the entire range of configurations that the 
target object may undergo, wherein higher probabilities 
denote a greater likelihood of the particular target object 
configuration. The target configuration typically contains 
not only position and orientation information about the 
target object, but also other parameters relevant to the 
geometrical configuration of the target object Such as, for 
example, geometric descriptions of the articulation or defor 
mation of non-rigid target objects. Multiple targets may be 
handled by assigning a separate tracking System to each 
target (where, for example, each tracking System may focus 
on a single local peak in the probability distribution), or by 
allowing Separate tracking functions to generate a different 
probability distribution per image, based on distinct char 
acteristics of each of the targets. In the case where multiple 
target objects are identified, individual color-based object 
models are learned for each target object by individually 
processing each target object as described below for the case 
of a single target object. Alternatively, a single color-based 
object model representing all identified target objects may 
be learned, again, as described below for the case of a single 
target object. 

0020. The data acquisition function is specifically 
designed to collect observations relevant to the parameters 
required by the color-based tracking function with which the 
color-based object model will be used. Consequently, the 
data acquisition function collects observations or data from 
each image that will be useful in developing the color-based 
object model representing the color distribution of a specific 
target object. Thus, in collecting observations, the data 
acquisition function observes or Samples the color values of 
each image. For example, with respect to tracking a human 
face, the data acquisition function is designed to return 
observations Such as the Skin color distribution of a specific 
human face. 

0021 Typically, the entire image will be used by the data 
acquisition function in collecting observations. In Such an 
embodiment, pixel color information for the entire image is 
returned as observations. However, in alternate embodi 
ments, the area over which observations are gathered is 
limited. Limiting the area over which observations are 
gathered tends to reduce processing time, and may increase 
overall System accuracy by providing data of increased 
relevancy in comparison to collecting observations over the 
entire image. Thus, in one embodiment, the State estimate 
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generated by the initial tracking function is used by the data 
acquisition function Such that observations will be made 
regarding only those portions of each image having a 
predefined minimum threshold probability of target object 
identification. In other words, the data acquisition function 
Samples Specific areas of each image with respect to the State 
estimate and returns probable Surface colors for the target 
object. In another embodiment, observations from the data 
acquisition function are collected in only those regions of 
the target configuration Space which are likely to be occu 
pied by the target based on methods Such as, for example, 
dynamic target prediction. In each embodiment, the obser 
Vations are then provided to the learning function. 

0022. When gathering observations for limited portions 
of each image, as discussed above, the data acquisition 
function preferably observes or Samples the color values of 
each of a group of image pixels from an area around the 
predicted centroid of a probable target object. However, 
many other methods for observing the color of Specific 
pixels within the area of the target face may be used. For 
example, in an alternate embodiment of the data acquisition 
function, the color value of a single image pixel at the 
centroid of probable target objects may be used in collecting 
observations. While this method produces acceptable 
results, it tends to be less accurate than the preferred method, 
as bias can be introduced into the learned color-based model. 
For example, in tracking faces, the Single pixel chosen may 
represent hair or eye color as opposed to Skin color. In 
another embodiment of the data acquisition function, the 
color value of one or more image pixels at a random location 
within a predefined radius around the centroid of probable 
target objects may be used in collecting observations. While 
this method also produces acceptable results, it also tends to 
be less accurate than the preferred method. Finally, in a 
further embodiment of the data acquisition function, a 
weighted average of the color values of a group of pixels 
within the area of the probable target object may also be 
returned as an observation. Again, while this method also 
produces acceptable results, it also tends to be leSS accurate 
than the preferred method. 

0023. As discussed previously, the learning function 
automatically learns and outputs the color-based object 
model using a combination of the State estimates generated 
by the initial contour-based tracking function and the obser 
Vations generated by the data acquisition function. However, 
in one embodiment the learning function also employs a 
partial or complete preliminary color-based object model as 
a baseline to assist the learning function in better learning a 
probabilistically optimal object model. The preliminary 
object model is a tentative color-based model that roughly 
represents the target object, Such as a generic human face or 
head. One example of a partial object model, with respect to 
head or face tracking, is the back of the head, which is 
typically a relatively featureleSS elliptical shape having a 
relatively uniform color. The learning function combines 
this partial model with information learned about the sides 
and front of the head, based on data input to the learning 
function from the initial tracking function and the data 
acquisition function, to generate the learned color-based 
model. However, while the use of the preliminary object 
model may allow the learning function to more quickly or 
more accurately learn a final object model, the use of a 
preliminary object model is not required. 
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0024. Before the learning function outputs the color 
based object model, both the initial tracking function and the 
data acquisition function preferably process a predetermined 
number of images as described above. The number of 
images that must be processed before the learning function 
may output the color-based object model is dependent upon 
the form of the initial tracking function. For example, where 
the aforementioned contour-based tracking function is used 
for the initial tracking function, the learning function is 
capable of outputting the color-based object model after a 
Single image has been processed, although model quality is 
improved with more data from additional images. Other 
initial tracking Systems may require processing of different 
numbers of images before the learning function has Suffi 
cient data to output a learned color-based object model. 
0025. In general, the learning function uses automated 
methods for identifying variable probabilistic dependencies 
between the State estimates, observations, and preliminary 
color-based object model, if used, to discover new Structures 
for a probabilistic model that is more ideal in that it better 
explains the data input to the learning function. Conse 
quently, the learning function is able to learn the probabi 
listic model best fitting all available data. This probabilistic 
model is then used by the learning function to output the 
color-based object model. The variable probabilistic depen 
dencies identified by the learning function tend to become 
more accurate as more information, Such as the data asso 
ciated with processing additional images, is provided to the 
learning function. In one embodiment of the present inven 
tion, the learning function uses probability distribution func 
tions represented using histograms to approximate the State 
of the target object and the observations returned by the data 
acquisition function. 

0026. The learned color-based object model is comprised 
of parameters or variables identifying color ranges likely to 
correspond to a specific target face, as well as color ranges 
likely to correspond to an image background. Further, these 
color ranges may also be associated with a measure of 
confidence indicating the likelihood that they actually cor 
respond to either the target object or to the background. 

0027. The primary use for the color-based object model 
is to provide the parameters used by the color-based tracking 
function to locate and track one or more target objects Such 
as human faces in one or more Sequential images. However, 
the learned color-based object model may also be used in 
several alternate embodiments to further improve overall 
tracking System accuracy. 

0028 First, the learned color based object model may be 
iteratively fed back into the learning function to replace the 
initial preliminary object model. This effectively provides a 
positive feedback for weighting colors most likely to belong 
to either target object or background pixels in the image. 
Similarly, in the embodiment where the aforementioned 
preliminary object model is not used, the learned color 
based object model may also be iteratively provided to the 
learning function. Essentially, in either case, this iterative 
feedback process allows the current learned color-based 
object model to be fed back into the learning function as 
Soon as it is learned. The learning function then continues to 
learn and output a color-based model which evolves over 
time as more information is provided to the learning func 
tion. Consequently, over time, iterative feedback of the 
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current learned color-based model into the learning function 
Serves to allow the learning function to learn an increasingly 
accurate color-based model. 

0029 Second, in a further embodiment, the color-based 
object model may be used to iteratively replace the initial 
contour-based object model, while the color-based tracking 
function is used to replace the initial contour-based tracking 
function. In this manner, both the accuracy of the State 
estimate generated by the initial tracking function and the 
accuracy of the learning function are improved. Conse 
quently, the more accurate State estimate, in combination 
with the improved accuracy of the learning function, again 
allows the learning function to learn an increasingly accurate 
color-based object model. 
0030 Third, in another embodiment, the two embodi 
ments described above may be combined to iteratively 
replace both the initial contour-based object model and the 
generic prior object model with the learned color-based 
object model, while also replacing the initial contour-based 
tracking function with the color-based tracking function. In 
this manner, both the accuracy of the State estimate gener 
ated by the initial tracking function and the accuracy of the 
learning function are improved. Consequently, the more 
accurate State estimate, in combination with the improved 
accuracy of the learning function, again allows the learning 
function to learn an increasingly accurate final object model. 
0031. In tracking target faces, the color-based tracking 
function accepts the parameters defining the learned color 
based object model, in combination with one or more 
Sequential images and outputs either a State estimate for each 
image, or Simply target object position information with 
respect to each image. AS with the State estimate output by 
the initial tracking function, the State estimate output by the 
color-based tracking function is a probability distribution 
over the entire range of the image wherein higher probabili 
ties denote a greater likelihood of target object configura 
tion. The color-based object model contains the information 
about which color ranges are specific to target objects Such 
as faces, and which color ranges are specific to the back 
ground. Consequently, the color-based tracking function can 
Simply examine every pixel in the image and assign it a 
probability, based on the measure of confidence associated 
with each color range, that it either belongs to the target 
object or to the background. Further, as discussed above, the 
color-based object model may be iteratively updated, 
thereby increasing in accuracy over time. Consequently, the 
accuracy of the State estimate or position information output 
by the color-based tracking function also increases over time 
as the accuracy of the color-based object model increases. 
0032. In a further embodiment of the present invention, 
the process described above for learning the color-based 
object model may be generalized to include learning of any 
number of Subsequent or “final” object models. For 
example, the learned color-based object model and final 
tracking function described above may be used as an initial 
Starting point in combination with a Subsequent data acqui 
Sition function and a Subsequent learning function to learn a 
Subsequent object model. Clearly, this proceSS may be 
repeated for as many levels as desired to generate a sequence 
of increasingly accurate tracking Systems based on increas 
ingly accurate learned object models. 
0033. In addition to the just described benefits, other 
advantages of the present invention will become apparent 
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from the detailed description which follows hereinafter 
when taken in conjunction with the accompanying drawing 
figures. 

DESCRIPTION OF THE DRAWINGS 

0034. The specific features, aspects, and advantages of 
the present invention will become better understood with 
regard to the following description, appended claims, and 
accompanying drawings where: 
0035 FIG. 1 is a diagram depicting a general-purpose 
computing device constituting an exemplary System for 
implementing the present invention. 
0036 FIG. 2 is a system diagram depicting program 
modules employed for learning a reliable color-based track 
ing System in accordance with the present invention. 
0037 FIG. 3 is a flow diagram illustrating an exemplary 
process for learning a reliable color-based tracking System 
according to the present invention. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

0038. In the following description of the preferred 
embodiments of the present invention, reference is made to 
the accompanying drawings, which form a part hereof, and 
in which is shown by way of illustration specific embodi 
ments in which the invention may be practiced. It is under 
stood that other embodiments may be utilized and structural 
changes may be made without departing from the Scope of 
the present invention. 
0039 Exemplary Operating Environment: 
0040 FIG. 1 illustrates an example of a suitable com 
puting system environment 100 on which the invention may 
be implemented. The computing system environment 100 is 
only one example of a Suitable computing environment and 
is not intended to Suggest any limitation as to the Scope of 
use or functionality of the invention. Neither should the 
computing environment 100 be interpreted as having any 
dependency or requirement relating to any one or combina 
tion of components illustrated in the exemplary operating 
environment 100. 

0041. The invention is operational with numerous other 
general purpose or Special purpose computing System envi 
ronments or configurations. Examples of well known com 
puting Systems, environments, and/or configurations that 
may be suitable for use with the invention include, but are 
not limited to, personal computers, Server computers, hand 
held or laptop devices, multiprocessor Systems, micropro 
ceSSor-based Systems, Set top boxes, programmable con 
Sumer electronics, network PCs, minicomputers, mainframe 
computers, distributed computing environments that include 
any of the above Systems or devices, and the like. 
0042. The invention may be described in the general 
context of computer-executable instructions, Such as pro 
gram modules, being executed by a computer. Generally, 
program modules include routines, programs, objects, com 
ponents, data Structures, etc. that perform particular tasks or 
implement particular abstract data types. The invention may 
also be practiced in distributed computing environments 
where tasks are performed by remote processing devices that 
are linked through a communications network. In a distrib 
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uted computing environment, program modules may be 
located in both local and remote computer Storage media 
including memory storage devices. With reference to FIG. 
1, an exemplary System for implementing the invention 
includes a general purpose computing device in the form of 
a computer 110. 
0.043 Components of computer 110 may include, but are 
not limited to, a processing unit 120, a System memory 130, 
and a System buS 121 that couples various System compo 
nents including the System memory to the processing unit 
120. The system bus 121 may be any of several types of bus 
Structures including a memory bus or memory controller, a 
peripheral bus, and a local bus using any of a variety of bus 
architectures. By way of example, and not limitation, Such 
architectures include Industry Standard Architecture (ISA) 
bus, Micro Channel Architecture (MCA) bus, Enhanced ISA 
(EISA) bus, Video Electronics Standards Association 
(VESA) local bus, and Peripheral Component Interconnect 
(PCI) bus also known as Mezzanine bus. 
0044) Computer 110 typically includes a variety of com 
puter readable media. Computer readable media can be any 
available media that can be accessed by computer 110 and 
includes both volatile and nonvolatile media, removable and 
non-removable media. By way of example, and not limita 
tion, computer readable media may comprise computer 
Storage media and communication media. Computer Storage 
media includes both volatile and nonvolatile, removable and 
non-removable media implemented in any method or tech 
nology for Storage of information Such as computer readable 
instructions, data Structures, program modules or other data. 
Computer Storage media includes, but is not limited to, 
RAM, ROM, EEPROM, flash memory or other memory 
technology, CD-ROM, digital versatile disks (DVD) or other 
optical disk Storage, magnetic cassettes, magnetic tape, 
magnetic disk Storage or other magnetic Storage devices, or 
any other medium which can be used to Store the desired 
information and which can accessed by computer 110. 
Communication media typically embodies computer read 
able instructions, data Structures, program modules or other 
data in a modulated data Signal Such as a carrier wave or 
other transport mechanism and includes any information 
delivery media. The term "modulated data Signal” means a 
Signal that has one or more of its characteristics Set or 
changed in Such a manner as to encode information in the 
Signal. By way of example, and not limitation, communi 
cation media includes wired media Such as a wired network 
or direct-wired connection, and wireleSS media Such as 
acoustic, RF, infrared and other wireleSS media. Combina 
tions of the any of the above should also be included within 
the Scope of computer readable media. 
004.5 The system memory 130 includes computer stor 
age media in the form of Volatile and/or nonvolatile memory 
such as read only memory (ROM) 131 and random access 
memory (RAM) 132. A basic input/output system 133 
(BIOS), containing the basic routines that help to transfer 
information between elements within computer 110, such as 
during start-up, is typically stored in ROM 131. RAM 132 
typically contains data and/or program modules that are 
immediately accessible to and/or presently being operated 
on by processing unit 120. By way of example, and not 
limitation, FIG. 1 illustrates operating System 134, applica 
tion programs 135, other program modules 136, and pro 
gram data 137. 
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0046) The computer 110 may also include other remov 
able/non-removable, Volatile/nonvolatile computer Storage 
media. By way of example only, FIG. 1 illustrates a hard 
disk drive 141 that reads from or writes to non-removable, 
nonvolatile magnetic media, a magnetic disk drive 151 that 
reads from or writes to a removable, nonvolatile magnetic 
disk 152, and an optical disk drive 155 that reads from or 
writes to a removable, nonvolatile optical disk 156 Such as 
a CD ROM or other optical media. Other removable/non 
removable, Volatile/nonvolatile computer Storage media that 
can be used in the exemplary operating environment 
include, but are not limited to, magnetic tape cassettes, flash 
memory cards, digital versatile disks, digital Video tape, 
Solid state RAM, Solid state ROM, and the like. The hard 
disk drive 141 is typically connected to the system bus 121 
through an non-removable memory interface Such as inter 
face 140, and magnetic disk drive 151 and optical disk drive 
155 are typically connected to the system bus 121 by a 
removable memory interface, such as interface 150. 
0047 The drives and their associated computer storage 
media discussed above and illustrated in FIG. 1, provide 
Storage of computer readable instructions, data structures, 
program modules and other data for the computer 110. In 
FIG. 1, for example, hard disk drive 141 is illustrated as 
Storing operating System 144, application programs 145, 
other program modules 146, and program data 147. Note 
that these components can either be the same as or different 
from operating System 134, application programs 135, other 
program modules 136, and program data 137. Operating 
System 144, application programs 145, other program mod 
ules 146, and program data 147 are given different numbers 
here to illustrate that, at a minimum, they are different 
copies. A user may enter commands and information into the 
computer 110 through input devices such as a keyboard 162 
and pointing device 161, commonly referred to as a mouse, 
trackball or touch pad. Other input devices (not shown) may 
include a microphone, joystick, game pad, Satellite dish, 
Scanner, or the like. These and other input devices are often 
connected to the processing unit 120 through a user input 
interface 160 that is coupled to the system bus 121, but may 
be connected by other interface and bus structures, Such as 
a parallel port, game port or a universal Serial bus (USB). A 
monitor 191 or other type of display device is also connected 
to the System buS 121 via an interface, Such as a video 
interface 190. In addition to the monitor, computers may 
also include other peripheral output devices Such as Speakers 
197 and printer 196, which may be connected through an 
output peripheral interface 195. 
0048. Further, the computer 110 may also include, as an 
input device, a camera 192 (Such as a digital/electronic still 
or Video camera, or film/photographic Scanner) capable of 
capturing a sequence of images 193. Further, while just one 
camera 192 is depicted, multiple cameras could be included 
as input devices to the computer 110. The use of multiple 
cameras provides the capability to capture multiple views of 
an image Simultaneously or Sequentially, to capture three 
dimensional or depth images, or to capture panoramic 
images of a Scene. The images 193 from the one or more 
cameras 192 are input into the computer 110 via an appro 
priate camera interface 194. This interface is connected to 
the system bus 121, thereby allowing the images 193 to be 
routed to and stored in the RAM 132, or any of the other 
aforementioned data Storage devices associated with the 
computer 110. However, it is noted that image data can be 
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input into the computer 110 from any of the aforementioned 
computer-readable media as well, without requiring the use 
of a camera 192. 

0049. The computer 110 may operate in a networked 
environment using logical connections to one or more 
remote computers, Such as a remote computer 180. The 
remote computer 180 may be a personal computer, a Server, 
a router, a network PC, a peer device or other common 
network node, and typically includes many or all of the 
elements described above relative to the computer 110, 
although only a memory Storage device 181 has been 
illustrated in FIG. 1. The logical connections depicted in 
FIG. 1 include a local area network (LAN) 171 and a wide 
area network (WAN) 173, but may also include other 
networkS. Such networking environments are commonplace 
in offices, enterprise-wide computer networks, intranets and 
the Internet. 

0050. When used in a LAN networking environment, the 
computer 110 is connected to the LAN 171 through a 
network interface or adapter 170. When used in a WAN 
networking environment, the computer 110 typically 
includes a modem 172 or other means for establishing 
communications over the WAN 173, Such as the Internet. 
The modem 172, which may be internal or external, may be 
connected to the System buS 121 via the user input interface 
160, or other appropriate mechanism. In a networked envi 
ronment, program modules depicted relative to the computer 
110, or portions thereof, may be stored in the remote 
memory Storage device. By way of example, and not limi 
tation, FIG. 1 illustrates remote application programs 185 as 
residing on memory device 181. It will be appreciated that 
the network connections shown are exemplary and other 
means of establishing a communications link between the 
computerS may be used. 

0051. The exemplary operating environment having now 
been discussed, the remaining part of this description will be 
devoted to a discussion of the program modules and proceSS 
embodying the present invention. The program modules 
asSociated with automatically learning and generating a 
reliable color-based tracking system will be described first in 
reference to the system diagram of FIG. 2. Then, the 
processes for automatically learning and generating a reli 
able color-based tracking system will be described with 
reference to the flow diagram of FIG. 3. 
0.052 System Overview: 
0.053 FIG. 2 is a general system diagram illustrating 
program modules used for learning a tracking System in 
accordance with the present System and process. In general, 
the System and proceSS according to the present invention 
uses the program modules illustrated in FIG. 2 to automati 
cally learn new color-based object models tailored to one or 
more Specific target objects, Such as, for example, Specific 
Spacecraft, aircraft, missiles, cars, electrical circuit compo 
nents, people, animals, faces, balls, rocks, plants, or any 
other object, during tracking operations. These tailored 
object models are then used in combination with a color 
based tracking function to locate and track objects through 
one or more Sequential images. 

0.054 Specifically, as illustrated in FIG. 2, the process is 
Started by using a sequential image generator module 210 to 
automatically provide one or more Sequential images of a 
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Scene within which tracking is desired to an initial image 
processing module 220 and a data collection module 230. 
These Sequential images may be either two dimensional or 
three-dimensional images, and are preferably captured using 
conventional methods, Such as, for example one or more Still 
or Video cameras. The Sequential image generator module 
210 preferably provides these Sequential imageS as a live 
input via a conventional image capture device connected to 
a computing device for implementing the present invention. 
However, the Sequential image generator module 210 may 
also provide Sequential images that have been previously 
recorded and Stored on computer readable media using 
conventional methods. These Stored Sequential images may 
then be processed at any convenient time in the same manner 
for as live images. Further, because the Sequential image 
generator module 210 provides images on an ongoing basis, 
for as long as tracking is desired, the program modules 
described herein continue to generate updated outputs, as 
described below, for as long as additional images are pro 
cessed. 

0055 Whether the images are live, or stored on computer 
readable media, the initial image-processing module 220 
processes each Sequential image and returns a State estimate 
over each image. This State estimate represents a probabi 
listic distribution of target object configurations within each 
image. The data collection module 230 processes the same 
imageS as the initial image-processing module 220, and 
returns observations regarding each image that are used by 
a learning module 240 in learning a color-based object 
model for use in a learned image-processing module 250. 
0056. The learning module 240 then processes the state 
estimates and observations using probability distribution 
functions (PDF) modeled using histograms to learn the final 
color-based object model. Other learning methods may also 
be employed by the learning module 240, including, for 
example, neural networks, Bayesian belief networks (BBN), 
discrimination functions, decision trees, expectation-maxi 
mization on mixtures of Guassians, probability distribution 
functions (PDF), and estimation through moment computa 
tion, etc. 
0057 The learning module 240 essentially determines 
the probabilistic relationships between the observations 
returned by the data collection module 230 and the state 
estimates returned by the initial image-processing module 
220. Next, the learning module 240 employs these proba 
bilistic relationships to automatically learn the color-based 
object model for use with a final color-based tracking System 
in the learned image-processing module 250. The learned 
image-processing module 250 is then used to process one or 
more Sequential images to return a State estimate over each 
image. Again, the State estimate represents probabilistic 
target object configurations within each image. 

0058 
0059. The initial image-processing module 220 prefer 
ably uses a conventional contour-based tracking System to 
probabilistically locate or track one or more target objects in 
an image or Scene. However, the initial image-processing 
module 220 may use one of any number of conventional 
tracking Systems. Such tracking Systems are typically com 
prised of a generic object model, having parameters that 
roughly represent an object for which tracking is desired, in 
combination with a tracking function. By way of example, 

Initial Image-Processing: 
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and not limitation, Such tracking functions may include 
contour-based, color-based, edge-based, shape-based, and 
motion-based tracking functions. In general, these object 
tracking Systems use the generic object model in combina 
tion with the tracking function, to probabilistically deter 
mine the configuration of at least one target object in one or 
more Sequential images. 
0060. The target object configuration typically represents 
not only the position of the target object, but the orientation 
and other parameters relevant to the geometrical configura 
tion of the target object Such as, for example, geometric 
descriptions of the articulation or deformation of non-rigid 
target objects. For example, a tracking function using face 
position and orientation information may collect data about 
eye color which might in turn be used to determine face 
position and orientation. The image pixels that would be 
examined for data acquisition will depend not only on the (x, 
y) or (x, y, z) position of the center of the face in a 
two-dimensional or three-dimensional image, respectively, 
but also upon the orientation of the face, Since a tilt or Shake 
of the head will change where the eyes are in the image, even 
with no change in the (x, y), or (x, y, z) coordinates of face 
position, per se. Thus, in this example, the data acquisition 
function would collect data over the entire range of possible 
target configurations, that is, for (x, y, rX, ry, rz), or (x, y, z, 
rX, ry, rz) where rX, ry, and rZ represent orientation infor 
mation representing rotation of the head in the X, y, and 
Z-axes. In another example, a tracking function using body 
position and orientation information may collect data about 
the hand color of the body which in turn might be used to 
determine hand position and orientation. In this example, in 
addition to the position and orientation of the torSo, other 
relevant configuration information would also include the 
angular parameters associated with the shoulders, elbows, 
and wrists, to fully specify the location of the hands. Once 
the location of the hands has been determined, image pixels 
representing hand color may be sampled. However, it is also 
possible for the Space of target configurations to be the same 
as the range of target positions in the image, depending upon 
the Specific target object, and the parameters of the tracking 
function. In other words, orientation information is not 
always required. 
0061 Specifically, the initial image-processing module 
220 preferably includes an initial contour-based tracking 
function for locating and tracking target objects Such as 
human faces. This contour-based tracking function accepts 
the parameters defining a contour-based object model of an 
expected target object, in combination with one or more 
Sequential imageS provided by the Sequential image genera 
tor module 210. For example, human faces are roughly 
elliptical. Consequently, in detecting human faces, the initial 
contour-based tracking function uses adjacent frame differ 
encing to detect moving edges in Sequential images, then 
continues by using contour tracking to track the most Salient 
ellipse or ellipses by comparing the detected edges to 
elliptical contours in the contour-based object model of a 
generic face. This conventional technique returns a State 
estimate over each image, detailing the probable configura 
tions of one or more faces in the image. 
0062) The state estimate is a probability distribution over 
the range of configurations of the target object wherein 
higher probabilities denote a greater likelihood of target 
object configuration. Multiple targets may be handled by 
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assigning a separate tracking System to each target (where, 
for example, each tracking may focus on a single local peak 
in the probability distribution), or by allowing separate 
tracking functions to generate a different probability distri 
bution per image, based on distinct characteristics of each of 
the targets. In the case where multiple target objects are 
probabilistically identified by the initial image-processing 
module 220, individual object models are learned for each 
target object by individually processing each target object as 
described herein for the case of a single target object. 
Alternatively, a Single model representing all identified 
target objects may be learned, again, as described herein for 
the case of a Single target object. The State estimate output 
by the initial image-processing module 220 is provided to 
the learning module 240 for use in learning an object model 
tailored to one or more Specific target objects as described in 
detail below. In addition, this State estimate may also be 
provided to the data collection module 230 for use in 
refining the image observations gathered by the data collec 
tion module. 

0063) Data Collection: 
0064. The data collection module 230 includes a data 
acquisition function that gathers observations or data about 
each of the imageS processed by the initial image-processing 
module 220. These observations are relevant to parameters 
desired for the learned object model, and may include 
information Such as, for example, the color, Shape, or size of 
a tracked object. The specific information returned as obser 
Vations depend on the parameters necessary to Support a 
known final tracking function. In other words, the data 
collection module 230 is specifically designed to collect 
observations relevant to the parameters required by the 
tracking function with which the learned object model will 
be used. Further, in one embodiment, these observations are 
asSociated with a measure of confidence that represents the 
belief that the observation is valid. Further, this measure of 
confidence may be used to weight the observations. 

0065 Typically, the data collection module 230 collects 
data for the entire Space of possible target configurations. 
Thus, because the final tracking function uses a color-based 
tracking method, the data collection module 230 is designed 
to return observations of pixel color throughout the entirety 
of each image. However, in alternate embodiments, the area 
over which observations are gathered is limited. Limiting 
the area over which observations are gathered tends to 
reduce processing time, and may increase overall System 
accuracy by providing data of increased relevancy in com 
parison to collecting observations over the entire image. For 
example, where data is gathered in only those areas where 
there is a higher probability of target object configuration, 
the color observations are more likely to be taken from the 
actual target object. 

0066 Consequently, in one embodiment, the data collec 
tion module 230 uses the state estimate generated by the 
initial image-processing module 220 Such that observations 
are made regarding only those portions of each image 
having a predefined minimum threshold probability indicat 
ing the probable location of a target object. In a further 
embodiment, the data collection module 230 can restrict 
data collection to only those regions of the target configu 
ration Space which are likely to contain the target based on, 
for example, dynamic prediction of target object configura 
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tion. Other methods for limiting the range over which the 
data collection module 230 operates are also feasible. These 
methods include, but are not limited to, use of prior prob 
abilities on expected configurations (which will restrict data 
collection to only those configurations which are deemed 
more likely to occur in practice), restrictions placed by other 
Sensing modalities (for example, in the case of person/face 
tracking, audio information generated by a microphone 
array may be used to restrict the likely places where a perSon 
can be), constraints placed by other tracked objects in the 
Scene (if one target occupies a particular configuration, it 
eliminates the possibility that other targets are in the imme 
diate vicinity of the configuration space), etc. Regardless of 
which embodiment is implemented, the observations are 
then provided to the learning module 240. 
0067 For example, because the initial image-processing 
module 220 preferably trackStarget objects using a contour 
based tracking function, and the final tracking function 
tracks target objects based on detection of target object 
color, the data collection module 230 is designed to return 
observations of red-green-blue (RGB) color information in 
particular regions of target objects located by the initial 
image-processing module 220. However, color observations 
are not restricted to RGB space-other possibilities include, 
but are not limited to, normalized RGB, YUV. YIQ, HSV, 
HSI, or any other conventional color Spaces. In other words, 
the data collection module 230 preferably samples specific 
areas of each image with respect to the State estimate and 
returns probable Surface colors for the target object. For 
example, a preferred method for collecting observations is 
for the data collection module 230 to observe or sample the 
color values of each of a group of image pixels from an area 
around the centroid of a probable target object. 
0068. Many other methods for observing the color of 
Specific pixels within the area of the target object may be 
used. For example, in an alternate embodiment of the data 
collection module 230, the color value of a single image 
pixel at the centroid of a probable target object is used in 
collecting observations. While this method produces accept 
able results, it tends to be less accurate than the preferred 
method, as bias can be introduced into the learned color 
based object model. For example, in tracking human faces, 
the Single pixel chosen might represent hair or eye color as 
opposed to skin color. Because hair or eye color typically 
represent Small fractions of the total Surface area of a human 
face, the learned color based model will tend to be less 
accurate than where the pixel chosen actually represents skin 
color. 

0069. In another embodiment of the data collection mod 
ule 230, the color value of one or more image pixels at a 
random location within a predefined radius around the 
centroid of probable target objects may be used in collecting 
observations. While this method also produces acceptable 
results, it also tends to be less accurate than the preferred 
method. Finally, in a further embodiment of the data acqui 
Sition function, a weighted average of the color values of a 
group of pixels within the area of the probable target object 
may also be returned as an observation. Again, while this 
method also produces acceptable results, it also tends to be 
less accurate than the preferred method. 
0070 Learning: 
0071. The learning module 240 preferably uses PDF 
estimation using histograms to learn and output a color 
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based object model. However, any of the aforementioned 
learning methods may be employed by the learning module 
240 to learn and output the color-based object model. In 
general, the learning module 240 learns the color-based 
object model by determining probabilistic relationships 
between the State estimates generated by the initial image 
processing module 220 and the observations generated by 
the data collection module 230. The color-based object 
model learned by the learning module 240 is comprised of 
the parameters required by the color-based tracking function 
used in the learned image-processing module 250. 
0072 Further, the learning module 240 may also employ 
a preliminary object model as a probabilistic baseline to 
assist in learning the color-based object model. This pre 
liminary object model is a tentative object model comprised 
of generic parameters that roughly represent an expected 
target object. The preliminary object model may be a com 
plete or a partial model, or may initially be blank. One 
example of a partial object model, with respect to head or 
face tracking, is the back of the head, which is typically a 
relatively featureleSS elliptical shape having a relatively 
uniform color. The learning module 240 combines this 
partial model with information learned about the Sides and 
front of the head, based on data input to the learning module 
from the initial image-processing module 220 and the data 
collection module 230, to automatically generate the learned 
color-based object model. 
0073. Before the learning module 240 learns and outputs 
the color-based object model, both the initial image-pro 
cessing module 220 and the data collection module 230 
preferably process a predetermined number of images as 
described above. The number of images that must be pro 
cessed before the learning module 240 may output the 
color-based object model is dependent upon the form of the 
initial tracking function. For example, where the aforemen 
tioned contour-based tracking function is used for the initial 
tracking function, the learning module 240 is capable of 
learning and outputting the color-based object model after a 
Single image has been processed, although model quality is 
improved with more data from additional images. Using 
other initial tracking functions, as described above, may 
require processing of different numbers of images before the 
learning module 240 has Sufficient data to output a learned 
color-based object model. For example, where a motion 
based tracking function is used in the initial image-process 
ing module 220, at least two Sequential images will likely 
need to be processed by the initial image-processing module 
and the data collection module 230 before the learning 
module 240 can output a learned object model. However, 
where the tracking function used in the initial image 
processing module 220 uses color or edge-based detection 
techniques, the learning module 240 can output a learned 
object model after a Single image has been processed. 
0074 AS stated previously, the learning module 240 
includes a learning function. This learning function uses 
automated methods to identify variable probabilistic depen 
dencies between the State estimates, observations, and pre 
liminary object model, if used, to discover new structures for 
a probabilistic model that is more ideal in that it better 
explains the data input to the learning function. Conse 
quently, the learning module 240"learns” the probabilistic 
model best fitting all available data. The learning module 
240 then uses this probabilistic model to output the learned 
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color-based object model. The variable probabilistic depen 
dencies identified by the learning function, and thus the 
learned color-based object model, both tend to become more 
accurate as more information is provided to the learning 
function. Consequently, the learned color-based object 
model may be considered to be dynamic, as the learning 
module 240 can continue to learn and update the learned 
color-based object model over time as more images are 
processed. 

0075. In learning the final model, the conditional prob 
ability of an observed variable, U, is determined with respect 
to a body of data, D=(D, . . . D), and the preliminary 
object model, p, if used. D, represents the body of data that 
includes the target object configuration information gener 
ated by the initial image-processing module 220 and the 
observations collected by the data acquisition module 230. 
Thus, the conditional probability of U is represented by 
p(UD(p). This conditional probability, p(UD,(p), can be 
determined if p(OD(p) is known, where 0 represents the 
learned model. Consequently, the final model can be com 
puted by Bayes Rule: 

Equation 1 
p(6 D, (b) = C 

0.076 where the marginal likelihood, p(D|p), is given by: 

0.077 p(UD.(p) is then computed by marginalizing over 0 
as follows 

Equation 2 

0078. In general, neither the posterior in Equation 1, nor 
the integral in Equation 3 are easy to compute, Since the 
expressions for p(D|0,(p) and p(0p) can be arbitrarily com 
plex. Fortunately, there are approximations to Simplify the 
analysis. Consequently, U is discretized, and it is assumed 
that the distributions can be captured by conjugate distribu 
tions which provide tractable analytical Solutions under 
certain assumptions about the models. 

Equation 3 

0079 Thus, the observed variable, U, is discretized such 
that it can assume any of r possible values, u, . . . , u. 
Further, it is assumed that the final model parameters are 
given by 0={0,..., 0.}, with 020, and X"-0=1, and that 
the likelihood function for U is given by 

0080 for k=1,. . . . , r. Consequently, any PDF may be 
represented to arbitrary precision by varying r. 

0081. If the data, D, can be reduced to n independent 
observations of U, the process of observation is a multino 
mial Sampling, where a Sufficient Statistic is the number of 
occurrences of each 0 in D. Consequently, one observation 
per frame is chosen as follows: For each D, the pixel at Z. 
is chosen, where Z maps target States to observations, and 
x'=arg max, p'(x), where X represents the target object 
configuration. Next, N is Set equal to the total number of 
occurrences of 0 in the data (N=XN), then 

Equation 4 
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r Equation 5 W p(D, 10, b) = 0 
k=1 

0082) What then remains is a determination of the form 
of the prior, p(0.cp). Dirichlet distributions, which when used 
as a prior for this example, have Several convenient prop 
erties. Among them are the fact that (1) a Dirichlet prior 
ensures a Dirichlet posterior distribution, and (2) there is a 
simple form for estimating p(UD.(b). The Dirichlet distri 
bution is as follows: 

p(6 (i) = Dir(6 a1, ..., d) 

T(a) (k -l 

Equation 6 

Equation 7 

0083 where C is a “hyperparameter” for the prior, with 
C>0, C=X"-C, and T() is the Gamma function. 
0084. Properly, a Dirichlet distribution is a unimodal 
distribution on an (r-1)-dimensional simplex. When used to 
represent a distribution of a single variable with r bins, it can 
be interpreted as a distribution of distributions. In the present 
case, it is used to model the distribution of possible distri 
butions of U, where p(U=uD,(p) is the expected probability 
of u integrated over 0 (Equation 9). 
0085. As distributions of distributions, Dirichlet distribu 
tions contain more information than a single PDF alone. For 
example, a Beta distribution of C. =O for a PDF also 
provides information about the confidence in that PDF. 
Specifically, as C=C+C increases, the confidence in the 
expected PDF increases as well. 
0086 Consequently, with the aforementioned prior, the 
posterior becomes 

p(0D,0)=Dir(0C+N. . . . , C,+N), Equation 8 
0087 and the probability distribution for U is 

+ N Eduation 9 pU, -u, ID, ) = (ope D, d0=2... " 

0088. The consequence of the discretization of 0 and the 
assumption of the Dirichlet prior is the simple form of 
Equation 9. Effectively, it is only necessary to count the 
number of Samples in the data for each bin of the histogram. 
Further, if C=1 for all k (a flat, low-information prior, which 
is used in the following example), then the probability of 
observing us is (N+1)/(N--r), which asymptotically 
approaches the fraction that u is observed in the data. In 
addition, as the number of observations increases, the effect 
of the prior diminishes; in the limit, the influence of the prior 
Vanishes. Consequently, this is a particularly intuitive form 
for expressing prior probabilistic beliefs. The relative Sense 
for how often each of the us occurs is decided by the relative 
values of C, and the confidence in the belief in the prior is 
determined by their Sum, C. 
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0089 For example, in accordance with the preceding 
discussion, the learning function receives the color value 
observations of the target object returned by the data col 
lection module 230. These color value observations are 
represented by the variable U which is discretized such that 
it can assume any of r possible values, u, . . . , u. A 
normalized histogram, having r bins, representing a prob 
ability distribution function (PDF) of the observed variable 
U is then generated by the learning function. This target 
object PDF may be represented to an arbitrary level of 
precision by varying r. Thus, increasing the value of r, Serves 
to increase the granularity of the histogram. Consequently, 
increasing the value of r improves the accuracy of the 
histogram in representing the color range of the image. In a 
tested embodiment using an RGB color Space, a target object 
PDF having 32 bins (32,768 bins) was found to adequately 
represent the range of colors in a Sequence of images, where 
each of the RGB color channels was quantized into 32 
discrete values. 

0090 The received color values are dumped into their 
corresponding histogram bins, effectively providing a run 
ning tally of the number of times a particular color value is 
observed during data acquisition. Further, in one embodi 
ment, each tally is weighted by a number that is proportional 
to its confidence measure, which may be provided by the 
data collection module 230, as described above. 

0.091 Further, the histogram representing the target 
object PDF may be represented using a Dirichlet distribution 
that, in effect, keeps a current count for each bin of the 
histogram while also providing a measure of confidence in 
the target object PDF. 
0092. The target object PDF is statistically nonparametric 
in the Sense that, although the histogram is modeled by a 
finite number of parameters equal to the number of histo 
gram bins, these bins may be considered to be discrete 
approximations to elements of a nonparametric function 
Space. In other words, the histogram bins of the target object 
PDF each represent discrete approximations of color over 
the nonparametric range of colors in the image. 

0.093 Similarly, in one embodiment, the learning func 
tion also computes a “background” PDF of the color values 
for each pixel in the entire image. The background PDF 
histogram is also represented using a Dirichlet distribution 
as described above. In the Simplest case, the background 
PDF is flat, indicating that all colors are equally likely to 
occur in the background. Ideally, one or more "Snapshots” or 
images of an area are taken at a point in time when there are 
no target objects in the area. This “clean' background image 
is then used for generating the background PDF. Alternately, 
the background PDF may be computed by observing the 
color values of those pixels in areas of the image not having 
a State estimate, as described above, indicating a probable 
target object. Further, the background PDF may be com 
puted from the entire image, even if it contains target 
objects. However, while use of an image containing target 
objects to produce the background PDF may produce 
acceptable results, discriminability between target object 
image pixels and non-target object image pixels is 
decreased, thereby reducing overall tracking System perfor 
mance. In the absence of an explicit background model, one 
can use a flat, normalized histogram in which every color 
value is equally likely. 
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0094) Further, as discussed above, the preliminary object 
model may also be used by the learning function as a 
baseline to assist in learning the color-based object model. 
Because both the target object PDF and background PDF 
color ranges are represented by histograms, the preliminary 
object model is also provided as a PDF represented by a 
histogram. The preliminary object model PDF is used to bias 
or weight either or both the background PDF histogram and 
the target object PDF histogram. In other words, the value in 
each bin of the preliminary object PDF histogram is added 
to the corresponding bin in either or both the background 
PDF histogram, and the target object PDF histogram. The 
effect of this bias is that colors believed to most likely 
represent either the target object, or the background, are 
given a larger weight. For example, in tracking human faces, 
colorS Such as blue and green do not likely correspond to 
skin color, while colorS Such as pink and tan likely do 
correspond to skin color. Consequently, in tracking human 
faces, a preliminary object PDF histogram can be designed 
that provides additional weight for blue and green in the 
background PDF, and/or additional weight for pink and tan 
in the target object PDF. The preliminary object PDF his 
togram is also represented using a Dirichlet distribution as 
described above. 

0095 Next, the learning function weights or scales the 
target object PDF histogram and the background PDF his 
togram in accordance with each of their expected areas in the 
image. This corresponds to the application of a Bayesian 
decision criterion to determine whether a given pixel is more 
likely to be part of the modeled target or part of the 
background. For example, where the background represents 
90 percent of the total image area, and the target object or 
face represents 10 percent of the total image area, the 
background PDF is multiplied by 0.9, while the target object 
PDF is multiplied by 0.1. The learning function then per 
forms a bin-by-bin comparison between the weighted back 
ground PDF histogram and the weighted target object PDF 
histogram. Those bins in the target object PDF histogram 
having Scaled values greater than the corresponding bins in 
the background PDF histogram are considered to represent 
target object color. Conversely, those bins in the background 
PDF histogram having Scaled values greater than the corre 
sponding bins in the target object PDF histogram are con 
sidered to represent background color. Further, a measure of 
confidence as to whether particular color ranges belong to 
either the target object or to the background may be asso 
ciated with each of the color ranges by computing the 
magnitude of the difference between the compared bins. The 
learning function then uses this information to output the 
learned color-based object model. 
0096 Learned Image-Processing: 
0097. In general, the learned image-processing module 
250 accepts the parameters defining the learned object 
model, in combination with one or more Sequential images 
from the Sequential image generator module 210. The 
learned image-processing module 250 may either reprocess 
the same temporal Sequence of images originally processed 
by the initial image processing module 220, or alternately, 
may process Sequential images Subsequent to those pro 
cessed by the initial image processing module. In either 
case, the learned image-processing module 250 outputs 
either a final State estimate for each image, or simply target 
object position information with respect to each image. 
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0.098 As with the state estimate output by the initial 
image-processing module 220, the final State estimate is a 
probability distribution over the entire range of target con 
figurations wherein higher probabilities denote a greater 
likelihood of target object configuration. Again, multiple 
targets may be handled by assigning a separate tracking 
System to each target (where, for example, each tracking 
may focus on a Single local peak in the probability distri 
bution), or by allowing separate tracking functions to gen 
erate a different probability distribution per image, based on 
distinct characteristics of each of the targets. AS discussed 
above, the learned object model increases in accuracy as the 
learning module 240 better learns the conditional probabi 
listic relationships between the data elements provided to the 
learning module. Consequently, the accuracy of the State 
estimate or probabilistic configuration information output by 
the learned image-processing module 250 can increase over 
time as the accuracy of the learned object model increases. 
0099. The learned image-processing module 250 prefer 
ably uses a color-based tracking function in combination 
with the learned color-based object model to probabilisti 
cally locate or track one or more target objects in an image 
or Scene. AS with the initial image-processing module 220, 
the learned image-processing module 250 includes an object 
model and a tracking function. However, one primary dif 
ference between the initial image-processing module 220 
and the learned image-processing module 250 is that while 
the initial image-processing module uses a generic object 
model, the learned image-processing module uses the 
learned color-based object model automatically generated 
by the learning module 240. Consequently, the learned 
image-processing module 250 is inherently more accurate 
than the initial image-processing module 220. 
0100 Specifically, the color-based tracking function 
accepts the parameters defining the learned color-based 
object model, in combination with one or more Sequential 
images and outputs either a State estimate for each image, or 
Simply target object position information with respect to 
each image. AS described above, the color-based object 
model contains the information about which color ranges are 
Specific to target objects, and which color ranges are specific 
to the background. Consequently, the color-based tracking 
function can simply examine every pixel in the image and 
assign it a probability, based on the measure of confidence 
asSociated with each color range, that it either belongs to a 
target object or to the background. These probabilities are 
then used to output either the State estimate for each image, 
or target position information for each image. 
0101 Operation: 
0102) The above-described program modules are 
employed to learn to reliably track target objects in one or 
more Sequential images by automatically learning a color 
based object model for a color-based tracking System using 
the exemplary process that will now be described. This 
process is depicted in the flow diagram of FIG.3 as a series 
of actions that illustrates an exemplary method for imple 
menting the present invention. 
0103) The process is started by providing a temporal 
Sequence of at least one image 310 to the initial tracking 
function 322. The initial tracking function 322 operates in 
combination with the initial object model 324, as described 
above, to probabilistically locate one or more target objects 
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within each image by generating a target State estimate 326. 
The same Sequence of imageS 310 is also provided to the 
data acquisition function 332. The data acquisition function 
332 then generates color observations for each image that 
are relevant to the parameters used in learning the learned 
color-based object model 352. The target state estimate 326, 
and the image observations 334 are then provided to the 
learning function 340. 
0.104) Next, the learning function 340 uses any of the 
aforementioned learning methods to learn probabilistic 
dependencies between the target State estimate 326 and the 
image observations 334. Further, in one embodiment, the 
preliminary object model 342 is also provided to the learn 
ing function 340 to allow the learning function to better learn 
the probabilistic data dependencies between the target State 
estimate 326 and the image observations 334 as described 
above. The learning function 340 then uses these probabi 
listic data dependencies to automatically learn the color 
based object model 352. This learned color-based object 
model 352 is then provided to the final tracking function 354 
for use in tracking target objects. 
0105 Finally, once the learning function 340 has pro 
vided the learned object model 352 to the final tracking 
function 354, the final tracking function begins to process 
sequential images 310 to provide a target state estimate 356 
for each Sequential image. AS previously discussed, this 
Sequence of images 310 may be either the same imageS as 
those already processed by the initial tracking function 322, 
or they may be Subsequent to the imageS previously pro 
cessed by the initial tracking function. This final tracking 
process is continued for as long as it is desired to locate and 
track targets in images. 
0106 Additional Embodiments: 
0107 AS described above, the learned color-based object 
model 352 is comprised of the parameters required by the 
final tracking function 354. Consequently, the primary use 
for the learned object model 352 is to provide parameters to 
the final tracking function 354 for use in processing one or 
more Sequential images. However, the learned object model 
352 may also be used in several additional embodiments to 
improve overall tracking System accuracy. These additional 
embodiments are illustrated in FIG. 3 using dashed lines. 
0.108 Specifically, in one embodiment, the learned color 
based object model 352 is iteratively fed back into the 
learning function 340 in place of the preliminary object 
model 342 to provide a positive feedback for weighting 
colors most likely to belong to either target object or 
background pixels in each image. Similarly, in the embodi 
ment where the preliminary object model 342 is not used, 
the learned color-based object model 352 is also iteratively 
provided to the learning function 340. Essentially, in either 
case, this iterative feedback process allows the current 
learned color-based object model 352 to be fed back into the 
learning function 340 as Soon as it is learned. The learning 
function 340 then continues to learn and output a color 
based model which evolves over time as more information 
is provided to the learning function. Consequently, over 
time, iterative feedback of the current learned color-based 
model 352 into the learning function 340 serves to allow the 
learning function to learn an increasingly accurate color 
based object model. This improvement in accuracy is 
achieved because the learning function 340 is effectively 
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provided with a better probabilistic baseline from which to 
begin learning the color-based object model 352. This 
increasingly accurate learned color-based object model 352 
in turn allows the final tracking function 354 to generate 
increasingly accurate target State estimates 356. 
0109. In a further embodiment, the learned color-based 
object model 352 is used to iteratively replace the initial 
contour-based object model 324, while the final color-based 
tracking function 354 is used to replace the initial contour 
based tracking function 322. In this manner, the accuracy of 
the target State estimate 326 generated by the initial tracking 
function 322 and thus the accuracy of the learning function 
340 are improved. Consequently, the more accurate target 
State estimate 326, in combination with the more accurate 
learning function 340, again allows the learning function to 
learn an increasingly accurate learned object model 352. 
Again this increasingly accurate learned object model 352 in 
turn allows the final tracking function 354 to generate 
increasingly accurate target State estimates 356. 
0110. In another embodiment, the two embodiments 
described above may be combined to iteratively replace both 
the initial contour-based object model 324 and the generic 
preliminary object model 342 with the learned color-based 
object model 352, while also replacing the initial contour 
based tracking function 322 with the color-based tracking 
function 354. In this manner, both the accuracy of the state 
estimate 326 generated by the initial contour-based tracking 
function 322 and the accuracy of the learning function 340 
are improved. Consequently, the more accurate State esti 
mate 326, in combination with the improved accuracy of the 
learning function 340, again allows the learning function to 
learn an increasingly accurate color-based object model 352. 
Again this increasingly accurate learned color-based object 
model 352 in turn allows the final tracking function 354 to 
generate increasingly accurate target State estimates 356. 
0111. In a further embodiment of the present invention, 
the process described above for learning the final color 
based object model 352 may be generalized to include 
learning of any number of Subsequent learned object models 
352. For example, the learned color-based object model 352 
and final color-based tracking function 354 described above 
may be used as an initial Starting point in combination with 
a Subsequent data acquisition function and a Subsequent 
learning function to learn a Subsequent object model for use 
with a Subsequent tracking function which may be either 
identical to or distinct from the final color-based tracking 
function 354. Clearly, this process may be repeated for as 
many levels as desired to generate a Sequence of increas 
ingly accurate tracking Systems based on increasingly accu 
rate learned object models. 
0112 The foregoing description of the invention has been 
presented for the purposes of illustration and description. It 
is not intended to be exhaustive or to limit the invention to 
the precise form disclosed. Many modifications and varia 
tions are possible in light of the above teaching. It is 
intended that the scope of the invention be limited not by this 
detailed description, but rather by the claims appended 
hereto. 
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1. A System for tracking at least one object in at least one 
Sequential image, comprising: 

a general purpose computing device; and 
a computer program comprising program modules 

executable by the computing device, wherein the com 
puting device is directed by the program modules of the 
computer program to: 

(a) generate a state estimate defining probabilistic con 
figurations of each object for each Sequential image; 

(b) generate observations of pixel color for each 
Sequential image; 

(c) automatically learn a color-based object model 
using the State estimate and the observations, and 
without using any of known and predefined object 
contours, and 

(d) automatically track each object using the learned 
color-based model with a color-based tracking func 
tion. 

2. The System of claim 1 wherein generating the State 
estimate comprises determining the probabilistic configura 
tions of each object using an initial image processing 
program module. 

3. The system of claim 2 wherein the initial image 
processing program module employs a tracking System 
comprising a tracking function in combination with an 
object model for probabilistically detecting object configu 
ration information. 

4. The system of claim 2 wherein the initial image 
processing program module employs a contour-based track 
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ing function in combination with a contour-based object 
model for probabilistically detecting object configuration 
information. 

5. The System of claim 1 wherein generating the obser 
Vations of pixel color comprises collecting pixel color 
information over the entirety of each image. 

6. The System of claim 1 wherein generating the obser 
Vations of pixel color comprises collecting pixel color 
information over Specific portions of each image. 

7. The system of claim 6 wherein the program module for 
generating the observations of pixel color employs the State 
estimate to identify Specific relevant regions of each image 
over which pixel color information will be collected. 

8. The System of claim 1 wherein generating the obser 
Vations of pixel color comprises automatically generating a 
first probability distribution function modeled using a first 
histogram to represent a range of observed pixel colors. 

9. The system of claim 8 wherein the histogram is 
represented by a Dirichlet function. 

10. The system of claim 8 wherein the program module 
for automatically learning the color-based object model 
automatically computes a Second probability distribution 
function modeled using a Second histogram to represent a 
background for each image. 

11. The system of claim 10 where a preliminary color 
based model represented by a third probability distribution 
function modeled using a third histogram is used to weight 
the first and Second histograms. 

12. The System of claim 10 wherein the first and Second 
histograms are automatically weighted in relation to the 
expected relative areas of object and non-object areas, 
respectively, within each image. 

13. The system of claim 10 wherein automatically learn 
ing the color-based object model comprises performing a 
bin-by-bin comparison between the first histogram and the 
Second histogram. 

14. The system of claim 13 wherein bins in the first 
histogram having values exceeding corresponding bins in 
the Second histogram correspond to those color ranges 
representing the learned color-based object model. 

15. A computer-implemented process for generating a 
color-based object model, comprising: 

generating a State estimate defining probabilistic States of 
an object for each of at least one Sequential images, 

generating observations of pixel color for each Sequential 
image; and 

automatically learning the color-based object model using 
the State estimates and the observations and without 
using any of known and predefined object contours. 

16. The computer-implemented process of claim 15, fur 
ther comprising using the learned color-based object model 
in a tracking System for identifying a configuration at least 
one target object in each Sequential image. 

17. The computer-implemented process of claim 15 
wherein a confidence measure is associated with the obser 
Vations of pixel color. 

18. The computer-implemented process of claim 17 
wherein the observations of pixel color are weighted in 
proportion to the confidence measure. 

19. The computer-implemented process of claim 15 
wherein the observations of pixel color are collected for 
each entire image. 
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20. The computer-implemented process of claim 15 
wherein observations of pixel color are collected over Spe 
cific portions of each image wherein the State estimate has 
a probability greater than a minimum threshold level. 

21. The computer-implemented process of claim 15 
wherein the observations of pixel color are represented by a 
first probability distribution function modeled using a first 
histogram. 

22. The computer-implemented process of claim 21 fur 
ther comprising a background image for probabilistically 
representing a known fixed State relative to each image, and 
wherein the background image is represented by a Second 
probability distribution function modeled using a Second 
histogram. 

23. The computer-implemented process of claim 22 fur 
ther comprising a preliminary color-based model for roughly 
representing each target object, and wherein the preliminary 
color-based model is represented by a third probability 
distribution function modeled using a third histogram. 

24. The computer-implemented process of claim 23 
wherein the first and Second histograms are Scaled in relation 
to expected relative areas of object and non-object areas, 
respectively, within each image. 

25. The computer-implemented process of claim 24 
wherein the first and Second histogram are weighted in 
relation to the third histogram. 

26. The computer-implemented process of claim 24 
wherein the Second histogram is Subtracted from the first 
histogram via a bin-by-bin comparison between the first and 
Second histogram. 

27. The computer-implemented process of claim 26 
wherein the Subtraction yields a fourth histogram for repre 
Senting the learned color-based object model. 

28. The computer-implemented process of claim 15 
wherein generating the State estimate comprises processing 
each image with an initial object model and an initial 
tracking function. 

29. The computer-implemented process of claim 28 
wherein the initial object model is iteratively replaced with 
the learned color-based object model and the initial tracking 
function is replaced with a color-based tracking function to 
improve the accuracy of the learned color-based object 
model. 

30. The computer-implemented process of claim 23 
wherein the preliminary color-based model is iteratively 
replaced with the learned color-based object model to 
improve the accuracy of the learned color-based object 
model. 

31. The computer-implemented process of claim 30 
wherein generating the State estimate comprises processing 
each image with an initial object model and an initial 
tracking function. 

32. The computer-implemented process of claim 31 
wherein the initial object model is iteratively replaced with 
the learned color-based object model and the initial tracking 
function is replaced with a color-based tracking function to 
improve the accuracy of the learned color-based object 
model. 

33. The computer-implemented process of claim 15 fur 
ther comprising a process for gathering the Sequential 
images. 

34. A computer-readable memory for identifying the 
configuration of objects of interest in a Scene, comprising: 
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a computer-readable Storage medium; and 
a computer program comprising program modules Stored 

in the Storage medium, wherein the Storage medium is 
So configured by the computer program that it causes 
the computer to, 
generate an initial configuration estimate for objects of 

interest within the Scene, 
identify pixel color information within the scene that is 

relevant to a learned color-based object model, 
automatically learn the color-based object model by 

determining probabilistic relationships between the 
initial configuration estimates and the pixel color 
information without using any of known and pre 
defined object contours, and, 

generate a final configuration estimate for objects of 
interest in the Scene by using the color-based object 
model in combination with a color-based tracking 
function. 

35. The computer-readable memory of claim 34 wherein 
the program module for generating the initial configuration 
estimate further includes an initial object model and an 
initial tracking function, and wherein the initial object model 
is comprised of parameters used by the initial tracking 
function for determining the configuration of objects within 
the Scene. 

36. The computer-readable memory of claim 35 wherein 
the pixel color information is represented using a probability 
distribution function modeled by a first Dirichlet function. 

37. The computer-readable memory of claim 36 further 
comprising a background image representing the Scene, and 
wherein the background image is represented using a prob 
ability distribution function modeled by a second Dirichlet 
function. 
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38. The computer-readable memory of claim 37 wherein 
the program module for automatically learning the color 
based object model further includes a preliminary color 
based object model represented by a third Dirichlet for 
establishing a probabilistic baseline to assist in learning the 
learned color-based object model. 

39. The computer readable memory of claim 37 wherein 
the program module for automatically learning the color 
based object model automatically Scales the first and Second 
Dirichlet functions based on expected areas of objects of 
interest in the Scene relative to areas of the Scene not 
expected to contain objects of interest. 

40. The computer readable memory of claim 38 wherein 
the program module for automatically learning the color 
based object model automatically uses the third Dirichlet 
function to weight the first and second Dirichlet functions. 

41. The computer readable memory of claim 39 wherein 
the program module for automatically learning the color 
based object model automatically determines the difference 
between the first and Second Dirichlet functions to generate 
the learned color-based object model. 

42. The computer readable memory of claim 40 wherein 
the program module for automatically learning the color 
based object model automatically determines the difference 
between the first and Second Dirichlet functions to generate 
the learned color-based object model. 

43. The computer-readable memory of claim 41 wherein 
the learned color-based object model is represented using a 
probability distribution function modeled by a fourth 
Dirichlet function. 

44-47. (Cancelled) 


