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(57) Abstract: Methods, devices, systems and computer pro-
grams facilitate presentation of a second content in synchron-
ization with a first content. In one method, at least a portion
of a first content that is being presented by a first device is
received at a second device. The first content includes sub-
stantially imperceptible watermarks that are embedded in one
or more components of the first content. A first watermark
detection result is obtained by performing a watermark detec-
tion operation. Additionally, a second watermark detection
result associated with the first content is received at the
second device from a device other than the second device.
The first watermark detection result and the second water-
mark detection result are augmented to obtain a combined
watermark detection result, and the combined detection res-
ult is used to enable presentation of a second content in syn-
chronization with the first content.
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MULTIMEDIA PRESENTATION TRACKING IN
NETWORKED ENVIRONMENT

CROSS REFERENCE TO RELATED APPLICATIONS

[8061] This patent document claims the benefit of priority of U.S. Provisional Patent
Application No. 61/780,088, filed on March 13, 2013, The entire content of the betfore-
mentioned provisional patent application 1s ncorporated by reference as part of the disclosure

of this application.

FIELD OF INVENTION

3062} The present application relates to multimedia presentation and in particular to
methods, devices, systems and computer program products that facilitate tracking of

multimedia content and presentation of additional content.

BACKGROUND

16663} The use and presentation of multimedia content on a variety of mobile and fixed
platforms have rapidly proliferated. By taking advantage of storage paradigms, such as
cloud-based storage mfrastructures, redoced form factor of media players, and high-speed
wireless network capabilitics, users can readily access and consume multimedia content
regardless of the physical location of the users or the multimedia content. A multimedia
content, such as an audiovisual content, often consists of a series of related images which,
when shown in succession, iropart an impression of motion, together with accompanying
sounds, ifany. Such a content can be accessed from various sources nclading local storage
such as hard drives or optical disks, remote storage sach as Internet sites or cable/satellite
distribution servers, over-the-air broadcast channels, etc. In some scenarios, such a
multimedia content, or portions thereof, may contain only one type of content, including, but
not Hmited to, a still image, a video sequence and an audio clip, while in other scenarios, the

multimedia contentd, or portions thercof, may contain two or more types of content.

SUMMARY OF SELECTED EMBODIMENTS

18804} The disclosed embodiments facilitate the presentation of a second content in

synchronization with a first content and further relate to tracking the timeline of the content
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presentation. One aspect of the present application related to 3 method that includes
recetving, at a second device, where at least a portion of a first content is being presented by a
first deviee, and the first content includes substantially imperceptible watermarks that are
embedded in one or mors components of the first content. The method further inchides
performing watermark detection operations to obiain a first watermark detection resuly,
receiving, at the second devige, a second watermark detection result associated with the first
content from a device other than the second device, and augmenting the fivst watermark
detection result and the second watermark detection result to obtain a combined watermark
detection result. The method additionally includes using the combined detection result to

enable presentation of a second content n synchronization with the first content.

[G005] o one exenplary embodiment, using the combined detection result mproves
synchronization of the presentation of the second content with respect to the first content
compared to a synchronization that would be achieved using the first detection result alone or
the sccond detection result alone. In another exemplary crabodiment, the second detection
result enables presentation of the second content in synchronization with the fivst content
when at least a part of the first detection result is missing or is unrchiable. In yet another
exemplary embodiment, the second watermark detection result is conununicated to the
second device using a non-acoustical commmunication chanmel. In such an exemplary
embodiment, the non-acoustical communication channel can use one of a WiFi or Bluetooth

technologies.

8066} According to another exemplary embodiment, the second watermark detection
result is obtained from processing one or more components of the first content that is
obtained using one or more of the following chanmels: an acoustical channel, an non-
acoustical chanuel, an optical channel, or a non-optical channel. fn ancther embodiment, the
above method further includes receiving, at the second device, a third watermark detection
result, and augmenting the first watermark detection resolt, with the second and the third

watermark detection results to obtain the combined watermark detection result.

18087} Iu still ancther exemplary embodiment, augmenting the first watermark
detection result and the second watermark detection result comprises one or more of: (1)
averaging the first watermark detection result and the second watermark detection result ona
symbol-by-symbol basis, (2) averaging the first watermark detection result and the second

watermark detection result on a symbol-by-syrabol basis based on weights assigned 1o cach

g
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symibol, (3} averaging the first watermark detection result and the sccond watermark
detection result on a packet-by-packet basis, or {(4) averaging the first watermark detection
result and the second watermark detection result on & packet-by-packet basis based on

weights assigned to each packet.

3065} In one exemplary embodiment, the method further includes commonicating ong
or more of the first, the second or the combined watermark detection resulis to a device other
than the second device. In yet another exemplary embodiment, the embedded watcrmarks are
mulhimedia presentation tracking (MPT) watermarks that include information that enables
one or more of the following: identification of the first content, tracking a timeline of the first
content, identification of one or more distribution channels of the first content, identification
of a television channel that the fitst content is presented on, deterovination of a ime of
broadeast of the first content, presentation of a foreign language edition of the first content, or

identification of the second content.

{6064} Another aspect of the disclosed embodiments relates to a device that includes a
watcrmark extractor to produce a first watermark detection result based on cmbedded
watcrmarks oxtracted from at least 2 portion of a fivst content as the first content is being
presented by a first device and a receiver coupled to a wiveless communication channel to
receive a second watermark detection result. The device also includes a processor configured
to angment the first the first watermark detection result and the second watermark detection
result to obtain a combined watermark detection result, and to enable presentation of a second

content in synchronization with the first content.

6816} In one exemplary embodiment, the receiver of the above device is configured
to receive a third watermark detection result, and its processor is configured to augment the
first watermark detection result, with the second and third watermark detection resulis to
obtain the combined watermark detection result. Tn another exomplary embodiment, the
processor is configured to augment the first watermark detection result and the second
watcrmark detection result by one or more of! averaging the first watermark detection result
and the second watermark detection result on a symbol-by-syrobol basis, averaging the first
watermark detection result and the second watermark detection result on a symbol-by-symbol
basis based on weights assigned to each symbol, averaging the first watermark detection
result and the sccond watcrmark detection result on a packet-by-packet basis, or averaging

the first watermark detection result and the second watermark detection result on a packet-by-
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packet basis based on weights assigned to cach packet. In one excmplary embodiment, the
device also inchades a transmitter coupled to a convnunication module to communicate one

or more of the first, second or combined watermark detection results 1o a different device.

{3011} Another aspect of the disclosed embodiments relates to a device that mcludes a
processor, and a memory comprising processor executable code. The processor exccutable
code, when executed by the processor, configures the device to receive at least a portionof a
first content being presented by a first device, where the first content includes substantially
imperceptible watermarks that are embedded in one or move components of the fivst content.
The processor executable code, when executed by the processor, further configures the device
to perform watermark detection operations to obtain a first watermark detection result,
receive a sccond watermark detection result associated with the first content from a device
other than the second device, augment the first watermark detection result and the second
watermark detection result to obtain a combined watermark detection result, and use the
combined detection result to enable presemdation of a second content in synchronization with

the first content.

[6e12] Another aspect of the disclosed enmbodimends relates to a computer program
product, embodied on one or more non-transitory computer readable media, comprising
program code for receiving at least a portion of a first content being presented by a first
device, where the first content includes substantially imperceptible watermarks that are
embedded 1o one or more components of the first content. The computer program product
further mnchudes program code for receiving performing watermark detection operations to
obtain a first watermark detection result, program code for receiving a second watermark
detection result agsociated with the first content from a device other than the second device,
program code for augmenting the first watermark detection result and the second watermark
detection result to obtain a combined watermark detection result, and program code for using
the combined detection result to enable presentation of a second content in synchronization

with the first content,

(8413 Another aspect of the disclosed embodiments relates to a system that includes a
first device coupled 1o one or both of a display screen or a speaker to present a first content,
where the first content includes sobstantially imperceptible watermarks that are embedded in
one or more components of the first content. The system also includes 3 second device that

ncludes one or more of a communication moedule, a microphone, a camera, an audio input or

A
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a video input to receive at least a portion of the first content as the first content is being
presented by the first device, The second device alse includes a watermark extractor
component to perform watermark detection operations to obtain a first watermark detection
result from the received portion or portions of the first content. Cme or more of the
communication module, the microphone, the camera, the audic input or the video input
further enable the second device to receive a second watermark detection result associated
with the first content from a device other than the second device. The second device also
includes a processor coupled to one or move of the conununication module, the microphone,
the camera, the audic mput, the video input, or the watermark extractor cormponent to
augment the first watermark detection result and the second watermark detection result to
obtain a combined watermark detection result, and to use the combined detection resubt to

enable presentation of a sccond content 1o synchronization with the first condent.

6014} In one exemplary embodiment, the above system further inchudes a database that
18 coupled 1o at least one of the first device or the second device. To one embodiment, the
second device 1s configured to receive the second watermark detection results from the
database. In another exemplary embodiment, the system further inclodes at least a third
device that is coupled to the second device through a communication chanuel and the third
device is configured to produce the second watermark detection result and to communicate
the second watermark detection result to the second device. Tn yet another exemplary
embodiment, the second watermark detection result is obtained from processing one or more
components of the first conient that is obtained using one or more of the following channels:
an acoustical channel, an non-acoustical channel, an optical channel, or a non-optical

channel.

[B815] Another aspect of the disclosed embodiments relates to a method for enhancing
synchronized presentation of a second content with respect to a first content. The method
includes producing s fiest watermark detection resolt based on processing a particular
segment of the first content that is received from one of! an optical channel or an acoustical
channel. The method also melades receiving a second watermark result through 8 wireless
communication chaunel that is not an optical or an acoustical channel, where the sccond
watcrmark detection result corresponds to the particular segment of the first content. The
method additionally includes sugmenting the first watermark detection result and the second

watermark detection result to obtain a combined watermark detection result, and using the
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combined detection result to enable presentation of the second content in synchronization

with the first content,

{6816} Another aspect of the disclosed embodiments relates to a computer program
product, embodied on one or more non-transitory computer readable media. The computer
program product inchudes program code for producing a first watermark detection result
based on processing a particular segment of the first content that is received from one of: an
optical channel or an acoustical channel. The computer program product also nclades
program code for receiving a sccond watermark result through a wireless compmumication
channel that is not an optical or an acoustical channel, where the second watermark detection
result corresponds to the particular segment of the first content. The computer program
product additionally inclades program code for augmenting the first watermark detection
result and the sccond watermark detection result to obtain a combined watermark detection
result, and program code for using the combined detection result to enable presentation of the

second content in synchronization with the furst content.

(8017} Ancther aspect of the disclosed embodiments relates to a device that includes a
processor, and a maemory comprising processor executable code. The processor exccutable
code, when executed by the processor, configures the device to produce a first watermark
detection result based on processing a particular segment of the first content that is received
from one of: an optical channel or an acoustical channel. The processor executable code,
when executed by the processor, further configures the device to receive a second watermark
result through 8 wireless commmication channel that is not an optical or an acoustical
channel, the second watermark detection result corresponding to the particular segment of the
first content, augment the first watermark detection result and the second watermark
detection result to obtain a combined watermark detection result, and use the combined
detection result to enable presentation of the second content in synchronization with the first

content.

[0018] Ancther aspect of the disclosed embodimenis relates to a method that includes
receiving, at a second device from a first device, a first portion of a first content, receiving, at
the second device from a third device, the first portion of the first content, combining, at the
second device, the first portion of the first content received from the first devics and the first
portion of the first content received from the thivd device (o obtain a combined content,

processing, at the second device, the combined content to obtain a multimedia presentation

-
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tracking information, and using the multimedia presentation tracking information to enable

presentation of a second content in synchronization with the first content,

{6819 Another aspect of the disclosed embodiments relates to a computer program
product, embodied on one or more non-transitory computer readable media, The computer
program product inchides program code for receiving, at 2 second device from a first device,
a first portion of a first content, program code for receiving, at the second device from a third
device, the first portion of the first content, and program code for combining, at the second
device, the first portion of the first content received from the fivst device and the first portion
of the first content received from the third device to obtain a combined content. The
computer program product additionally includes  program code for processing, at the
second device, the combived countent to obtain a multimedia preseutation tracking
mformation, and program code for using the multimedia presentation tracking information to

enable presentation of a second content i synchronization with the first content.

(8624} Another aspect of the disclosed embodiments relates to a device, that inclodes a
processor, and a memoery comprising processor executable code. The processor executable
code, when executed by the processor, configures the device to receive, from a first device, a
first portion of a first content, to receive, from a third device, the first portion of the first
content and to combine the first portion of the first content reccived from the first device and
the first portion of the first content received from the third device to obtain a combined
contont. The processor executable code, when executed by the processor, further configures
the device to process the combined content to obtain 2 multimedia presentation tracking
information, and fo use the multimedia presentation tracking information {o cnable

presentation of a second content in synchronization with the first content.

16021} Anocther aspect of the disclosed embodiments relates to a method that includes
recetving, at a second device equipped with a multimedia presentation tracking detector,
nformation ndicative of a multimedia presentation tracking information obtained from a first
conient being presented by a first device. The information inclodes a source identifier
identifying a first source used for obiaining the multimedia presentation tracking information.
The method also inchides determining a first reliability of the received multimedia
presentation tracking mformation based on at least the source identifier, comparing the first
reliability to a sccond reliability associated with the multimedia presentation tracking

watermark detector, and upon a determination that the first reliability exceeds the second

-
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reliability, selecting the received multimedia presentation tracking information to cnable

presentation of a second content in synchronization with the first content,

{6922} Another aspect of the disclosed embodiments relates to a computer program
product that 1s embodied on one or more non-transttory computer readable media, The
computer program product includes program code for receiving, at a second device equipped
with a multimedia presentation tracking detector, information indicative of a multimedia
presentation tracking information obtained from a first content being presented by a first
device, where the information inchides a source identifier identifying a first source used for
obtaining the multimedia presentation tracking mnformation. The computer program product
also includes program code for determining a first reliability of the received multimedia
presentation tracking nformation based on at least the source wdentifier, program code for
comparing the first reliability to a second reliability associated with the multimedia
presentation tracking watermark detector, and program code for, upon a determination that
the first reliability exceeds the second reliability, selecting the received multimedia
presentation tracking mformation to enable presentation of a second content in

synchronization with the first content.

{3023} Another aspect of the disclosed embodiments relates to a method that includes
receiving, at a second device, at least a first portion of a first content being presented by a
first device, processing the at least the first portion of the first conient to obtain a first
multimedia presentation fracking information, and receiving, at the second device, a sccond
multimedia presentation tracking information associated with the first content from a device
other than the second device. The method also inchudes avgmenting the first multimedia
presentation tracking information and the second roultimedia presentation tracking
mformation to obtain a combined multimedia presentation tracking mformation, and using
the combined multimedia presentation tracking information to enable presentation of a

second content in synchronization with the first content.

BRIEF DESCRIPTION OF THE DRAWINGS

16024} FIG. 1 iflustrates a system that can accommodate the disclosed embodiments,

[8025] FiG, 2 iHlustrates a block diagram of a device within which certain disclosed

embodiments may be implemented.
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18261 FIG. 3 illustrates a set of exemplary operations that can be carried out to
cuhance presentation of a second coutent i synchronization with a first content in

accordance with an exemplary embodiment.

{3027} FIG. 4 ithustrates a block diagram of a device within which various disclosed

embodiments may be implemented.

18028] FIG. § illustrates 4 set of exemplary operations that can enhance presentation of
a second content in synchronization with a first content in accordance with ancther

exemplary embodiment.

6029} FIG. 6 ilhustrates a set of exemplary operations that can enbance presentation of
& sccond content in synchronization with a first content in accordance with another

exemplary embodiment.

DETAILED DESCRIPTION OF CERTAIN EMBODIMENTS

16634 In the following description, for purposes of explanation and not Hmitation,
details and descriptions are set forth in order o provide a thorough understanding of the
disclosed embodiments. However, it will be apparent to those skilled in the art that the
present invention may be practiced in other embodiments that depart from these details and

descriptions,

166313 Additionally, n the subject deseription, the word “exemplary” s used to mean
serving as an example, instance, or illastration. Any embodiment or design described herein
as “cxcmplary” is not necessarily to be construcd as preferred or advantageous over other
embodiments ot designs. Rather, use of the word exemplary is tntended to present concepts

n 8 congcrete manner.

18632} Multimedia content can be identified using a varicty of techmiques. For
exanple, a portion of the multimedia file (e.g., a file header) can be used to canry
identification information such as the name and the size of the moltimedia content, the date at
which the content was produced or edited, the owner of the content and the like. While such
wdentification technigues may be useful in some applications, they requires the presence of
additional data that must be interleaved, prepended or appended to a multimedia content,

which occupics additional bandwidth and, more imporitantly, can be lost when content is

G-
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transformed into a difforent format (such as digital to apalog conversion, transcoded nto a
different file format, cic.). Therefore alternative techuiques for countent dentification can

complement metadata multiplexing technigue.

(8833} In the case of time varying content, such as audiovisual content, it is often
desirable to track the timeline of the content presentation with the objective to provide users
with additional information that is reicvant in view of current content presentation.
Furthermaore, in some cases i is desirable to identify the distribution channel(s) for a
particular content, such as optical disk distribution, web streaming service, TV broadceast ete.
Depending on the distribution channel, different sets of additional information may be
provided to users. Both the timeline of presentation and the distribution channel could be
delivered with the content metadata, but again, it is often desirable to provide additional

techniques to deliver this information in the case that it 1s lost at the moment of presentation.

18034] Multimedia Presentation Tracking (MPT) may comprise content 1dentification,
content timeline tracking, distribution channel identification, or combination ¢f those. In
some ¢ases, the obiective is to identify a particular TV channel that the coutent is presented
on, and the tine of the broadeast (which in turn can be used to identify the content itself),
while in other cases, 1t is desirable to identify a foreign language edition of content released

on an optical disk,

[8635] Most common alternate methods for MPT are watermarking and fingerprinting
techniques. Using watermarking techniques, an impereeptible auxiliary signal is embedded
into the vultimedia content that can carry identification information associated with the
content, content timeline nformation as well as distribution channel information. In
fingerprinting techniques, inherent features of the content are analyzed (as opposed to the
inscrtion of a forcign signal that is done in watermarking techniques) to produce a
mathematical signature or fingerprint from those inherent features that uriquely identify the

content, as well as 18 timeline.

[8036] In some exemplary embodiments, the content (i.¢., the primary media content or
the first content) that is presented by the first deviee is encoded with auxiliary mformation
that aliows identification of the presented content. For cxample, the auxiliary information
can be substantially imperceptibly embedded into a conponent of the first content {e.g., in

the audic track and/or video frames of the content} using any one of the watermark

-10-
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embedding technigues that is known n the art. The embedded watermarks are typically not
perceivable by humans but can be detected by a watermark exiractor that is implemented as
part of a watermark detection device. For example, at least a portion of the audio track of the
primary content is captired by a user device (e.g., through a microphone} and processed to
determine if it includes cmbedded auxiliary information. Upon detection of the auxiliary
mformation that represents MPT information, the user device can present a second content on
a second device. The second content can be any content that enhances viewing of, or is
related to the content or the user of the content.  For example, the second content can be an

advertisement, an alternate ending of the content, messages from other users, and the like.

(8037} FI3. 1 ilhustrates a system 100 that can accommodate the disclosed
embodiments. The system 100 inciudes a first device 102 that is contigured to present a
multimedia content. The content can be an entertatment content, such as a movie ora TV
show, a live broadeast, and the like. The first device 102 can be coupled to, or include, a
display screen, a projector screen, one or more speakers and the associated circutiry and/or
software components to cnable the reception, processing and presentation of a multimedia
content. The first device 102 may also be In communication with a storage 104 unit. The
storage 104 unit can be any one of, or a combination of, a local and a remote (e.g., cloud-
based) storage device. The storage 104 unit can store a variety of multbnedia content, mota
data, applications, instructions, ete., which may be stored on magnetic, optical,
sermconductor and/or other types of memory devices. The first device 102 may, alternatively
or additionally, be configured to receive multimedia content and metadata through one or
more other sources 116, such as through the Internet, through a terrestrial broadeast channel,
through a cable network, through a home network (e.g., a Digital Living Network Alliance
{DLNA) compliant network), through a wired or wireless network (e.g., a local arca network
(LAN), wircless LAN (WELAN), a wide arca network {WAN) and the like). Such a media
content can also be a real-time {(e.g., streaming) content that is broadeast, unicast or otherwise
provided to the first device 102, The received content can be at feast partially stored and/or

buffered before being presented by the first device 162,

{6838} Referring again to FIG. 1, at least a portion of the first (or primary} media
content that is presented by the first device 102 is received by at least one device, such as the
second device 106, At least a portion of the first media content that is presented by the first

device 102 may be received by devices other than the second device 106, such as the third

-11-
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device 108, fourth device 110, fifth device 112, ¢tc. The terms “secondary device™ or
“secondary devices” are soraetimoes used to refer to one or more of the second device 106,
third device 108, fourth device 114, fifth device 112, ete. In some emboduments, additional
systerns similar to the system 100 of FIG. 1 can simuiltancously aceess and present the same
content. For example, the system 100 of FIG. 1 can reside at a first household while a similar
system can reside at a second houschold, both accessing the same content (or different

contents) and presenting them to a plorality of devices or users of the devices.

18635} One or more of the second 106, the third 108, the fourth 110, the fifth 112, etc,,
devices can be in communication with a database [14. The database 114 includes one or
more stovage 118 devices for storage of a variety of multimedia content, meta data, survey
results, applications, instructions, cic., which may be stored on magnetic, optical,
sericonductor and/or other types of memory devices. The content that is stored at database
114 can include one or more versions of a second content that is tailored to accommodate
needs of users of the secondary devices 106, 108, 110 and 112 1o, for example, allow full
comprehension of the first content as is being presented by the first device 102, Such second
content is sometimes referred to as the “second sereen content”™ or “second content,” It s,
however, understood that such a content can be in one or more of a variety of contont
formats, such as in an andio format, video format, text, Braille content, and the like. The
database 114 can include aremote {e.g., cloud-based) storage device. The database 114 can
further include, or be in communication with, one or more processing devices 120, suchas a
computer, that is capable of receiving and/or retrieving information, data and commands,
processing the information, data, commands and/or other information, and providing a variety
of information, data, commands. In some embodiments, the one or more processing devices
120 are in communication with the one or more of the secondary devices and can, for
example, send/receive data, information and commands to/from the secondary devices.
While the different secondary devices can indirectly cormmnumicate with one another through
the database 114, in some embodiments, a particular secondary devics (such as the second
device 106) may be directly in communication with another secondary device (such ag the

third device 108}, without having to go through the database 114,

[8048] o one specific cxample, the first device 102 1s a television set that is configured
to present a video content and an associated audio content, and at least one of the secondary

devices is a portable media device (e.g., a smart phone, a tablet computer, a laptop, ctc.) that
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is equipped to receive the audio portions of the presented content through a an interface, such
as a microphone tnput. In this specific example, each of the sccondary devices can be further
contigured to process the captured audio content, process the audio content to detect MPT
mformation, sach as an identification information, synchronization and timing information,
and the like, and to forther present a second content to the user. In some embodiments, a
particular secondary device can transmit/receive the result of audio or video processing

to/from another secondary device.

{86413 In another example, the first device 102 can be any audio-visual presentation
device that, for example, mcludes a display. In some example, the first device 102 also
inchudes a media center, a receiver and other compounents that allow presentation and
management of various stored, incoming and cutgoing countents. In some exerplary
scenarios, one or move of the secondary devices are configured to receive at least a portion of
the content presented by the first device 102: (a) by capturing at least a portion of the
presented video, {b) by capturing at least a portion of presented audio {¢) through wircless
transmissions {e.g., 802.11 protocol, Infrared transmissions, etc.) from the first device 102,
and/or (dy through wired transmissions that are provided by the fivst device 102, These
various {transmission channels and mechanisms for conveying one or more components of the
content {or information such as time codes associated with the content) to the secondary
devices are shown in FIG. 1 as arrows that originate from the first device 102 in the direction

of the second 106, the third 108, the fourth 110, the fifth 112, etc., devices.

{6042} FIG. 2 iHlustrates a block diagram of a device 200 within which certain disclosed
embodiments may be implemenied. The exemplary device 200 of FIG. 2 may be integrated
into as part of the first device 102 and/or the socond 106, the third 108, the fourth 110 and the
fifth 112 devices that are illustrated in FI1G. 1. The device 200 comprises at least one
processor 204 and/or controller, at least one memory 202 unit that is In communication with
the processor 204, and at least one conununication unit 206 that enabics the exchange of data
and mmformation, directly or indirectly, through the covvmunication Hnk 208 with other
entitics, devices, databases and networks {collectively iHhustrated in FI1G. 2 as Other Entities
2163, The communication unit 206 may provide wired and/or wircless commumnication
capabilitics in accordance with one or more comuwmication protocols and, therefore, it may
comprise the proper transmitter/recetver antennas, circuilry and ports, as well as the

encoding/decoding capabilities that may be necessary for proper transmission and/or
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reception of data and other information. In some embodiments, the device 200 can also
nclude a microphone 2138 that is configured te receive an input audio signal. In some
embodiments, the device 200 can also include a camera 220 that is configured to receive a
video and/or still image signal. The recctved andio, video and/or still image signals can be
processed {e.g., converted from analog to digital, color correction, sub-sampled, evaluated to
detect embedded watermarks, analyzed to obtain fingerprints etc.) under the control of the
processor 204, In some embodiments, instead of, or in addition to, a built-in microphone 218
and camera 220, the device 200 may be equipped with an fnput audio port and an
input/output video port that can be interfaced with an external roicrophone and camera,

respectively.

[8043] The device 200 may also be coupled to one or more user interface devices 216,
melading but not imited to, a display device, a keyboard, a speaker, 4 mouse, a touch pad,
Braille reader and/or a haptic interface. The haptic interface, for example, can provide a
tactile feedback that takes advantage of the sense of touch by applying forces, vibrations, or
motions to a user. While in the exemplary diagram of FIG. 2 the user interface devices 210
are depicted as residing outside of the device 200, it is understood that, in some
embodiments, one or more of the user interface devices 210 may be implemented as part of
the device 200, In some embodiments, the device 200 can also include an MPT code
embedder 212 and/or an MPT code detector 214 that are configired to embed MPT codes
into a media content and extract an MPT code from a media content, respectively. In some
embodiments, the MPT code detector 214 can include one or both of a watermark extractor
Z214a and a fingerprint computation component 214b. The MPT code detector 214, the
watermark extractor 214a and the fingerprint computation component 2 14b can be separate
components that are at least partially controlled by the processor 204, In some embodiments,
the MPT code detector 214, the waterraark extractor 214a and the fingerprint computation
component 214b are implemented as computer code stored on a computer mediom and can be
processed by the processor 204 to configure the device 200 to perform the associated

operations.

(68441 o the exemplary scenario where the audio track of 3 movie is embedded with
watcrmarks, & user device (e.g., the second 106, the third 108, the fourth 110 and/or the fifth
3\

112 devices that are llastrated in FIG. 1) includes a watermark extractor 214a {e.g.,

mmplemented as a component within the MPT code detector 214 of FIG. 2} In this
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excraplary scenario, at least a portion of the audio track of the primary content is captured by
a user device {e.g., by the second device 106 through a microphone 218} and processed to
determine if it includes embedded auxiliary information. Upon detection of the auxiliary
mformation, the second device can be configured to present a second content to the user.
Such a second content can be presented in synchronization with the primary content. FIG. 2
also shows a frigger component 222 that is configured to frigger the presentation of the

second content apon identification of the first content.

8645} It should be noted that while various components within the device 200 of FIG.
2 are shown as separate components, some of these components may be integrated or
implomented within other components of device 200, For example, the trigger component
2272 can be integrated tuto the MPT code detector 212, or implemented as code that is
exccuted by the processor 204, 1t should be further noted that, while not explicitly shown to
avoid clhutier, various components of the device 200 1n FIG. 2 are in communication with

other components of the device 200,

(604467 As noted above, and illustrated in FIG. 1, in some embodiments the second
screen condent reay be presented in synchrounization on several secondary devices. Inorder to
enhance the user cxperience, in some applications it may be Important to provide a
reasonably accurate and steady synchronization between the primary and secondary contents.
However, the acoustic capture process is inherently susceptible to noise in the acoustic
propagation and capture chanoel. For example, the listening covironment can include
additional audio sources (such as poople talling, street noise, noise from a different sudio
source, ¢ic.) that can cause interference with the detection of watermarks from the audio track
of the primary condent. Additionally, the acoustic signal received at a sccondary device at a
particular location may be subject to more acoustic interference (e.g., due to echoes, reverbs,
external noise sources, etc.) than acoustic signals at other locations, leading to delays in

achicving proper synchronization and/or high dropped synchronization rates.

(8647} it is often the case, however, that in any particular location {or locations) there
are additional devices, other than the secondary device of interest, that arc also capable of
receiving the andio signals. These devices often have different audio input, processing and
communication capabilitics. For instance, several people may be watching the same program
on different devices, such as on a main television screen, a laptop, a tablet, a deskiop, and

other devices with different processing powers and audio input capabilities. One such device,
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can include an audio receiver component that does not use an acoustic propagation channel at
all, but rather receives the andio directly from decoding the cable, satellite or over the air
signals. Another device can be a deskiop computer that 1s fitted with a higher quality external
microphone. Yet another device can be a mobile phone with a relatively low quality built-in

microphone, and so on.

3048} in some exemplary embodiments, the additional devices that are capable of
receiving one o1 more components of the primary coutent are used to implement a receiver
diversity scheme, in which candidate devices can communicate with one another. The
communication can be carried out using an ad hoe network, a peer-to-peer network, through a
centralized mechanism, such as through communications with database 114 or a home
gateway device, or through a divect communication link between two devices, such as
Bluctooth, infrared signaling, ete. These cormmnumications can allow sharing of information
related to the recovered audic watermarks, which allow such information to be combined {or
augmented) with each other to reduce or climinate noise and nterference, and to dramatically
improve synchronization between presentation of the first and second contents on different

SCrecns,

[3849] The following llustrates an example scenario in which the disclosed
embodiments can enhance second content delivery and synchronization. Let us assume that a
home theater receiver has a built in a watermark detector that extracts watermarks from audio
streams sent to speakers. The watermark detector that is operating n the receiver can divectly
recover the watermarks from the audio (e.g., obtained and decoded via receiver’s audio
tuners) without any acoustic capture distortion. The receiver, which is also equipped with a
transmitier {¢.g., a wircless commumication channel, such as WiFi, Bluctooth, ctc.), can
robustly communicate with second screen devices to provide quick and reliable MPT
mformation delivery. While commumnicating MTP information itself, the receiver may also
communicaic the source of MPT information, i.c. the fact that watermark extractor has
exanined undistorted aundio signal to extract embedded watermarks, In this example, the
second screen device can additionally capture the acoustically propagated audio signals using
its microphone, and detect watermarks from the captured audio signal, but may chose not to
do so as long as the source of more reliable fnformation s available in the networked
environment. Similarly in exemplary situations where a content is presented from a Bloray

Dise player, where the MPT information can be obtained from an associated metadata and
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broadcast to all networked devices, then this MPT source can be treated as being the most
rehHabie, thereby allowing all other devices to abandon MPT exiraction and sharing atiempts,

and to operate in a purely monitoring mode.

[B056] In another example scenario, several people in the same room can be watching
the same program, cach having his‘her own secondary device. In this exemplary scenario,
some or all of the secondary devices can be communicating with one another, and each
secondary device can be configured to cooperate with other devices to participate in the MPT
data extraction process, or to share MPT extraction results with other devices. Sharing the
detection results among multiple devices allows all devices to achieve reliability and speed
of MPT data acquisition of the best positioned device. For example, if the acoustic path from
the main speakers to a first device is occluded or overwhehned by a local or directional noise
source, a second device with a clear acoustical path to the main speakers can extract the MPT
data and provide them to the first device. Furthermore, when a new device enters the
network, it may use the alrcady extracted MPT data from other devices, and save on time and

resources that would be needed to perform the extraction on its own.

8051} o another exemplary embodiment, the devices may cooperate to jointly achieve
MPT data extraction. For example all devices can share audio data collected through their
microphones. One or more of the devices can use various techniques of combining those
audio signals to achicve optimum MTP data extraction. The techniques strive to achieve, for
exaraple, the best signal-to-noise ratio. In one exemplary embodiment, only one device is
configured to perform the processing of different andio signals. For example, a server that
has no batiery power Hmitations can process the audio signals received from various devices,

and then share the results of processing with all cooperating devices.

LRy In some embodiments, in order to reduce the communication bandwidth, the
devices may share intermediate processing results, instead of raw audio signals. For
exanple, cooperating devices may share extracted fingerprints, which then can be combined
in one more devices to obtain the most likely fingerprint estimaie. Aliernatively, devices may
extract watermark features, which can then be shared and combined to extract the MPT data.
In one exemplary embodiment, where agtocorrelation modulation watermarking technology
1s used for embedding watermarks, cach secondary device can calculate the astocorrelation
function and share it with other networked devices. One or more of such networked devices

can combine the autocorrelation functions o cnable a reliable MPT data extraction. The
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basic principles of autocorrefation modulation watermarking is deseribed in U.S. Patent No.

5,040,135,

{6833} The disciosed cmbodiments capitalize on one of the main sirengths of using
audio signals for MPT data extraction. That 15, auxibiary information, which can be used for
identification of information and other purposes, is carried in the audio content and does not
rely on any other side chain information or metadata that would not survive time/place
shifting or require special broadcast/distribution infrastructure. At the same time, ¥ also
ameliorates one of the weaknesses of using audio signals, which is the unpredictable nature
of acoustic commumication channels. Using the multiple receiver schome of the disclosed
embodiments, unreliable or missed MTP detections can be supplemented or replaced with
more reliable results that are communicated through a local wircless channel. Such wirciess
commumcation chamels {e.g., WiFi, Bluetooth, etc.} are often supported by typical second

screen devices, such as tablets and smart phones,

(6654} The following examples illustrate how the watermark detection resolts can be
combined using the receiver diversity systems of the disclosed embediments., To this end, it
is instructive to first describe a typical format of embedded watermarks. A watermark is
typically comprised of a series of symbols {e.g., bits, bytes, et¢.) that form a watermark
packet. The watermark packet 1s then optionally appended with redvndancy or parity
symbols {e.g., symbols of an error correction code (ECC) or CRC code) and optionally
scrambled (e.g., by performing an exclusive OR operation with a random sequence on a
symbol-by-symbol basis) before being embedded into a host content. Sometimes, the packet
symbols are further interfcaved before embedding into the host content. For a watermark
packet that undergoes the above packet formation operations, N data symbols are typically
appended with K-N parity symbols to form a K-symbol packet. Such a K-symbol packet is

often embedded several times in the host content to provide further redumdancy.

[8055] In some exemplary embodiments, combining the watermark detection vesults
from multiple receivers can be effectuated by simply averaging the detection resulis on, for
example, a watermark symbol-by-symbol basis. In one example, cach of the K symbols of a
watermark packet are obtained from two or more devices that have watermark detection
capabilities. The received symbols are averaged on a symbol-by-symbol basis to form a
composite watermark packet. The composiic watermark packet is then decoded using typical

packet decoding operations than can include de-interleaving, BECC decoding, and the like.

-1¥-



WO 2014/160324 PCT/US2014/026322

18056} In another cxampie, instead of simplc averaging, a weighted averaging
technigque is utilized, where each symbol s multiplicd by a reliahility factor (or a weight
factor) before being averaged. For example, a particular receiver device may be aware of
random or correlated noise and interference issues and can, accordingly, assign a
corresponding weight factor for all or some of its recovered watermark symbols. In yet
another example, a particular receiver may be able to obtain soft decoding nformation that is
mdicative of the reliability of symbol detection. Such soft decoding information can be
obiained by, for example, performing an ECC decoding operation that can identify vareliable
symbols, or through other soft decoding techuiques. One exemplary technigque for producing

soft detection results is described i the U.S. Patent No. 7,616,776,

{8057} o another example, multiple detected watermark packets, vather than the
watermark symbols, are combined to allow improved recovery of watermark packets. For
example, cach recovered watermark packet can be assigned a reliability (or weight factor),
which can be obtained by, for example, comparing the K {or N) watermark symbolsto a
predefined template, and/or through ECC decoding. This way, a plurality of weighte
watermark packets can be combined to comuldatively detect a given watermark packet that is
embedded in a content. One exemplary techuigue of cunmwulative packet decoding uscs a
particular weight accunwlation algerithio (WAA) that is described in the 1S, Patent No.

7,616,776.

18658] The combination, or more generally, augmentation of the detected watcrmarks
can be performed at one or more lecations, such as at a particular first content device, ata
particular second content device, at another device such as a remote databasc thatis in
communication with one or more of the first and second content devices, and combinations
thereof. Each device may conduet watermark detection based on the received acoustic signal
alone, based on information received from a non-acoustic channel, and based on both the
acoustic signal and the information received from 3 non-acoustic channel, and/or based on
other channels such as optical channels. Moreover, each device may make available to other
devices its watermark detection results in addition to additional information. Such additional
information can, for cxample, include the identity of the device that produced the detection
results, a measure of reliability of watcrmark detection, the type and/or identity of source(s)
that provided the content that was subject to watermark detection, and the like. This

additional information may be used o identify the sources and reliability of detections, and to
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determine whether or not to use, not use or assign a particular importance (or reiiability
measure) to the received detection results. It should be noted that cach device may produce
watermark detection results based on one more sources, and then provide the results to
another device. Further, the detection results and the associated additional information may
be pushed to other devices, or may be pulled by other devices, depending on the capabilitics

and settings of each device, and system implementation details.

RS 1t should be further noted that while the i the above examples acoustical and
non-acoustical communication charnmels were described to facilitate the understanding of the
disclosed concepts, the principles of the disclosed embodiments are also applicable in cases
where the second device uses a camera to capture a video or image portion of the first content
to enable preserntation of the second content. In particular, in these scenarios, the sccond
device may normally use the optically captired video or images of the first content to extract
watermarks that are embedded therein. However, due to various neise and interference
sources {such as movement of the capturing device, obstruction of the optical path, ete.),
watermark detection results may not provide the needed synchronization accuracy. However,
in accordance with the disclosed embodiments, the second device can augment, and fmprove,
its detection resulis by receiving additional detection results from other devices. These
additional detection results can be obtained from precessing non-optica! channels. Hxamples
of non-optical channcls or sources include, but are not hmited to, the digital video/image of
the first content itself (e.g., at a receiver of the first device), the non-acoustical audio signal
{e.g., at a receiver of the first device), the acoustical audio signal that is received at another
device, and combinations thereof. Moreover, the additional detection results may also be
obtained from another device which has a more reliable optical capture environment {e.g., a

device with a high-end camcra).

8066} FIG. 3 ilhustrates a set of excmplary operations that can be carried out to
enhance presentation of a second content in synchronization with a first content in
accordance with an exemplary embodiment. At 307, at least a portion of a first content being
presented by a first device is received at 4 second device, where the first content mncludes
substantially imperceptible watermarks that are embedded in one or more components of the
first content. At 304 watermark detection operations are performed to obtain a first
watermark detection result. At 306, a second watermark detection result associated with the

first content is received at the second device from a device other than the second device. At
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308, the first watcrmark detection result is augmented with the second watermark detection
result to obifain a combined watermark detection result. At 310, the combined detection result

is used to enable presentation of a second content in synchronization with the first content.

{3061} Certain aspects of the disclosed embodiments can be implemented as a devige
that inchudes a processor, and a memory comprising processor executable code, The
processor executable code, when executed by the processeor, configures the device to perform
any one of and/or all operations that are described fo the present application. For examnple,
FIG. 4 illustrates a block diagram of a device 400 within which various disclosed
embodiments may be tmplemented. The device 400 comprises at least one processor 404
and/or controller, at lcast one memory 402 unit that is in communication with the processor
404, and at least one communication unit 406 that enables the exchange of data and
mformation, divectly or indirectly, through the connmunication link 408 with other entities,
devices, databases and networks. The communication ouit 406 may provide wired and/or
wircless conmmumication capabilitics o accordance with one or more communication
protocols, and therefore it may comprise the proper transmitier/receiver, antennas, circuitry
and ports, as well as the encoding/decoding capabilities that may be necessary for proper
transmigsion and/or reception of data and other information. The exemplary device 400 of
FIG. 4 may be tegrated as part of a first device, a second device, a database and/or other
devices that are described in the present application to carry out some or all of the operations

that are described in the present application,

18062} FIG. § illustrates a set of exemplary operations that can enhance presentation of
a sccond content in synchronization with a first content in accordance with another
exemplary embodiment. At 5072, a first portion of a first content is received at a second
device from a first device. At 304, the first portion of the first content is receives at the
second device from a third device. At 506, the first portion of the first content received from
the first device and the first portion of the first content received from the third device are
combined to obtain a comubined content. At 508, the combined content is processed to obtain
a multimedia presentation tracking information. At 510, the multimedia presentation tracking
information is used to cnable presentation of a second content in synchronization with the

first content.

18063} FIG. 6 iliustrates a set of exemplary operations that can enbance prescutation of

& sccond content in synchronization with a first content in accordance with another
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cxemplary embodiment. At 6072, information indicative of a multimedia presentation
tracking information from a first content being presented by a first dovice s received at 2
second device equipped with a multimedia presentation tracking watermark detector. The
received information comprises a source identifier identifying a first source used for
obtaining the multimedia presentation tracking information. At 604, a first reliability of the
received multimedia presentation tracking information is determined based on at lcast the
souree identifier. At 606, the fivst reliability is compared to a second reliability associated the
multimedia presentation tracking watermark detector. At 608, upon a determination that the
first reliability exceeds the second reliability, the received roultimedia presentation fracking
information is selected to enable presentation of a second content in synchronization with the

first content.

[B864] Another exemplary embodiment relates to a method that inchides receiving, ata
second device, at least a first portion of a first content being presented by a first device,
processing at least the first portion of the fivst content to obtain a first multimedia
presentation tracking information, receiving, at the second device, a second multimedia
presentation tracking information associated with the first content from a device other than
the second device. The above noted method also includes augmenting the first multimedia
presentation tracking information and the second roultimedia presentation tracking
mformation to obtain a combined multimedia presentation tracking information, and using
the combined multimedia presentation tracking information to enable presentation of a

second content in synchronization with the first content.

[8065] The components or modules that are described in connection with the disclosed
embodiments can be implernented as bardware, software, or combinations thereof. For
example, a hardware implementation can include discrete analog and/or digital components
that are, for example, integrated as part of a printed circuit board. Alternatively, or
additionally, the disclosed components or modules can be implemented as an Application
Specific Integrated Circuit {ASIC) and/or as a Field Programmable Gate Amay (FPGA)
device. Some implementations may additionally or alternatively include a digital signal
processor (DSP) that is a specialized microprocessor with an architecture optimized for the
operational needs of digital signal processing associated with the disclosed functionalitics of

this application.
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18066} Various embodimenis described horein are described in the general context of
methods or processes, which may be taplemented in one embodiment by a computer
program prodaoct, embodied in a computer-readable medinm, including computer-executable
mstractions, such as program code, executed by computers in networked environments. A
computer-readable medium may include removable and non-removable storage devices
mehading, but not lmited to, Read Only Memory {ROM), Random Access Memory (RAM),
compact discs (CDs), digttal versatile dises (DVD), Blu-ray Discs, ete. Therefore, the
computer-readable media described in the present application include non-transitory storage
media. Generally, program modules may inclhade routines, programs, objects, components,
data structures, cte. that perform particular tasks or fmplement particular abstract data types.
Computer-executable instructions, assoctated data structures, and program modules represent
examples of program code for executing steps of the methods disclosed herein. The
particular sequence of such exccutable instructions or associated data structures represents
examples of corresponding acts for implementing the fimetions described i such steps or

PrOCesses.

(6667} For example, one aspect of the disclosed embodiments relates to a computer
program product that is embodicd on a pon-transitory computer readable mediom. The
computer program product includes program code for carrying out any one or and/or all of

the operations of the disclosed embodiments.

16668] The forcgoing description of embodiments has been presented for purposes of
ithustration and deseription. The foregoing description is not intended to be exhaustive or to
Hnit embodiments of the present invention to the precise form disclosed, and modifications
and vartations arc possible in lght of the above teachings or may be acquired from practice of
various embodiments. The embodiments discussed herein were chosen and described in
order to explain the principles and the nature of various embodiments and its practical
application o cnable one skilled in the art to utilize the present invention in various
embodiments and with various medifications as are sutied to the particular use contemplated.
The features of the embodiments described herein may be combined in all possible

combinations of methods, apparatus, modules, systems, and computer program products,
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WHAT IS CLAIMED IS:

1. A method, comprising:

recetving, at a sceond device, at least a portion of a first content being presented by
a first device, the first content comprising substantially imperceptible watermarks that are
embedded in one or more components of the first content;

performing watermark detection operations 1o obtain a first watermark detection
result;

receiving, at the second device, a second watermark detection result associated
with the first content from a device other than the second device;

augmenting the first watermark detection result and the second watermark
detection result to obtain a combined watermark detection result; and

using the combined detection result to enable presentation of 3 second content in

synchronization with the first content.

2. The method of claim 1, wherein using the combived detection result improves

synchronization of the presentation of the second content with respect to the first content
compared to a synchronization that would be achieved using the first detection result alone or

the second detection resuli alone.

3. The method of claim 1, wherein the second detection result enables presentation of
the sccond content in synchronization with the first content when at least a part of the first

detection result is missing or 15 vnreliable.

4, The method of claim 1, wherem the second watermark detection result is

communicated to the second device using a non-acoustical communication channel.

5. The method of claim 4, wherein the non-acoustical communication channel uses

one of a WiFi or Bluetooth technologies.

6. The method of claim 1, wherein the second watermark detection result 15 obtamed
from processing one or more components of the first content that is obtained using one or
more of the following channels:

an acoustical channel;

an non-acoustical channel;

4.
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an optical chaonel; or

a non-optical channel.

~

The method of claim |, further comprising
recetving, at the second device, a third watermark detection result; and
augmenting the first watermark detection result, with the second and the third

watermark detection resulis to obtain the combined watermark detection vesult.

8. The method of claim 1, wherein augmenting the first watermark detection vesult
and the second watermark detection result comprises one or more of:

averaging the first watermark detection result and the second watermark detection
result on a symbol-by-symbol basis;

averaging the first watermark detection result and the second watermark detection
result on a symbel-by-symbol basis based on weights assigned to cach symbol;

averaging the first watermark detection result and the second watermark detection
result on a packet-by-packet basis; or

averaging the first watermark detection result and the second watermark detection

result on a packet-by-packet basis based on weights assigned to each packet.

9. The method of claim 1, forther comprising:
compmuicating one or more of the first, the second or the combined walermark

detection results o a device other than the second device.

10. The method of claim 1, wherein the embedded watermarks are multimedia
presentation tracking (MPT) watermarks, comprising information that enables one or more of
the following:

1dentification of the first content,

tracking a timeline of the fivst content,

identification of one or more distribution channels of the fivst content,

identification of a television chanmel that the first content is presented on,

determination of a time of broadcast of the first content,

presentation of a foreign language edition of the first content, or

wdentification of the second content.
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i1, A device, comprising:

a watermark extractor to produce a first watermark detection result based on
embedded watermarks extracted from at least a portion of a first content as the first content is
being presented by a first device;

a recetver coupled to a wireless commumication channel to receive a second
watermark detection result ;

a processor configured to augment the first the first watermark detection result and
the second watermark detection result 1o obtain a combined watermark detection result, and

to enable presentation of a second content in synchronization with the first content.

12, The device of claim 11, wherein the combined detection result improves
synchronization of the presentation of the second content with respect to the first content
compared to a synchronization that would be achicved using the first detection result alone or

the second detection result alone.

13. The device of claim 11, wherein the second detection result cnables prosentation of
a second content in synchronization with the first content when at least a part of the first

detection result is missing or is unreliable.

14. The device of claim 11, wherein the wireless commumication channel uses one of a

WiFi or Bluetooth technologics.

<

18. The device of claim 11, wherein:

the receiver is configured to receive a third watermark detection resuli; and

the processor 18 configured to augment the first watermark detection result, with
the second and third watermark detection results to obtain the combined watermark detection

result.

16. The device of claim 11, whercin the processor is configured to augment the first
watermark detection result and the second watermark detection result by one or more of:
averaging the first watermark detection result and the second watermark deiection
result on a symbol-by-symbol basis;
averaging the first watermark detection result and the second watermark detection

result on a symbol-by-symbol basis based on weights assigned o cach symbol;
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averaging the first watermark detection result and the second watermark detection
result on a packet-by-packet basis; or
averaging the first watermark detection result and the second watermark detection

result on a packet-by-packet basis based on weights assigned to cach packet.

17. The device of claim 11, further comprising:
a transmitter coupled to a convpurication module to communicate one or more of

the first, second or combined watermark detection results to a different device.

18. A device, comprising:

a processor; and

& memory comprising processor executable code, the processor executable code,
when executed by the processor, configures the device to:

receive at least a portion of a fivst content being presented by a first device, the first
content comprising substantially imperceptible watermarks that are embedded 1n one or more
components of the first content;

perform watermark detection operations to obtain a first watermark detection
resuit:

receive a sccond watermark detection result associated with the first content from a
device other than the second device;

augment the first watermark detection result and the second watermark detection
result to obtain a combined watermark detection result; and

use the combined detection result to enable presentation of a second content in

synchronization with the first content,

19. A computer program product, eraboedied on one o1 more non-transitery computer
readable media, comprising:

program code for receiving at least a portion of a first content being presented by a
first device, the first content comprising substantially tmoperceptible watermarks that are
embedded 1o one or more components of the first content;

program code for receiving performing watermark detection operations to obtain a
first watermark detection result;

program code for receiving a second watcrmark detection result associated with the
first content from a device other than the second device;
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program code for augmenting the first watermark detection result and the second
watermark detection result to obtain a combined watermark detection result: and
program code for using the combined detection resuli fo cnable prescntation of a

second content in synchronization with the furst content.

20. A system comprising:

a first device coupled to one or both of a display screen or a speaker to present a
first content, wherein the first content inchudes substantially imperceptible watermarks that
are embedded in one or more components of the first content; and

a second device comprising:

one or more of a communication module, a microphone, a camera, an audio
mput or a video input to receive at least a portion of the first content as the first content is
being presenied by the first device;

a watermark cxtractor component to perform watermark detection operations
to obtain a first watermark detection result from the recetved portion or portions of the first
content;

wherein one or more of the communication module, the microphone, the
camera, the andio input or the video iuput further enabling the second device to receive a
second watermark detection result associated with the first content from a device other than
the second device; and

a processor coupled to one or more of the commuunication module, the
microphone, the camers, the audio input, the video mput, or the watermark extractor
component to augment the first watermark detection result and the second watermark
detection result to obtain a combined watermark detection result, and to use the combined
detection result to enable presentation of a second content 1o synchronization with the first

content.

21, The system of claim 20, further comprising a database that is coupled 1o at least

one of the first device or the second device.

o

22, The system of clatm 21, wherein the second device s configured to receive the
, g

second watermark detection results from the database.
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23, The system of claim 20, further comprising at least a third device that 15 coupled 1o
the second device through a commnunication channel and the third device is configured to
produce the second watermark detection result and fo communicate the second watermark

detection result to the second device.

24. The system of claim 20, whercin the second watermark detection result is obtained
from processing one or moere conponents of the first content that is obtained using one or
more of the following channels:

an acoustical channel;

an non-acoustical chamel;

an optical chammel; or

a non-optical channel.

25, A method for enhancing synchronized presentation of a second content with
respect io a first content, the method comprising:

producing a first watermark detection result based on processing a particular
segment of the fivst content that is received from one of: an optical channel or an acoustical
channel;

receiving a second watermark resudt through a wireless communication channcl
that 1s niot an optical or an acoustical chanuel, the second watermark detection result
corresponding to the particular segment of the first content;

augmenting the first watermark detection result and the second watermark
detection result to obtain a combined watermark detection result; and

using the combined detection result o cnable presentation of the second content in

synchronization with the first content.

26. A computer program product, emboedied on one or more non-transitory computer
readable media, comprising:

program code for prodocing a first watermark detection result based on processing
& parcticular segment of the first content that is received from one of: an optical channel or an
acoustical channel;

program code for receiving a second watermark result through a wireless
communication chaunel that is not an optical or an acoustical channel, the second watermark
detection result corresponding to the particular segment of the first content;
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program code for augmenting the first watermark detection result and the second
watermark detection result to obtain a combined watermark detection result: and
program code for using the combined detection result to enable presentation of the

second content in synchronization with the furst content.

27. A device, comprising:

a processor; and

& memory conprising processor executable code, the processor executable code,
when executed by the processor, configures the device to:

produce a first watermark detection resolt based on processing a particular segment
of the first content that is received from one oft an optical channel or ap acoustical channel;

receive a second watermark result through a wireless commumication chamnel that
is not an optical or an acoustical channel, the second watermark detection result
corresponding to the particular segment of the first content;

augraent the first watcrmark detection result and the second watermark detection
result to obtamn a combined watermark detection result; and

use the combined detection result to enable presentation of the sccond content in

synchronization with the first content.

28. A method, comprising:

receiving, at a second device from a first device, a first portion of a furst content;

receiving, at the second device from a third device, the first portion of the first
content;

combining, at the sccond device, the fivst portion of the first content received from
the first device and the first portion of the first content received from the third device 1o
obtain a combined content;

processing, at the second dovice, the combined content to obtain a multimedia
presentation tracking information; and

using the multimedia presentation tracking information to enable presentation of 4

second content in synchronization with the first content.

29. A computer program produoct, emboedied on one or more non-transitory computer

readable media, comprising:
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program code for receiving, at a second device from a first device, a first portion of
a first content;

program code for receiving, at the second device from a third device, the first
portion of the first content;

program code for combining, at the second device, the first portion of the first
condent received from the first device and the fivst portion of the first content received from
the third device to obtain a combined content;

program code for processing, at the second device, the combined content o obtain
a multimedia presentation tracking mformation; and

program code for using the multimedia presentation tracking information fo cnable

presentation of a second content in synchronization with the first content,

34. A device, comprising:

& processor; and

a memory comprising processor executable code, the processor executable code,
when executed by the processor, configores the device to:

receive, from a first device, a first portion of 8 first contoni;

recetve, from a third device, the first portion of the first content;

combine the first portion of the first content received from the first device and the
first portion of the first content received from the third device to obtain a combined content;

process the combined content 1o obtain a nwmltimedia presentation tracking
mformation; and

use the multimedia presentation tracking information to enable presentation of a

second content in synchronization with the first content.

3L A method, comprising:

receiving, at a second device equipped with a roultimedia prosentation tracking
detector, information indicative of a multimedia presentation tracking information obtaine
from a first content being presented by a first device, the information comprising a source
identificr identifying a first source used for obtaining the multimedia presentation tracking
information;

determining a first reliability of the received multimedia presentation tracking

information based on at least the source identifier;
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comparing the first rehiability to a second rehability associated with the multimedia
presentation tracking watermark detector; and

upon a determination that the first reliability cxceeds the second rehiability,
selecting the received multimedia presentation fracking mformation to enable presentation of

a second content in synchronization with the first content.

32. A computer program product, eraboedied on one o1 more non-transitery computer
readable media, comprising:

program code for receiving, at a second deviee equipped with a multimedia
presentation tracking detector, information indicative of a multimedia presentation tracking
information obtained from a first content being presented by a first device, the information
comprising a source identifier identifying a first source used for obtaining the multimedia
presentation tracking information;

program code for determining a first relability of the received nuiltimedia
presentation tracking mformation based on at least the source identifier;

program code for comparing the first reliability to a second reliability associated
with the multimedia presentation tracking watermark detector; and

program code for, upon a determination that the first reliability exceeds the second
reHability, selecting the received multimedia presentation tracking information to enable
presentation of a sccond content in synchronization with the first content.

program code for upon a determination that the fivst reliability exceeds the second
rehability, sclecting the received multimedia presentation tracking information to enable

presentation of a second content in synchronization with the first content.

33, A device, comprising:

a processor; and

& memory comprising processor executable code, the processor executable code,
when executed by the processor, configures the device to:

receive mformation indicative of a mulimedia presentation tracking information
obtained from a fivst content being presented by a first device, the information comprising a
source identifier identifying a first source used for obtaining the multimedia presentation

tracking information;
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determine a first rehability of the received multimedia presentation tracking
mnformation based on at least the source identifier;

compare the first reliability to a sccond reliability associated with a muoltimedia
presentation tracking watermark detector of the device; and

upon a determination that the first reliability exceeds the second reliability, select
the received multimedia presentation tracking information to enable presentation of a second

content in synchronization with the first content.

233~



PCT/US2014/026322

WO 2014/160324

_

_

N At

| somsg

|| Sumssooorg
_

_

_

V1] asegeie(y

481
301831 YL

011
SIAB( HUOO

I
201AD PIY T,

967
IDIAR(] PUOIOS

A 4

701
3OIAD(Y 158

001

iZ9
ogrIoIg

S3I2IN0S oYL



PCT/US2014/026322

1L

Communication
Unit
206

User interface
Device(s)
210

Other

Entities

WO 2014/160324
2/6

Ir Device TIMicrcphone |
| 200 218
I | _____ I
| | Camera
| 220 |
| —==—
| Memaory !
| 202 I
I
| | == o T = I
, | MPT Code I |
| ' Embedder 1| 222 !
| | 212 o

———————— _———"1
: Processor -~ _M;TT::_ - - —==1

204 ade Detector

: == 214
I
|
|
I
|
|
I
|
|

216

Communication

FIG. 2

Link 208



WO 2014/160324 PCT/US2014/026322

Receive, at a second device, at feast a portion of a
first content being presented by a first device,
where the first content comprises substantially

imperceptible watcrmarks that are embedded in
one or more componenis of the first content
362

Perform watermark detection operations to obtain a
first watermark detection result
304

Receive, at the second device, a second watermark
detection result associated with the first content
from a device other than the second device

Augment the first watermark detection result and
the second watermark detection result to obtain a
combined watermark detection result

Use the combined detection result to cnable
presentation of a second content in synchronization
with the first content

-5
310

FIG. 3



WO 2014/160324 PCT/US2014/026322

Device
400

Memory
402

I

Processor
404

s

Comimunication
406

)

Link
| 408

I ..
| Conmmnunication
|



WO 2014/160324

W
[

Receive, at a second device from a first device, a
first portion of a first content
502

Reccive, at the second device from a third device,
the first portion of the first content
504

!

Combine, at the second device, the first portion of
the first content received from the first device and
the first portion of the first content received from
the third device to obtain a combined content
506

l

Process, at the second device, the combined
content to obtain a multimedia presentation
tracking information
508

Use the multimedia presentation tracking
information to conable presentation of a second
content in synchronization with the first content
510

FIG. 5

PCT/US2014/026322



WO 2014/160324 PCT/US2014/026322

Receive, at a second device equipped with a
multimedia presentation tracking watermark
detector, information indicative of a multimedia
presentation tracking information obtained from a
first content being presented by a first device, the
information comprising a source identifier
identifying a first source used for obtaining the
multimedia presentation tracking information
602

v

Dictermine a first reliability of the received
multimedia presentation tracking information
based on at least the source identifier
604

!

Compare the first reliability to a second rehiability
associated with the multimedia presentation
tracking watermark detector
606

}

Upon a determination that the first reliability
exceeds the second reliability, select the received
multimedia presentation tracking information to

enable presentation of a second content in
synchronization with the first content

FiG. 8



INTERNATIONAL SEARCH REPORT International application No.
PCT/US2014/026322

A. CLASSIFICATION OF SUBJECT MATTER
HO4N 21/8358(2011.01)i, HO4N 21/60(2011.01)i, G06Q 50/10(2012.01)i

According to International Patent Classification (IPC) or to both national classification and [PC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)
HO4N 21/8358; GO6F 21/24; G10L 19/00; GO6K 9/00; HO4N 21/60; G0O6Q 50/10

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)
cKOMPASS(KIPO internal) & Keywords: content, watermark, combine, synchronization, embed

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category* Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

A US 2013-0011006 Al (RADE PETROVIC et al.) 10 January 2013 1-33
See paragraphs 3, 14, 26, 98, 145, 185, 238, 246; and figure 4.

A US 2012-0272327 Al (JUN-BUM SHIN et al.) 25 October 2012 1-33
See paragraphs 36-40, 59-65; and figures 1, 4.

A US 2012-0308071 Al (SCOTT RAMSDELL et al.) 06 December 2012 1-33
See paragraphs 20, 51, 72; and figures 1, 6.

A KR 10-2012-0128149 A (FRAUNHOFER GESELLSCHAFT ZUR FRDERUNG DER ANGEWANDTEN 1-33
FORSCHUNG E.V.) 26 November 2012
See paragraphs 47, 142-150; and figures 2, 14.

A KR 10-2008-0087047 A (NIPPON TELEGRAPH AND TELEPHONE CORPORATION) 1-33
29 September 2008
See paragraphs 76, 80, 84; and figures 1b, 3b, bb.

|:| Further documents are listed in the continuation of Box C. See patent family annex.
* Special categories of cited documents: "T" later document published after the international filing date or priority
"A" document defining the general state of the art which is not considered date and not in conflict with the application but cited to understand
to be of particular relevance the principle or theory underlying the invention
"E" carlier application or patent but published on or after the international "X" document of particular relevance; the claimed invention cannot be
filing date considered novel or cannot be considered to involve an inventive
"L"  document which may throw doubts on priority claim(s) or which is step when the document is taken alone
cited to establish the publication date of another citation or other "Y" document of particular relevance; the claimed invention cannot be
special reason (as specified) considered to involve an inventive step when the document is
"O" document referring to an oral disclosure, use, exhibition or other combined with one or more other such documents,such combination
means being obvious to a person skilled in the art
"P"  document published prior to the international filing date but later "&" document member of the same patent family
than the priority date claimed
Date of the actual completion of the international search Date of mailing of the international search report
25 August 2014 (25.08.2014) 25 August 2014 (25.08.2014)
Name and mailing address of the ISA/KR Authorized officer NS,
International Application Division 5 ‘\§\‘§§§‘:%
¢ Korean Intellectual Property Office KANG, Hee Gok § &1 H \\*\*‘k\\Q

189 Cheongsa-to, Seo-gu, Dagjeon Metropolitan City, 302-701,
Republic of Korea

’ Rty X \ B \‘.\
Facsimile No. +82-42-472-7140 Telephone No. +82-42-481-8264 TN

Form PCT/ISA/210 (second sheet) (July 2009



INTERNATIONAL SEARCH REPORT

International application No.

Information on patent family members PCT/US2014/026322
Patent document Publication Patent family Publication
cited in search report date member(s) date
US 2013-0011006 Al 10/01/2013 US 2006-239501 Al 26/10/2006
US 2012-017091 Al 19/01/2012
US 2013-007462 Al 03/01/2013
US 8340348 B2 25/12/2012
US 8538066 B2 17/09/2013
US 2012-0272327 Al 25/10/2012 KR 10-2012-0119793 A 31/10/2012
US 2012-0308071 Al 06/12/2012 WO 2012-170441 A2 13/12/2012
KR 10-2012-0128149 A 26/11/2012 CA 2790973 Al 01/09/2011
CN 102859585 A 02/01/2013
EP 2362382 Al 31/08/2011
EP 2539891 Al 02/01/2013
JP 05426781 B2 26/02/2014
JP 2013-520696 A 06/06/2013
US 2013-0261778 Al 03/10/2013
WO 2011-104283 Al 01/09/2011
KR 10-2008-0087047 A 29/09/2008 CN 101053256 A 10/10/2007
CN 101609546 A 23/12/2009
CN 101866475 A 20/10/2010
EP 1928180 Al 04/06/2008
JP 04809840 B2 09/11/2011
JP 05425115 B2 26/02/2014
JP 05550760 B2 16/07/2014
JP 2011-078141 A 14/04/2011
JP 2013-179640 A 09/09/2013
KR 10-0876006 Bl 26/12/2008
TW 201203188 A 16/01/2012
US 2008-0089552 Al 17/04/2008
US 2011-0228972 Al 22/09/2011
US 7970164 B2 28/06/2011
US 8126202 B2 28/02/2012
WO 2007-015452 Al 08/02/2007

Form PCT/ISA/210 (patent family annex) (July 2009)




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - claims
	Page 27 - claims
	Page 28 - claims
	Page 29 - claims
	Page 30 - claims
	Page 31 - claims
	Page 32 - claims
	Page 33 - claims
	Page 34 - claims
	Page 35 - claims
	Page 36 - drawings
	Page 37 - drawings
	Page 38 - drawings
	Page 39 - drawings
	Page 40 - drawings
	Page 41 - drawings
	Page 42 - wo-search-report
	Page 43 - wo-search-report

