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CODING SCENE TRANSITIONS IN VIDEO CODING

FIELD OF THE INVENTION

The invention relates to video coding, particularly to transitions be-
tween scenes that are included in video files, i.e. to scene transitions.

BACKGROUND OF THE INVENTION

Video files are composed of a plurality of still image frames, which
are shown rapidly in succession as a video sequence (typically 15 to 30
frames per second) to create an idea of a moving image. Image frames typi-
cally comprise a plurality of stationary background objects defined by image in-
formation that remains substantially the same, and few moving objects defined
by image information that changes somewhat. In such a case, the image in-
formation comprised by the image frames to be shown in succession is typi-
cally very similar, i.e. consecutive image frames comprise much redundancy.
In fact, the redundancy comprised by video files is dividable into spatial, tem-
poral and spectral redundancy. Spatial redundancy represents the mutual cor-
relation between adjacent image pixels; temporal redundancy represents the
change in given image objects in following frames, and spectral redundancy
the correlation between different colour components within one image frame.

Several video coding methods utilize the above-described temporal
redundancy of consecutive image frames. In this case, so-called motion-com-
pensated temporal prediction is used, wherein the contents of some (typically
most) image frames in a video sequence are predicted from the other frames
in the sequence by tracking the changes in given objects or areas in the image
frames between consecutive image frames. A video sequence comprises
compressed image frames, whose image information is determined without us-
ing motion-compensated temporal prediction. Such frames are called INTRA or
| frames. Similarly, motion-compensated image frames comprised by a video
sequence and predicted from previous image frames are called INTER or P
frames (Predicted). One | frame and possibly one or more previously coded P
frames are used in the determination of the image information of P frames. If a
frame is lost, frames depending thereon can no longer be correctly decoded.

Typically, an | frame initiates a video sequence defined as a Group
of Pictures (GOP), the image information of the P frames comprised by which
can be defined using only the | frames comprised by said group of pictures
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GOP and previous P frames. The following | frame again initiates a new group
of images GOP, and the image information of the frames comprised by it can-
not thus be defined on the basis of the frames in a previous group of pictures
GOP. Accordingly, groups of pictures GOP do not temporally overlap and each
group of pictures can be independently decoded. In addition, many video com-
pression methods use bi-directionally predicted B frames, which are placed be-
tween two anchor frames (I and P frame or two P frames) within a group of pic-
tures GOP, and the image information of the B frame is predicted from both the
previous anchor frame and the anchor frame following the B frame. B frames
thus provide image information of a better quality than do P frames, but they
are typically not used as an anchor frame and discarding them from the video
sequence does therefore not cause any deterioration of the quality of subse-
quent pictures.

Each image frame is dividable into macro blocks that comprise the
colour components (e.g. Y, U, V) of all pixels from a rectangular image area.
More precisely, a macro block is composed of three blocks, each block com-
prising colour values (e.g. Y, U or V) from one colour layer of the pixels from
said image area. The spatial resolution of the blocks may be different from that
of the macro block; for example, components U and V can be presented at
only half the resolution compared with component Y. Macro blocks can also be
used to form for example slices, which are groups of several macro blocks -
wherein the macro blocs are typically selected in the image scanning order. In
fact, in video coding methods, temporal prediction is typically performed block
or macro block-specifically, not image frame-specifically.

Many video materials, such as news, music videos and movie trail-
ers comprise rapid cuts between different image material scenes. Sometimes
cuts between different scenes are abrupt, but often scene transition is used,
i.e. the transition from scene to scene takes place for instance by fading, wip-
ing, tiling or rolling the image frames of a previous scene, and by bringing forth
the scenes of a subsequent scene. As regards coding efficiency, the video
coding of a scene transition is often a serious problem, since the image frames
during a scene transition comprise information on the image frames of both the
ending scene and the beginning scene.

A typical scene transition, fading, is performed by lowering the in-
tensity or luminance of the image frames in a first scene gradually to zero and
simultaneously raising the intensity of the image frames in a second scene
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gradually to its maximum value. Such a scene transition is called a cross-faded
scene transition. A second typical scene transition, tiling, is performed by ran-
domly or pseudo-randomly discarding square parts from the image frames of a
first scene, and replacing the discarded parts with bits taken from the corre-
sponding places in a second scene. Some typical scene transitions, such as
roll, push, door etc., are accomplished by ‘fixing' the first image frames on the
surface of a virtual object (a paper sheet, a sliding door or an ordinary door) or
some other arbitrary object, and turning this object or piece gradually away
from sight, whereby information about the image frames of a second scene is
copied to the emerging image areas. Many other transitions are known and
used in several commercially available products, such as Avid Cinema™ (Avid
Technology Inc.).

Present video coding methods utilize several methods of coding
scene transitions. For example, in the coding according to the ITU-T (Interna-
tional Telecommunication Union, Telecommunication Standardization Sector)
H.263 standard, the above-described B frames are usable for presenting im-
age frames during a scene transition. In this case, one image frame from a first
(ending) scene and one image frame from a second (beginning) scene are se-
lected as anchor frames. The image information of the B frames inserted be-
tween these during the scene transition is defined from these anchor frames
by temporal prediction such that the pixel values of the predicted image blocks
are calculated as average values of the pixel values of the motion-
compensated prediction blocks of the anchor frames.

As regards coding efficiency, such a solution is, however, disadvan-
tageous particularly if coding the scene transition requires that several B
frames be inserted between the anchor frames. In fact, the coding has been
improved in the ITU-T H.26L standard such that the image information of the B
frames inserted between the anchor frames during the scene transition is de-
fined from these anchor frames by temporal prediction such that the pixel val-
ues of the B image frames are calculated as weighted average values of the
pixel values of the anchor frames based on the temporal distance of each B
frame from both anchor frames. This improves the coding efficiency of scene
transitions made by fading, in particular, and also the quality of the predicted B
frames.

Generally speaking, it is feasible that a computer-generated image
is made of layers, i.e. image objects. Each of these image objects is definable
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by three types of information: the texture of the image object, its shape and
transparency, and the layering order (depth) relative to the background of the
image and other image objects. For example, MPEG-4 video coding uses
some of these information types and the parameters values defined for them in
coding scene transitions.

Shape and transparency are often defined using an alpha plane,
which measures non-transparency, i.e. opacity and whose value is usually de-
fined separately for each image object, possibly excluding the background,
which is usually defined as opaque. It can be defined that the alpha plane
value of an opaque image object, such as the background, is 1.0, whereas the
alpha plane value of a fully transparent image object is 0.0. Intermediate val-
ues define how strongly a given image object is visible in the image relative to
the background and other at least partly superposed image objects that have a
higher depth value relative to said image object.

Layering image objects on top of each other according to their
shape, transparency and depth position is called scene composition. In prac-
tice, this is based on the use of weighted average values. The image object
closest to the background, i.e. positioned the deepest, is first positioned on top
of the background, and a combined image is created from these. The pixel
values of the composite image are determined as an average value weighted
by the alpha plane values of the background image and said image object. The
alpha plane value of the combined image is then defined as 1.0, and it then
becomes the background image for the following image object. The process
continues until all image objects are combined with the image.

The above-described process for coding a scene transition is used
for instance in MPEG-4 video coding such that image frames in a beginning
scene are typically selected as background images, whose opacity has a full
value, and the opacity of image frames in an ending scene, the frames being
‘image objects’ to be positioned on top of the background, is reduced during
the scene transition. When the opacity, i.e. alpha plane value, of the image
frames of the ending scene reaches zero, only the image frame of the begin-
ning scene is visible in the final image frame.

However, prior art scene transition coding involves several prob-
lems. The use of weighted anchor frame average values in the prediction of B
frames does not work well in situations wherein the duration of the scene tran-
sition is long and the images include much motion, which considerably lowers
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the compression efficiency of coding based on temporal prediction. If the B pic-
tures used in the scene transition are used for traffic shaping for instance in a
streaming server, the image rate of the transmitted sequence temporarily de-
creases during the scene transition, which is usually observed as image jerks.

A problem in the method used in MPEG-4 video coding is the com-
plexity of coding a scene transition. In MPEG-4 video coding, scene composi-
tion always takes place by means of a system controlling the video coding and
decoding, since an individual MPEG-4 video sequence cannot contain the in-
formation required for composing a scene from two or more video sequences.
Consequently, composing a scene transition requires control-level support for
the actual process and simultaneous transfer of two or more video sequences,
which typically requires a wider bandwidth, at least temporarily.

BRIEF DESCRIPTION OF THE INVENTION

The object of the invention is thus to provide a method and an appa-
ratus for implementing the method to alleviate the above problems. The ob-
jects of the invention are achieved by a method, video encoder, video decoder
and computer software that are characterized in what is disclosed in the inde-
pendent claims.

The preferred embodiments of the invention are disclosed in the
dependent claims.

The invention is based on composing a scene transition in a video
sequence between at least a first and a second scene, the first scene being an
ending scene and the second scene a beginning scene. At least one of the
scenes comprises independently decodable video frames coded according to
at least a first frame format, i.e. | frames, and video frames coded according to
a second frame format, i.e. P or B frames, at least one of the video frames ac-
cording to the second frame format being predicted from at least one other
video frame. The scene transition is coded in the video sequence preferably
such that the presentation times of at least one video frame of the first scene
and at least one video frame of the second scene are determined to be the
same during the scene transition, allowing said video frames to be called
scene transition video frames. Scene transition information for composing a
scene transition with a decoder is defined for at least one video frame of at
least one of the scenes. At least said one scene transition video frame of the
first scene, said one scene transition video frame of the second scene and
said scene transition information are then coded in a encoder into the video
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Similarly, when said video sequence is being decoded, the coded
video frame of the first scene, the coded video frame of the second scene, and
the coded scene transition information are received at a decoder. These are
decoded and the scene transition is generated using the decoded video frame
of the first scene, the decoded video frame of the second scene, and the de-
coded scene transition information.

In a preferred embodiment of the invention, frames of the first and
second scenes are placed on different scalability layers comprising at least a
base layer and a first enhancement layer.

The advantage of the method of the invention is that it allows a
scene transition to be coded in a video sequence such that it comprises essen-
tial information about the different scenes and their processing during the
scene transition, enabling the decoding of the scene transition in a decoder
based merely on the information comprised by said video sequence. A further
advantage is that the method of the invention enables scalable coding also in
the coding of the scene transition. An additional advantage is that, in accor-
dance with a preferred embodiment of the invention, the scalability layers of
the video sequence are combined with the above-described image objects of
image frames and their information types such that a scalable video coding is
achieved for the scene transition, the compression efficiency of the coding si-
multaneously being good.

BRIEF DESCRIPTION OF THE FIGURES

In the following, the invention will be described in detail in connec-
tion with preferred embodiments with reference to the accompanying drawings,
in which

Figure 1 shows the placement of the image frames of two different
scenes onto scalability layers in accordance with a preferred embodiment of
the invention;

Figure 2 shows a scene transition that can be composed by means
of the placement of image frames according to Figure 1;

Figure 3 shows a second scene transition that can be composed by
means of the placement of image frames according to Figure 1;

Figure 4 shows the placement of the image frames of two different
scenes onto scalability layers in accordance with a second preferred embodi-
ment of the invention;
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Figure 5 shows a graph illustrating the portion of discardable data
as a function of the duration of the cross-faded scene transition in accordance
with a preferred embodiment of the invention; and

Figure 6 shows a block chart illustrating a mobile station in accor-
dance with a preferred embodiment of the invention.

DETAILED DESCRIPTION OF THE INVENTION

The invention is applicable to all video coding methods using scal-
able coding. The invention is particularly applicable to different low bit rate
video codings typically used in limited-band telecommunication systems.
These include for instance ITU-T standard H.263 and H.26L (later possibly
H.264), which is currently being standardized. In these systems, the invention
is applicable for instance in mobile stations, allowing video playback to adapt
to variable transfer capacity or channel quality and the processor power avail-
able at each particular time when other applications than video playback is run
in the mobile station.

Furthermore, it is to be noted that, for the sake of clarity, the inven-
tion will be described next by describing the coding and temporal prediction of
image frames at image frame level. However, in practice, coding and temporal
prediction typically take place at block or macro block level, as was stated
above.

Several video coding methods use scalable coding for flexible ad-
justment of the video coding bit rate, whereby some elements or element sets
in a video sequence can be discarded without it having any impact on the re-
construction on the other parts of the video sequence. Scalability is typically
implemented by grouping image frames onto several hierarchical layers. Sub-
stantially only the image frames necessary for decoding the video information
at the receiving end are coded in the image frames of the base layer.

The concept of an independently decodable group of pictures GOP
is typically used also in this case. In some video coding methods, such an in-
dependently decodable group of pictures may constitute a sub-sequence, al-
though in the present description, a sub-sequence is understood to mean any
group of pictures whose pictures can be decoded using the pictures of the
same group of pictures and one or more other groups of pictures. The base
layer in each group of pictures GOP typically comprises at least one | frame
and a necessary number of P frames. One or more enhancement layers may
be defined under the base layer, each layer improving the quality of the video
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coding compared with the upper layer. Consequently, enhancement layers
comprise P or B frames predicted by motion compensation from the pictures of
one or more upper layers. On each layer, the frames are typically numbered in
accordance with a predetermined alphanumeric series.

As regards the terminal that plays back the video sequence, the
quality of the picture to be displayed improves the more scalability layers are
available or the more scalability layers it is capable of decoding. In other
words, the temporal or spatial resolution or spatial quality of image data im-
proves, since the amount of image information and the bit rate used for its
transfer increase. Similarly, a larger number of scalability layers also sets con-
siderably higher requirements on the processing power of the terminal as re-
gards decoding.

Correspondingly, the bit rate of a video sequence is adjustable by
discarding lower scalability layers from the video sequence. The dependence
of each image frame in a group of pictures or a sub-sequence on the other im-
age frames in the group of pictures may also be known in some cases. In
these instances, the group of pictures or the sub-sequence and the pictures
dependent thereon also constitute an independent entity that can be omitted
from the video sequence, if need be, without it affecting the decoding of sub-
sequent image frames in the video sequence. Accordingly, the image frames
of only said sub-sequence and the sub-sequences of lower scalability layers
dependent thereon remain un-decoded or at least cannot be decoded cor-
rectly. In other words, scalable video coding brings forth a plurality of advan-
tages for adjusting the bit rate of a video sequence.

Next, a method of implementing a scene transition utilizing scalable
video coding will be described. In accordance with the invention, a method will
be described, wherein the scalability layers of a video sequence are combined
with the above described image frame image objects and their information
types such that scalable video coding having good compression efficiency is
achieved for the scene transition.

However, it is to be noted that the invention is not only restricted to
scalable coding of a scene transition. It is essential to the invention to enable
the coding of a scene transition into a video sequence such that it comprises
essential information about the different scenes and their processing during
the scene transition, whereby the scene transition can be decoded in a de-
coder merely based on the information comprised by said video sequence.
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The following is an exemplary illustration of the invention using a
cross-faded scene transition and an abrupt scene transition as examples. The
image frames to be presented during a scene transition are typically composed
of two superposed image frames, the first image frame from a first scene and
the second image frame from a second scene. One of the image frames con-
stitutes a background picture and the other, called a foreground picture, is
placed on top of the background picture. The opacity of the background picture
is constant, i.e. its pixel-specific alpha level values are not adjusted.

In the present embodiment of the invention, the background picture
and the foreground picture are determined by scalability layers. This is illus-
trated in Figure 1 showing an example of how the image frames of two differ-
ent scenes are placed on scalability layers during a scene transition according
to the invention. In Figure 1, the first image frame 100 of a first (ending) scene
is located on a base layer. The image frame 100 may be either an | frame, the
determination of whose image information does not use motion-compensated
temporal prediction or a P frame, which is a motion-compensated image frame
predicted from previous image frames. The coding of a second (beginning)
scene begins during a temporally subsequent image frame, and, in accor-
dance with the invention, the image frames comprised by it are also placed on
the base layer. This means that the rest of the image frames 102, 104, of the
second (ending) scene are placed on a first enhancement layer (Enhance-
ment1). These image frames are typically P frames.

As stated, in this embodiment, the image frames comprised by the
second (beginning) scene are placed on the base layer, at least for the dura-
tion of the scene transition. The first image frame 106 of the scene is typically
an | frame, from which the subsequent image frames of the second scene are
temporally predicted. In other words, the subsequent image frames of the sec-
ond scene are temporally predicted frames, typically P frames, as shown in
Figure 1 by frames 108 and 110.

Such image frame placement on scalability layers enables a cross-
faded scene transition to be implemented in accordance with a preferred em-
bodiment of the invention such that the image frame on the base layer is al-
ways defined as a background picture whose opacity is at its maximum
(100%). During a scene transition, image frames located on an enhancement
layer are placed on top of the background picture and their opacity is adjusted
for instance with suitable filters such that the frames gradually change from
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opaque to transparent.

In the video sequence of Figure 1, there are no image frames on
lower scalability layers during the first image frame 100 of the base layer. For
this point in time, only the first image frame 100 of the base layer is coded in
the video sequence.

A new (second) scene begins at the following image frame 106 on
the base layer, image frame 106 being set as the background picture as re-
gards its depth position, and its opacity value being defined to maximum.
Temporally simultaneously with image frame 106 on the base layer is image
frame 102 of the ending (first) scene on the enhancement layer, and its trans-
parency should be increased in order to achieve a cross-faded scene transi-
tion. The example of Figure 1 assumes that opacity is set to a value of for in-
stance 67%, in addition to which image frame 102 is defined as a foreground
picture as regards its depth position. For this point in time, a picture combined
from image frames 106 and 102 is coded in the video sequence, and it shows
picture 106 more faintly in the background and picture 102 more clearly in the
foreground, since its opacity value is substantially high (60 to 100%).

During the temporally following image frame, a second image frame
108 of the second scene is on the base layer and it is similarly set as the
background picture as regards its depth position, and its opacity value is de-
fined to maximum. In addition, the last image frame 104 of the temporally si-
multaneously ending (first) scene is on the first enhancement layer, the opacity
value of the frame being for instance 33%, and, in addition, image frame 104 is
defined as a foreground picture as regards its depth position. That is, for said
point in time, a picture combined from image frames 108 and 104 is coded into
the video sequence, and it shows picture 108 more clearly in the background
and picture 104 more faintly in the foreground, since its opacity value is sub-
stantially low (10 to 40%). Furthermore, it is feasible that between said image
frame there would be a frame whose opacity value is substantially 50%, but
this is not shown in this example.

During the temporally following image frame, a third image frame
110 of the second scene is on the base layer. Since the first scene has ended,
only image frame 110 is coded into the video sequence and the presentation
of the second scene continues from that frame.

The video sequence of Figure 2 can be preferably used to illustrate
the above described cross-faded scene transition. In Figure 2, image frame
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200 shows a picture of a boat, the image frame belonging to the first (ending)
scene in this video sequence. Image frame 200 corresponds to image frame
100 of the first base layer in the video sequence of Figure 1, during which
frame there are no image frames on lower scalability layers. In other words,
only the first image frame 100 of the base layer is coded into the video se-
quence for said point in time.

At the next point in time, a scene transition starts in the video se-
quence of Figure 2, image frame 202 comprising image information about the
first (ending) scene and the second (beginning) scene, combined in accor-
dance with the invention. The beginning scene shows a picture of a man’s
head dimly in the background of image frame 202. Image frame 202 corre-
sponds to the point in time in Figure 1, when image frame 106 of a beginning
scene is on the base layer and image frame 102 of an ending scene on the
enhancement layer. Image frame 106 (head) is set as a background picture as
regards its depth position and its opacity value is defined to maximum. The
opacity of image frame 102 (boat) on the first enhancement layer is set to the
value 67% and image frame 102 is defined as a foreground picture as regards
its depth position. For this point in time, an image frame 202, combined from
image frames 106 and 102 is coded in the video sequence, wherein picture
106 (head) is shown more faintly in the background and picture 102 (boat)
more intensely at the front, since its opacity value is substantially high (67%).

At the next point in time, the scene transition still continues in the
video sequence of Figure 2, image frame 204 also comprising image informa-
tion about the first (ending) scene and the second (beginning) scene, com-
bined in accordance with the invention. Image frame 204 corresponds to the
point in time in Figure 1, when image frame 108 of a beginning scene is on the
base layer and the last image frame 104 of an ending scene is on the en-
hancement layer. In the same way, image frame 108 is set as the background
picture as regards its depth position, its opacity value being defined to maxi-
mum. The opacity value of image frame 104 is set to 33%, and, in addition,
image frame 104 is defined as a foreground picture as regards its depth posi-
tion. That is, picture 204, combined from image frames 108 and 104, is coded
in the video sequence for said point in time, wherein picture 108 (head) is seen
more intensely in the background and picture 104 (boat) more faintly at the
front, since its opacity value is only 33%.

At the last point in time in the video sequence of Figure 2, the scene
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transition is ended and only the third image frame 110 of the second scene on
the base layer is coded in image frame 206, from which the presentation of the
second scene continues.

The above described by way of example how the placement of im-
age frames according to the invention onto different scalability layers allows a
cross-faded scene transition to be implemented advantageously as regards
coding efficiency. However, in the transmission or decoding of a video se-
quence, a situation may arise when the bit rate of the video sequence is to be
adapted to the maximum value of the bandwidth and/or terminal decoding rate
available for data transfer. Such an adjustment of the bit rate causes problems
to known video coding methods in implementing a scene transition.

In accordance with a preferred embodiment of the invention, one or
more scalability layers or independently decodable groups of pictures GOP or
sub-sequences comprised thereby can now be discarded from a video se-
quence thus lowering the bit rate of the video sequence, and yet the scene
transition can be simultaneously decoded without lowering image frequency. In
the placement of image frames according to Figure 1, this can be implemented
by discarding the first enhancement layer from the video sequence. This
means that only image frames 100, 106, 108 and 110 comprised by the base
layer are shown of the video sequence. In other words, a transition occurs di-
rectly from the first (ending) scene to the second (beginning) scene as an
abrupt scene transition, i.e. directly from image frame 100 of the first scene to
the beginning | image frame 106 of the second scene. In other words, an
abrupt scene transition is performed instead of a cross-faded scene transition.
However, a scene transition can be preferably performed without it having an
impact on the picture quality in the video sequence, and, typically, the viewer
does not experience an abrupt scene transition performed instead of a cross-
faded scene transition as disturbing or faulty. In a prior art implementation,
wherein scalability layers cannot be discarded, image frequency would instead
have to be lowered at a scene transition, and the viewer would experience this
as jerking and disturbing.

The above described abrupt scene transition can be preferably illus-
trated by the video sequence of Figure 3, comprising the same scenes (boat
and head) as the video sequence shown in Figure 2. Also in Figure 3, image
frame 300 shows a picture of a boat, whose image frame belongs to the first
(ending) scene in the video sequence. That is, image frame 300 corresponds
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to image frame 100 of the first base layer in the video sequence of Figure 1,
during the duration of which no image frames exist on the lower scalability lay-
ers. In other words, only the first image frame 100 of the base layer is coded
into the video sequence for said point in time.

At the next point in time, an abrupt scene transition from the first
scene to the second scene is performed in the video sequence of Figure 3 by
discarding the image frames on the enhancement layer from the video se-
quence. In accordance with the invention, image frame 302 then comprises
image information only about a second (beginning) scene on the base layer,
the man’s head being clearly visible in image frame 302. In other words, image
frame 302 corresponds to image frame 106 of Figure 1 as such.

Similarly, image frame 304 comprises image information only about
the second image frame 108 of the second scene on the base layer. In the
video sequence of Figure 3, only the third image frame 110 of the second
scene on the base layer is coded into image frame 306, and the display of the
second scene continues from there.

As Figure 3 shows, the scene transition can preferably be per-
formed as an abrupt scene transition without it affecting the picture quality in
the video sequence, nor can the abrupt scene transition shown in image
frames 300 to 306 be observed in any way faulty.

As is evident from the above, as regards the implementation of the
invention, it is preferable to always place the image frames of a latter scene
typically on the base layer and set them as background pictures in a depth po-
sition. However, if the intention is to emphasize the first (ending) scene for in-
stance because, in the case of an abrupt scene transition, the intention is to
show all image frames of the ending scene, then the image frames of the first
scene can be placed on the base layer. In this case, in accordance with an
embodiment of the invention, an | frame has to be coded in the second (begin-
ning) scene instead of a P frame immediately after the scene transition. How-
ever, as regards compression efficiency, this is not as preferable a solution as
the above described coding arrangement.

In accordance with a preferred embodiment of the invention, the
above problem can be solved in systems supporting backward temporal pre-
diction. A method called ‘reference picture selection’ is known in some coding
methods, which in its general form allows also the prediction of the image in-
formation of image frames from temporally later image frames. The transfer of
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an INTRA frame is a coding technique that utilizes the reference picture selec-
tion. This means that the INTRA frame is not placed in a temporally ‘correct’
place in a video sequence, but its place is transferred temporally later. In this
case, the image frames between the ‘correct’ place and the real place of the
INTRA frame in the video sequence are predicted from said INTRA frame tem-
porally backwards. This naturally requires that non-coded image frames be
buffered for a sufficiently long time in order for all image frames shown to be
coded and arranged in the display order.

In the following, the above described coding of a scene transition by
means of an INTRA frame transition is illustrated with reference to Figure 4.
Figure 4 shows all image frames 100, 102 and 104 of a first (ending) scene,
placed on a base layer, their depth position defining them as background pic-
tures and their opacity value being at maximum (100%). At least image frames
106 and 108, occurring during the scene transition, of a second (beginning)
scene, are placed on a first enhancement layer. These image frames are P
frames that are temporally predicted backwards from | frame 110. Depending
on the coding method used, | frame 110 may be located either on the base
layer or on the first enhancement layer. '

As regards the coding of a scene transition, it is essential that the
depth position placement of image frames located on an enhancement layer
and occurring during a scene transition define them as: foreground pictures,
and their opacity values change gradually. If the intention is to accomplish a
cross-faded scene transition similar to that in the example of Figures 1 and 2
above, the opacity value of image frame 106 is set to 33% and the opacity
value of image frame 108 to 67%.

The above examples clearly show how the method of the invention
combines an improved, i.e. more compression-efficient, cross-faded scene
transition using weighted averages with video coding that is scalable by layers.
Scalability by layers can be preferably utilized in the implementation of a cross-
faded scene transition and, on the other hand, if the enhancement layer has to
be discarded from the video sequence, for instance because of a narrowing
available bandwidth, the scene transition can still be preferably performed as
an abrupt scene transition.

The above examples present a simplified illustration of the invention
using only two scalability layers: the base layer and one enhancement layer.
However, in scalable coding, the number of enhancement layers is typically
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not restricted at all, but the coding is able to use several enhancement layers
in addition to the base layer. Furthermore, in some coding methods, the base
layer is further dividable such that a separate INTRA layer exists above it com-
prising only | frames and being followed by the actual base layer and below it a
necessary number of enhancement layers.

Furthermore, the above examples illustrate the invention in situa-
tions where a scene transition is performed between two scenes. However, the
invention is not restricted to scene transitions between only two scenes, but
the coding can be performed by coding more than two scenes in the same
scene transition. The different scenes may be temporally consecutive or at
least partly overlapping. In this case, the different scenes can be placed on dif-
ferent scalability layers such that after the scene transition, the image frames
comprised by a continuous scene are preferably placed on the base layer and
the image frames comprised by the other scenes are placeable in several dif-
ferent manners on several enhancement layers. The image frames to be gen-
erated during a scene transition can be coded in the above manner by defining
a different depth position for the image frames of the different scenes and by
weighting the opacity values of the different image frames in different manners.

In this case, one way to proceed is to place the first scene on the
base layer, to place monochrome, e.g. black frames on the first enhancement
layer at least for part of the duration of the scene transition, and to place the
second scene on the second enhancement layer. For example in Figure 4, the
monochrome frames may be thought to exist between frames 102 and 106,
and similarly between frames 104 and 108. This enables the scene transition
between the first and the second scene to be performed by first fading the first
scene in black, whereupon the information may be returned in the image
frames to the second scene for instance as a cross-faded scene transition de-
scribed above. Such a scene transition between different scenes through black
or white is very typical for example in documentary videos.

A problem in scanning video files arises when scanning is to be
started in the middle of a video sequence. Such situations arise for instance
when a user wants to scan a locally stored video file forward or backward, or a
streaming file at a given point, when a user starts playing back a streaming file
at a random point, or when an error stopping the playback of a video file is ob-
served in a video file to be played back requiring that the playback of the file
be restarted from some point subsequent to the error. To continue scanning a
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video file at a random point requires that an independently decodable group of
pictures GOP be found. Scene transitions are often coded by predicting the lat-
ter group of pictures from a first group of pictures belonging to the scene tran-
sition, and thus the latter group of pictures is not independently decodable and
cannot be used to continue scanning the video file. However, a beginning
scene would be a natural point to start scanning the file.

In accordance with a preferred embodiment of the invention, this is
avoidable in a decoder in such a manner that when the scanning of a video file
starts at a random point, the decoder looks for said point in the video se-
qguence of the following scene transition and starts decoding from the scene
transition. This can preferably be implemented, since in the scene transition of
the invention, the second (beginning) scene starts as an | frame, which thus
acts as the starting point of an independently decodable group of pictures
GOP or a sub-sequence. As regards the above described transfer of an INTRA
frame, it is also feasible that the | frame acts as a starting point for the decod-
ing. In this way the scene transition of the invention preferably provides a point
from which decoding can be started after a random scanning point.

In accordance with a preferred embodiment of the invention, B
frames can also be used in a scene transition for displaying image frames that
occur during the scene transition. In this case, the image information of the B
frames that occur during the scene transition is determined from these anchor
frames by temporal prediction by calculating the pixel values of the macro
blocks in the predicted image frames as average values or weighted average
values of the pixel values of the motion-compensated prediction blocks of the
anchor frames relative to the distance of each B frame from both anchor
frames. Because the compression efficiency of B frames is typically better than
that of P frames, a better quality is achieved also for the image frames com-
bined in the scene transition at a corresponding bit rate than if the image
frames corresponding to the B frames were P frames. If an image frame occur-
ring during a scene transition, such as a conventional B frame, is not used to
predict other frames, and does not have to be transmitted, temporally corre-
sponding image frames on other enhancement layers should neither be trans-
mitted.

In order to achieve sufficient compression efficiency, the bit rate of
the part to be discarded from the bit stream of the video sequence can be de-
termined such that it depends on the lengths of the scenes, i.e. the time be-
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tween scene transitions, and on the duration of the scene transition. If the as-
sumption here is that a constant bit rate is used and an equal bit rate is re-
served for the use of each image frame, a formula can be defined for approxi-
mating the portion of discardable data in a cross-faded scene transition from
the data reserved for the use of the image frames. If the portion of discardable
data is denoted by S(discard), the average duration of the cross-faded scene
transition is denoted by D(cross-fade), and the length of the scenes is denoted
by T(scene cut), the portion of discardable data can be given by formula 1:

S(discard) = D(cross-fade)/(2 x D(cross-fade) + T(scene cut)) (1.)

The portion of discardable data as a function of the duration of the
cross-faded scene transition can be presented by the curve of the graph of Fig.
5. The graph shows that if a cross-faded scene transition is not used (duration
of scene transition is zero, i.e. an abrupt scene transition is involved), the
amount of data to be discarded during the scene transition is naturally zero.
On the other hand, if the duration of the scene transition is equal to that of the
actual scene, half of the image frame data can be discarded during the scene
transition. The ratio of the duration of the scene transition to the duration of the
entire scene is typically below 0.1, the amount of discardable data being less
than 10%. For instance a movie trailer may include scenes of the duration of
one second, between which a 0.1-second cross-fading is used, the ratio of the
duration of the scene transition to the duration of the entire scene being ex-
actly 0.1, which corresponds to a portion of 9% of discardable data. Similarly, a
news clip may include for instance 5-second scenes, which are cross-faded to
the next scene during 0.3 seconds. In this case the ratio of the duration of the
scene transition to the length of the entire scene is 0.06, corresponding to a
portion of about 6% of discardable data.

The graph of Fig. 5 further shows that at its maximum, the amount
of discardable data is calculated using weighted averages, which thus resem-
bles the above prediction of B pictures by weighting the distances between the
image frames used as anchor frames.

In accordance with a preferred embodiment of the invention, data
can be discarded from a video sequence during a scene transition according to
the above formula as transition filtering, known per se, such as SMIL filtering .
(Synchronized Multimedia Integration Language). The SMIL 2.0 standard pre-
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sents means for transition filtering of for instance image and video files. The fil-
tering process uses one source or filtering is determined to take place between
two sources based on which the filtering output is determined to a given range
in the image frame. The filter determines the transition between the origin me-
dia and the destination media by denoting the origin media by the value 0.0
and the destination media by the value 1.0. This enables the filtering process
and the desired result to be determined by setting a suitable value on said pa-
rameter.

The SMIL 2.0 standard presents a plurality of different filtering ef-
fects that are applicable to the transition filtering according to the invention. In
accordance with a preferred embodiment of the invention, the properties of the
filters, particularly said parameter determining the transition are determined in
accordance with formula 1. In addition, the desired filtering effect affects the
type of filter used. A detailed description of the SMIL 2.0 standard is found in
specification ‘The SMIL 2.0 Transition Effects Module’, W3C, 7.8.2001.

Consequently, coding a scene transition according to the invention
is not only limited to the above examples and a cross-faded or abrupt scene
transition, but, in principle, the invention is applicable to any type of scene
transition. Accordingly, the invention is applicable for instance to the previously
mentioned tiling, roll, push, door or different zoomings. In principle, the proce-
dure is the same in all scene transitions: determining the opacity and depth
values for each frame during the scene transition and the filter type required
for the scene transition and the effect used.

The above describes a method of coding a scene transition as a
scalable video sequence. In concrete terms, this is performed in a video en-
coder, which may be a video encoder known per se. The video encoder used
could be for instance a video encoder according to the ITU-T recommenda-
tions H.263 or H.26L, which, in accordance with the invention, is arranged to
determine that the presentation time of at least one video frame of the first
scene is equal to the presentation time of at least one video frame of the sec-
ond scene during the scene transition, said video frames thus being scene
transition video frames, to define scene transition information for at least one
video frame of at least one scene for generating a scene transition with a de-
coder, to code said at least one scene transition video frame of the first scene
in a encoder into a video sequence, to code at least said one scene transition
video frame of the second scene in the encoder into the video sequence, and
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to code said scene transition information in the encoder into the video se-
quence.

Correspondingly, decoding takes place in a video encoder, which
may be a video decoder known per se. The video decoder used could be for
instance a low bit rate video decoder according to the ITU-T recommendations
H.263 or H.26L, which, in accordance with the invention, is arranged to receive
a video frame, coded in a decoder, of a first scene, a coded video frame of a
second scene and coded scene transition information, to decode the coded
video frame of the first scene, the coded video frame of the second scene and
the coded scene transition information, and to generate a scene transition by
using the decoded video frame of the first scene, the decoded video frame of
the second scene and the decoded scene transition information.

The different parts of video-based telecommunication systems, par-
ticularly terminals, may comprise properties to enable bi-directional transfer of
multimedia files, i.e. transfer and reception of files. This allows the encoder and
decoder to be implemented as a video codec comprising the functionalities of
both a encoder and a decoder.

It is to be noted that the functional elements of the invention in the
above video encoder, video decoder and terminal can be implemented pref-
erably as software, hardware or a combination of the two. The coding and de-
coding methods of the invention are particularly well suited to be implemented
as computer software comprising computer-readable commands for carrying
out the functional steps of the invention. The encoder and decoder can pref-
erably be implemented as a software code stored on storage means and ex-
ecutable by a computer-like device, such as a personal computer (PC) or a
mobile station, for achieving the coding/decoding functionalities with said de-
vice.

Fig. 6 shows a block diagram of a mobile station MS according to a
preferred embodiment of the invention. In the mobile station MS, a central
processing unit CPU controls blocks responsible for the various functions of
the MS: a memory MEM comprising typically both random access memory
RAM and read-only memory ROM, a radio frequency part comprising transmit-
ter/receiver TX/RX, a video codec CODEC and a user interface Ul. The user
interface comprises a keyboard KB, a display DP, a speaker SP and a micro-
phone MF. The CPU is a microprocessor, or in alternative embodiments, some
other kind of processor, such as a digital signal processor. Advantageously,
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the operating instructions of the CPU have been stored in forehand in the
ROM. In accordance with its instructions (i.e. a computer program), the CPU
uses the radio frequency block for transmitting and receiving data over a radio
path. The video codec may be either hardware based or fully or partly software
based, in which case the CODEC comprises computer programs for controlling
the CPU to perform video encoding and decoding functions as explained
above. The CPU uses the RAM as its working memory. Furthermore, the mo-
bile station MS can advantageously include a video camera CAM, whereby the
mobile station can capture motion video by the video camera. The captured
motion video is then encoded and compressed using the CPU, the RAM and
CODEC based software. The radio frequency block is then used to exchange
encoded video with other parties.

The invention can also be implemented as a video signal compris-
ing at least a first and a second scene, the first scene being an ending scene
and the second a beginning scene, at least one of the scenes comprising in-
dependently decodable video frames coded in accordance with at least a first
frame format, and video frames coded in accordance with a second frame for-
mat, at least one of the video frames according to the second frame format be-
ing predicted from at least one other video frame. Such a video signal com-
prises scene transition information for at least one video frame of at least one
scene for generating a scene transition with a decoder.

It is obvious to a person skilled in the art that as technology ad-
vances, the basic idea of the invention can be implemented in a variety of
ways. The invention and its embodiments are thus not limited to the above ex-
amples, but may vary within the claims.
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CLAIMS

1. A method of generating a scene transition in a video sequence
between at least a first and a second scene, the first scene being an ending
scene and the second a beginning scene, at least one of said scenes compris-
ing independently decodable video frames coded in accordance with at least a
first frame format, and video frames coded in accordance with a second frame
format, at least one of the video frames according to the second frame format
being predicted from at least one other video frame,characterized by

determining that the presentation time of at least one video frame of
the first scene is equal to the presentation time of at least one video frame of
the second scene during the scene transition, said video frames being scene
transition video frames,

determining scene transition information for at least one video frame
of at least one scene for generating a scene transition with a decoder,

coding at least said one scene transition video frame of the first
scene in an encoder into a video sequence,

coding at least said one scene transition video frame of the second
scene in the encoder into the video sequence, and

coding said scene transition information in the encoder into the
video sequence. :

2. Amethod as claimedinclaim1,characterized by

frames of the first and second scenes being placed on different
scalability layers comprising at least a base layer and a first enhancement
layer.

3. A method as claimed inclaim2,characterized by

coding at least the scene transition video frames of at least the first
and second scenes onto the different scalability layers in the video sequence.

4. A method as claimed in any one of the preceding claims,
characterized by

coding the scene transition into the video sequence such that it
comprises a scene transition video frame of at least said one first scene and a
scene transition video frame of at least said one second scene, whose image
frame information is mixed according to a ratio predetermined by said scene
transition information.

5. Amethod as claimed inclaim4,characterized by

mixing said scene transition video frames by filtering the image
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frame information comprised thereby.

6. A method as claimed inclaim5,characterized by

performing said filtering as transition filtering, such as SMIL filtering.

7. A method as claimed in any one of the preceding claims,
characterized by

the scene transition to be coded into the video sequence being at
least one of the following:

a cross-faded scene transition, tiling, rolling, pushing, zooming.

8. A video encoder for generating a scene transition in a video se-
quence between at least a first and a second scene, the first scene being an
ending scene and the second a beginning scene, at least one of said scenes
comprising independently decodable video frames coded in accordance with at
least a first frame format, and video frames coded in accordance with a second
frame format, at least one of the video frames according to the second frame
format being predicted from at least one other video frame, character-
ized in that the video encoder is arranged to

determine that the presentation time of at least one video frame of
the first scene is equal to the presentation time of at least one video frame of
the second scene during the scene transition, said video frames being scene
transition video frames,

determine scene transition information for at least one video frame
of at least one scene for generating a scene transition with a decoder, to code
said at least one scene transition video frame of the first scene in a encoder
into a video sequence,

code at least said one scene transition video frame of the first scene
in the encoder into the video sequence,

code at least said one scene transition video frame of the second
scene in the encoder into the video sequence, and

code said scene transition information in the encoder into the video
sequence.

9. A video encoder as claimed in claim 8, characterized in
that

the video encoder is arranged to place frames of the first and sec-
ond scenes on different scalability layers comprising at least a base layer and
a first enhancement layer.

10. A mobile station,characterized inthat
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the mobile station comprises a video encoder as claimed in claim 8.

11. Computer software for generating a scene transition in a video
sequence between at least a first and a second scene, the first scene being an
ending scene and the second a beginning scene, at least one of said scenes
comprising independently decodable video frames coded in accordance with at
least a first frame format, and video frames coded in accordance with a second
frame format, at least one of the video frames according to the second frame
format being predicted from at least one other video frame, character-
ized in that the computer software comprises

software means for determining that the presentation time of at least
one video frame of the first scene is equal to the presentation time of at least
one video frame of the second scene during the scene transition, said video
frames being scene transition video frames,

software means for determining scene transition information for at
least one video frame of at least one scene for generating a scene transition
with a decoder, to code said at least one scene transition video frame of the
first scene in a encoder into a video sequence,

software means for coding at least said one scene transition video
frame of the first scene in the encoder into the video sequence,

software means for coding at least said one scene transition video
frame of the second scene in the encoder into the video sequence, and

software means for coding said scene transition information in the
encoder into the video sequence.

12. A method of decoding a scene transition from a video sequence
between at least a first and a second scene, the first scene being an ending
scene and the second a beginning scene, at least one of said scenes compris-
ing independently decodable video frames coded in accordance with at least a
first frame format, and video frames coded in accordance with a second frame
format, at least one of the video frames according to the second frame format
being predicted from at least one other video frame,characterized by

receiving a video frame of the first scene, a video frame of the sec-
ond scene and scene transition information, coded in a decoder,

decoding the coded video frame of the first scene,

decoding the coded video frame of the second scene,

decoding the coded scene transition information,

generating a scene transition by using the decoded video frame of



WO 03/063482 PCT/F103/00052

10

15

20

25

30

35

24

the first scene, the decoded video frame of the second scene and the decoded
scene transition information.

13. A method as claimed inclaim12,characterized by

decoding the scene transition into the video sequence such that it
comprises a scene transition video frame of at least said one first scene and a
scene transition video frame of at least said one second scene, whose image
frame information is mixed according to a ratio determined by said decoded
scene transition information.

14. A method as claimed inclaim12or13,characterized by

initiating the access of the video sequence at a random point in said
video sequence,

determining the scene transition following said random point, and

initiating decoding from the first independently decodable group of
pictures of the beginning scene in connection with the scene transition.

15. A decoder for decoding a scene transition from a video se-
quence between at least a first and a second scene, the first scene being an
ending scene and the second a beginning scene, at least one of said scenes
comprising independently decodable video frames coded in accordance with at
least a first frame format, and video frames coded in accordance with a second
frame format, at least one of the video frames according to the second frame
format being predicted from at least one other video frame, character-
ized in that the decoder is arranged to

receive a video frame of a first scene, a video frame of a second
scene and scene transition information, coded in a decoder,

decode the coded video frame of the first scene,

decode the coded video frame of the second scene,

decode the coded scene transition information, and

generate a scene transition by using the decoded video frame of the
first scene, the decoded video frame of the second scene and the decoded
scene transition information.

16. A mobile station,characterized inthat

the mobile station comprises a video decoder as claimed in claim
15.

17. Computer software for decoding a scene transition from a video
sequence between at least a first and a second scene, the first scene being an
ending scene and the second a beginning scene, at least one of said scenes
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comprising independently decodable video frames coded in accordance with at
least a first frame format, and video frames coded in accordance with a second
frame format, at least one of the video frames according to the second frame
format being predicted from at least one other video frame, character-
iz ed in that the software comprises

software means for receiving a video frame of a first scene, a video
frame of a second scene and scene transition information, coded in a decoder,

software means for decoding the coded video frame of the first

scene,

software means for decoding the coded video frame of the second
scene,

software means for decoding the coded scene transition informa-
tion, and

software means for generating a scene transition by using the de-
coded video frame of the first scene, the decoded video frame of the second
scene and the decoded scene transition information.

18. A video signal comprising at least a first and a second scene,
the first scene being an ending scene and the second a beginning scene, at
least one of said scenes comprising independently decodable video frames
coded in accordance with at least a first frame format, and video frames coded
in accordance with a second frame format, at least one of the video frames ac-
cording to the second frame format being predicted from at least one other
video frame, characterized in that the video signal comprises scene
transition information for at least one video frame of at least one scene for
generating a scene transition with a decoder.
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