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TECHNICAL FIELD _
[0001] The present subject matter relates, in general, to a Peripheral Component

Interconnect Express (PCle) switch and in particular, to a PCle switch aware of multiple

host processors.

BACKGROUND

[0002]) Computing systems, f'orv example desktop computers, hand held devices,
etc., utilize buses and input-output (I/O) devices, both of which operate on an industry
standard system level bus ihte_rconnect protocol called Peripheral Component
Interconnect (PCI) standard. The PCI standard specifies a bus for attaching /O devices
“to a computing system. Additionally, the PCI standard allows an VO device to
- communicate with the computing system using pre-defined cdmmagds and éxchange
information such as interrupts, errors and other messages. However, to meet the
demands of higher performance, and increased scalability and flexibility, a standard
utilizing point to point transmission, having a higher speked and, which is scalable for
future improvements, known as PC! Express (PCle) protocol was developed by the
Peripheral Component Interconnect Sp_g:cial Interast Group (PCI-SIG).

[0003] The PCle protocol su}.apOrts /0 virtualization. /O virtualization relates to
'capability of the I/O devices to be used by more than one system image, i.e., by more
than one operating system executing on a single host processor. For this, a single root
input-output virtualization (SRIOV) standard has been developed by the PCI-SIG. The
SRIQV standard is used in an-SRIOV aware switch to route information between the
single host processor having multiple system images and virtualized /O devices. The
capabiliti'es of the SRIOV aware switch have been extended by é mﬁlti root input-output
virtualization (MRIOV) aware switch"to allow sharing of the /O devices between
~ multiple host processors based on the standards of MRIOV provided by the PCI-SIG.
[0004] As mentioned béfore, the PCle protocol is generally used in computer
and server systems as an inter-chip and inter-board communication prbtocol. However,
integration of a root complex, the MRIOV switch and, the PCle compliant IO devices
“on one chip and in conformance th}; PCle sta:dard is both area consuming and cost
intensive. Further, a lot of PCle Acapabilities may not -be needed for on-chip
communication. In addition, even ihough the PCle protocol is imple‘rhented in some

systems, there are several devices operating on other communication. protocols, for
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example Advanced Extensible Interface (AXI). However, the MRIOV switch is defined

to work on PCle standards only, thereby causing the devices working on other

communication protocols incompatible.-

- SUMMARY

[0005] This summary is provided to introduce concepts related to a multi-root
input output virtualization aware switch, which are further described in the detailed
description. This summary is not intended to _idéntify_ essential features of the-present
subject matter nor is it intended for use in determining or limiting the scope of the
present subject matter. _ '

| [0006] In an embodiment, a system having a multi protocol multi-root input
‘output virtualization aware switch configured to route data between multiple host
processors and multiple I/O devices is described herein. In said embodiment, the multi
protocol multi-root input output virtualization aware switch includes a switch routing
module, an upstream adaptive module, and a downstream adaptive module. The
upstream adaptive module is configured to map information in a primary
communication protocol to an intermediate communication protocol at which the switch
routing module operates. Further, at least one downsfream adaptive module maps the

intermediate communication protoco 10 a secondary communication protocol at which

the I/O device operates.

BRIEF DESCRIPTION OF THE DRAWINGS
[0007] ‘The detailed description is provided with reference to the accompanying
figures. In the figures, the left-most digit(s) of a reference number identifies the figure in
which the reference number first appears. The. séme numbers are used throughout the
drawings to reference like features and components. .
[0008] Fig. 1 illustrates a computing system implementing a multi-prdtocbl,
multi-root aware switch, in accordance with an embodiment of the present subjéct
‘matter.
[0009] Fig. 2 illustrates an upstream adaptive module, in accordance with an
embodiment of the present subject matter. _
[0010] Fig. 3 illustrates a downstream adaptive module, in accordance with an

“embodiment of the present subject mater.
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[0011] Fig. 4 illustratesvmethod of mapping one protocol to another using the

‘multi-protocol multi-root aware switch, in accordance with an embodiment of the

present subject mafter.

» DETAILED DESCRIPTION
[0012] Conventionally, a host processor is associated with one or moré ‘
dedicated I/O devices (also referred to as-end point devices). However, such I/O devices
may not be in operation at all times fnd may spend a large amount of time in idle state
resulting in device inefficiencies. To ,;pls ‘end, I/O virtualization is implemented to share
I/O resources efficiently by detachiné the physical function of an I/O device from the
host processor and virtualizing the /O resources to make them available to multiple
system images. As a result of the I/O virtualization, the virtualized 1/O device appears as
a dedicated resource to each of the system images.
[0013] Additionally, the standard for virtualizing 1/0 devices and further,
routing information between the virtualized /O devices and multiple host processors
using MRIOV aware switch based on PCle protocol have been defined by the PCI-SIG
in the MRIOV standard. The MRIOV standard defines how an MRIOV aware switch
can be implemented in a PCle environment, which enables multiple ports to
simultaneously share PCle compliant I/0 devices. However, .the MRIOV standard docs
not define how to implement the MRIOV aware switch for other communication
protocols and/or for I/0 devices that are compllant W1th these communication protocols.
Examples of the other widely used ccmmumcatlon protocols include but are not limited
'to Virtual Component interface (VCI) Basic Virtual Component Interface (BVCI),
Advanced Extensible Interface (AXI), Advanced High Performance Bus (AHB),
Advanced Virtual Component Interfaoe (AVCI), Open Code Protocol (OCP), Peripner(alv
Virtual Component Interface (PVCI),}‘B‘rain Computer'Interface (BCI), etc. Since, there
are significant differences between i)CIe protocol and the other inter-connect protocols,
hosts and devices based on other inter-connect protocols cannot communicate with each
other through a PCle MRIOV switch.
[0014] The embodiments described herein will help address the aforementioned
issues in addition to providing seVe‘ral‘ other advantages over the existing schemés for
routing information between the multiple host processors and the 1/O devices. In one

embodiment, a multi-protocol muiti root aware switch (MPMRA) switch routes data
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between multiple host processors and multiple endpoint devices adhering to different
communication protocols. , |

[0015] To this end, th¢e MPMRA switch includes a switch routing module, an
upstream_adaptive module, and a downstream adaptive module. The upstreafn adaptive
‘module is configured to map information in a primary c}bmmunication protocol to a
intermediate communication protocol at which the switch routing module operates.
Further, at least one downsfrear'n adaptive module maps the intenhe_diéte
communication protocol to a secondary commuqipation protocol at which the I/O device
operates. ‘ |

[0016] System(s) implementi_ng the disclosed method(s) include, but are not
limited to, desktop computers, 'pand-held devices, multiproceSsdr systems,
microprocessor based programmable consumer electronics, laptops, network computers,
minicomputers, mainframe computers, and the like.

[0017] = While aspects of described systems and methods of the MRIOV aware
switch can be impleménted in any number of different computing systems,
environments, and/or configurations, the embodiments are described in the context of
the following system architecture(s). Additionally, the word "connected" is used
throughout for clarity of the description and can include either a direct connection or an
indirect connection. The descriptions and details of well-known cdmponents are omitted
for simplicity of the description. Further, some components that have been shown on-
chip may be implemented off-chip as will be understood by a person skilled in the art.
[0018] Although the present subject matter has been explained with reference to
‘a specific communication protocol, it will be. appreciated by those skilled in the art that
the mapping and routing of the data should not be limited to the specific communication
protocol and thus, that the descriptigh can be extended to all poésible communication
protocols like VCI, BVCI, AXI, AHB, AVCI, OCP, PV(], BCI, etc., with a few
modifications as will be understood by a person skilled 1n the art.

[0019] Fig. 1 illustrates a computing system 100 implementing the MPMRA
switch 102, according to an embodiment of the present subject matter. The MP-MRA
switch 102 has been interchangeably referred to as system 102 hereinafter. In one .
embodiment, the computing system 100 includes host processors 104-1, 104-2,...,104-
N, collectively referred to as host processor(s) 104. The computing system 100 further
includes the MPMRA switch 102 and 1/0 devices 106-1, 106-2,...;106-N, collectively
referred to as I/O device(s) 106. Examples of the I/O devices 106 include USB devices,

4
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storage devices, communication devices, human interface devices, and audio devices. |
Additionally, the I/O device 106 may be a storage device, which boots one or more host
processors 104.
[0020] bThe host processors 104 may include microprocessors, microcomputers,
microcontrollers, digital signal proeessors central processing units, state machines,
- logic circuitries, and/or any devices that manipulate signals and data based on
operational mstructlons Among -other capabilities, the host processors 104 are
individually configured to interact with the MPMRA switch 102 through their respective
root complexes (not shown in the figure). In one embodiment, the host processors 104
work on different protocols. For example, the host processor 104-1 works on the AXI
communication protocol; while the host processor 104-2 is based on the PCle
communication protocol. Additional'y, the host processors 104 may. be configured to
execute different operating system 1m.« 'res |
[0021] In operation, the MPMRA switch 102 receives information such as
commarlds, interrupts, messages, etc., from the host processors 104 and routes the
information to the desired I/O devices 106. For this purpose, the MPMRA switch 102
includes a switch routing module 108, at least one upstream adaptive module 110, and at
least one downstream adaptive module 112. It should be noted that although a single
* upstream adaptive module 110 and a single downstream adaptive module 112 have been
showh, the MPMRA switch 102 may have protocol speciﬁc upstream and downstream
adaptive modules, i.e., there may be multiple upsiream adaptive modules and multiple
downstream adaptive modules. Further, the number of upstream adaptive modules and
“number of downstream adaptir'e modules may be different depending on the number of
different protocol implemented host processors 104 and VO devices 106. The switch
routing module 108 is a typical switchirg unit capable of routing information between
the PCle comphant host processors ~r04 and the /O devices 106 based on switch
configuration registers (not shown). The switch routing module 108 may act as multi-
root aware switch to implement the information switching funcﬁonality among host
processors 104 and the I/0 devices 106. '
[0022] However, as mentioned before, the host. processors 104 and the /O
devices 106 may be configured to operate on different communication protocols. Thus,
for routing information between non-PCle compliant host processors and I/O devices
the MPMRA switch 102, through the upstream adaptive module 110, determines the

communication protocol in which the information is received, applies adaptation logic
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to translate the information into PCTs compliant information, and subsequently sends the
translated information to the sWitc_h foﬁting module 108. The upstream adaptive module
110-also receives information from switch routing module 108 in the PCle compliant
format and translates it to reQuired non-PCle complaint information requiréd by the host
processor 104. On the other hand, the downstream adaptive module 112 receives
information from the switch routing module 108 in PCle protocol and sends the
information to the desired I/O device 106 in a format desired by the 1/O devices 106,
Similarly the downstream adaptive module 112 can receive information from the
Desired 1/0 device 106 in a non-PCle format and convert that to a PCle protocol and
send it to switch routing module 108.

[0023] As an illustration, consider that the host processor 104-1 sends an
information in AXI protocol for the /O device 106-1. Sub_sequently, the host processor
104-2 sends the information in PCie protocol for accessing the PCle compliant /O
device 106-2. In such a scenario, t};é "Tupstream adaptive module 110 translates the
information of the host processor 104-A1 into a PCle protocol format, thereby making fhe
information compatible for the switch routing module 108. Further, the switch routing
module 108 transfers the information to the /O device 106-1. If the I/O device 106-1 is
not PCle compliant, then the downstream adaptive module 112 converts the routed
information into the format acceptable by the 1/O device 106-1. In case both the I/O _
device and the host processor are PCle compliant as in the case of host prbcessor 104-2
and the I/O device 106-2, the information is directly routed through the switch routing
module 108 without any adaptation since the information is already PCle compliant.
[0024] In operation, the MPMRA switch 102 performs the translation on the
basis of pre-defined parameters such as address spaces, completion status, traffic
classes, atomic operations, énd split completions. Further, in one implementation; tﬁe
MPMRA switch 102 may choose a jarameter based on the communication protocol of
the host processors 104 and/or the L’Q devices 106. For example, to translate a request
from the host processor 104-1 opératfng on primary communication protocol, for
example AXI into another 'communicétion protocol, like PCle, the MPMRA switch 102
‘uses address spaces. This is further explained below in context of the AXI
communication protocol. _

[0025] The AXI communication protocol uses a single address space, whereas
the PCle communication protocol uses four different ‘address spaces namely
configuration address space, /O address space, memory addré‘ss space, and message

6
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address space. The mapping of the information stored in a single AXI address space to
‘PCle configuration address space, 1/0O address space, and memory address space is
handled via address decoding. Through address decoding, three regions of the AXI
address spa“ce are mapped onto the PCle configuration, 1/0, and memory spaces,
respectively. In one implementation, the start address of each of the three different
regions is programmed using a configuration module 114. Further, the start address
helps in relocating the regions, if need be. Even though the configuration module 114
has been shown external and common to the upstream adaptive module 110 and the
downstream adaptive module 112, it will be understood that each of the upstream
adaptive module 110 and the dbwnstream adaptive module 112 may have a
configuration module of its own. Additionally, the configuration module 114 may be
programmed either by a root port or by a separate port.

[0026] The messages in the message address space are exchanged through
programming registers stored in the configuration module 114. In another
implementation, the messages are stored directly in a dedicated system memory 116. In
yet another implementation, the system: memory 116 may be included in each of the
upétream adaptive module 110 and. the downstream adaptive module 112. The system
memory 116 may include a compuier-readable medium known in the art including, for
example, volatile memory, such as static random access' memory (SRAM), dynamic
rahdom access memory (DRAM),_étc., and/or non-volatile memory, such as erasable
‘program read only memory (EPROM), flash memory, etc. The operaﬁon of exchanging
messages is further explained with reference to Fig. 2. |

[0027] As mentioned before, the MPMRA switch 102 perférms‘ the translation .
on the basis of completion status responses as well. This is desxred since there are .
differences between one commumcatlon protocol and the other. Thus, in one
implementation, the MPMRA switch 102 also translates the definitions of completion
status responses from one cbmmunicatioh protocols to another protocol. In addition,
some information may be carried over sideband signals.

'[0028} For example, PCle protocol defines four different completlon status
responses in response to a transaction layer packet (TLP). The completion status
responses in- PCle protocol include fsu;;cessful completion (SC), unsupported request
(UR), configuration requeét retry stétusﬁ f\(CRS),': and completer abort (CA), while the
completions status responses in AX1L pf'otocol.include OKAY, EXOKAY, DECERR,
SLVERR. The MPMRA switch 102 maps the SC with OKAY response, the UR is

7
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mapped with DECERR and additional information is carried over sideband signals
based on read/ write response, CA with SLVERR with cause of error indicated in the
configuration module 114 or sideband signals. For CRS, the upstream adaptive module
110 retries a configuration request as CRS is valid only for host processors 104.

[0029] In one implementation, it is possible that multiple AXI read operations
‘can be sent with the same ARID, and since the PCl expre.ss protocol does not guarantee |
in-order completion for outstanding transactions, the MPMRA switch 102 is configured
to track outstanding requests of the upstream adaptive module 110 and the downstream
adaptive module 112. In said implementation, the upstréam adaptive module 110 and the
downstream 'adaptive module 112 may support up to 32 outstanding requests, when
extended tag is not supported and up to 256 outstanding requests when extended tag is
supported. In implemenfation, to track the outstanding transactions, the upstream
adaptive module 110 and the downstream adaptivé module 112 may implement a set of
registers. The set of registers may include a USED_TAG bit corresponding to each
outstanding transaction along with the ARID associated with the transaction. Further, an
additional 000 _REQ bit may also be implemented to identify the presence of a same
ARID for a previously sent transaction. The set of registers corresponding to the
outstanding transactions may be implemented in the upstream adaptive module 110 and
the downstream adaptive module 1i2, or may be implemented in the configuration
module 114. |

[0030] Also, for each received completion in the PCle protocol, either by the
upstream adaptive module 110°and the downstream adaptive module 112 based on the
tag in the completion TLP, the ARID of the completion is read. The read ARID. may then
be compared against the ARIDs of all the outstanding transactions whose tag modulo32
is less than the currently received tag. A fouﬁd.match indicates that the received
completion is out-of-order. However, an unfound match indicates an -in-order
completion TLP. The data from an out-of-order completion TLP may be stored in a
memory, such as the system memory 116. Further, the entry in the register set may be
removed by clearing the USED TAG bit, It would be understood that outstanding
transactions with tag modulo32 less than the tag of the received tag are only compared
since the upstream adaptive module 1!0 and the downstream adaptive module 112
support 32 outstanding requests.  !f 1i_ie upstream adaptive module 110 and the
downstream adaptive module 112 qulld support requests less than 32, say 20,

outstanding transactions with tag modulo20 less than the tag of the received tag would
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be compared. Further, as described above, if extended tag is supported, a max of 256
outstanding requests is possible. |

[0031] Similarly, upon identification of an in-order TLP, a check may be made
for any outstanding out-of-order responses present for the same ARID. Based on the
check, the responses sent on after the current in-order packet, are sent over to the AXI
protocol interface. It would be understood that no ordering may be required for tags of
received completion TLPs when ARIDs are different. |

[0032] In another 1mplementauon a completion timeout mechamsm may also be
implemented by the upstream adaptive module 110 and the downstream adaptive.
module "112. The timeout mechanism may be implemented by counters inside the
upstream adaptive module 110 and the downstream adapfive module 112 where a
different counter can be used for each of the 32 outstanding transactions. In operation,
when a TLP is transmitted with a particular tag, the corresponding counter is initialized.
The counter is periodically decremented and if the counter expires before a
corresponding completion is received, i.e., a completion TLP with a matching
completion tag, the upstream adaptive module 110 and the downstream adaptive module
112 may send a DECERR response along with sideband signals indicating completion
timeout. '

[0033] Further, if the tag of a received completion TLP does not match any of
the outstanding tags, or if there is a tag match but the ID of the reqoestor does not
match, the completion TLP may Le treated as an unexpected completion. The
unexpected completion may be indiceted to the host processors 104 or the I/0O devices
106 via an out-of-band signal sent from the upstream adaptive module 110 ahd the
downstream adaptive module 112 '

[0034] In another example for mappmg PCle completlon status responses with
the completion status responses in AHB protocol, the MRPRA switch 102 maps the
successful completion with OKAY response, the unsupported request with ERROR and
sideband signal with timing as HRSEP, and completer abort with ERROR, and so on.
[0035] In one embodiment, the MPMRA switch 102 also maps the traffic classes
from one communication protocol to another. In PCle protocol, traffic class (TC) is
defined as a transaction layer pac_ket-A(TLP) label that is used to indicate the type of
required service for that particular TLP Depending on the quality' of service needed, a
TLP may have a different number. Fof":fe‘;'ample PCle supports TCO-TC7. Typically, the
TC is transmitted unmodified end- te-cr; id through the fabric. At every service point, such

9
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as the switch routing module 108, within the fabric, TCs are used to apply appropriate
servicing policies. Generally, in the switch routing module 108, éach of these TCs is
mapped to a virtual channel (VC) which has its own independent fabric-resources, e.g.,
queues/buffers and associated control logic. Such VC resources may be used to -
prioritize arbitration for the flow of information. In one implementation, for
communication protocols that:have quality of service (QoS) signals, e.g., AXI4 protocol,
the MPMRA'switch 102 maps the TC numbers to certain encodings of such signals. For
example in the AXI4 protocol, the QoS for each of the TCs is carried by AWQOS and
ARQOS encoding. The priority mfoxmatlon is exchanged over sideband signals in an
AXI3 domain over the AR and AW channels. Alternatively, in another implementation,
different TCS may be mapped to different IDs (such as ARID, AWID, RID, WID, BID)
along with associated ID decode unit (not shown in the figure). Whereas for
communication protocols that do not have such QoS signals, e.g., AHB, the MPMRA
switch 102 sends the priority information over sideband signals or control signals.
[0036] As mentioned before, the MPMRA switch 102 may also perform the
translation of atomic operations. Atomic operations are single PCle transaction targeting
a location in memory space or configuration space of the host processor 104 or the /O
Device 106 which are inemory mapped reads to thé_ location’s value, optionally writes a
new value to the location, and returns the original value. This read-modify-write
sequence to the location is performed atomically. Since there are differences between
the atomic operations transfer of one communication protocol and the other, atomic
operation translation is required. Thus, in one implementation, the MPMRA switch 102
‘also translates the PCle atomic operations to atomic operatibns requests of other
protocols, such as VCI, BVCI, AXI, AHB, AVCI, OCP, PVCI, BCI, etc

[0037] For example, PCle protocol defines three dxﬂ‘erent atomlc operations.
Since the other protocols such as AXI does not directly support atomic operations, the
request of such atomic operations by the /O devices (106) (end points) or the host
processors 104 has to be transléted.'The atomic operations in PCle protocol include
Fetch and Add (FETCHADD), Unconditional Swap (SWAP), and Compare and SWAP
(CAS). To translate these atomic op@fations, the upstream adaptive module 110 and the
downstream adaptive module 112 bféak‘ the request into two different requests of on-
chip protocols and their correspondiné corripletions.

[0038] In one implementation, the tw6 requeéts generated for the on-chip

protocols corresponding to the atomic ¢perations may be a locked read request and a
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| locked write request. However, in ',.ud 1mblementat10n, the locked write request for the
atomic operation CAS may depend on the| comparison of result of the read value and a
compare value field, received after the CASlocked read request.

[0039] Further, the response of each of ihe separate requests is assembled by
either of the upstream adaptive module 110 and downstream adaptive module 112 énd a
corresponding response is sent back to the requestor. The corresponding response may
be sent as the coiripletion status on PCle along with the completion data, received based
on the read data from the locked read request. |

[0040] The MPMRA switch 102 is|alsc configured to intercept split completions
requests. PCle enabled /0 devices 106 or the PCle su"pporting host processors 104 may
generate multiple completion requests for a gi;/en PCle memory read request. The
MPMRA switch 102 may interceptzu:ch compéﬁetion requests and translate them into
different completion status based on different on-chip protocols. In one implementation,
the upstream.adaptation module 119 and the downstream adaptation module 112 may
receive the sp[it completion status dnd redirect the request to the switch routing module
108. |

[0041] Fig. 2 illustrates an upstrea adaptive module 110, in accordance with an
embodiment of the }Sresent subject matter] In said embodiment, the upstream adaptive
module 110 includes an upstream interface(s) 202 having either one master port or one
slave port or both master and slave ports to exchange information from any of the host
processors 104 through their respective ropt complexes (not shown in the figure). The
ports of the upstream interface 202 may be pre-configured such that a particular port
receives information in a particular communication protocol.

[0042] * In said embodiment, i'éle upstream adaptive module 110 also includes an
upstream mapping unit 204 to transla .2 the mformatnon defined in a certain protocol to
a protocol at which the switch routmg mo ule 108 operates. In an example, the switch
routing module 108 is PCle complnant Fu her, the upstream mapping unit 204 performs
translation on the basis of the communication protocols in question. In an example, the
translation is based at least en addrees_sp ces, completion status, and traffic classes of
the communication protocols as discussed in Fig. 1.

[0043] Further, the translated:info nation from the upstream mapping unit 204

is routed to a switch interface 206, w_f}ich arther routes the translated information to the

switch roﬁting module 108. In one embod ment, the upstream adaptive module 110 is

provided with a memory 208. The me ory 208 may include a computer-readable
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medium known in the art including. X+, example, volatile memory, such as static random
access memory (SRAM), dynamic rapdom access memory (DRAM), etc., and/or non-
volatile memory, such as erasable program read only memory (EPROM), flash memory,
etc. In one implementation, the memory 208 may store the information and the
translated information at run time. '

[0044] . The mapping of the information stored in a single AXI address space to
PCle configuration address space, I/O address spacé, and memory address space is
handled via address decoding and has already been explained in detail with reference to
Fig. 1. However, the description of the handling of PCle messages, atomic operations
and split completions in AXI is provided below with reference to Fig. 1 and Fig. 2.
'[0045] _ The messages in the message address space are exchanged. through
programming registers stored in the coﬂﬁgurgtion-mo'dule 114. For example, when a
message is generated by a host procossor say host processor 104-1, the host processor
104-1 updates the configuration modme 114 Vla an upstream interface 202 with details -
regarding message header, message typc message destination, message payload, etc. In
another implementation, the messages are stored directly in the memory 208.

[0046] The configuration module 114 notifies an upstream mapping unit 204
abput a pending transmit message. vAlternatively, the upstream mapping unit 204 may
poll the configuration module 114 to check for pending transmit messagés. In response
to the notification, the upstream mapping unit 204 reads the message contents and
converts it into a protocol that switch interface 206 understands, which then hands over -
the message contents to the switch'routing module 108.

[0047] 'Similarly, in another implementation, a message generated by the 1/O
device 106 is delivered to the des1red host processor 104-1 by first updating one or more
programming registers within the configuration module 114 via the switch interface 206 |
In another implementation, the messzges may stored in the memory 208.

[0048] Subsequently, the corr“lguratlon module 114 notifies the upstream
mapping unit 204 that a receive meSSage is pendmg In another case, the upstream
mapping unit 204 may poll the conﬁguratxon module 114 to check for pending receive
messages. Subsequently, the upstre,ém ‘mapping unit 204 notifies host processor 104-1
via upstream interface 202 that a méiss'ég‘é is pending. In another case, the host processor
104-1 may poll the configuration n{ltﬁdule 114 to see if receive messages are pending.

The message is read by the host proéeSsor 104-1 from the programming registers stored
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in the configuration module 114, after an event of handshake between the host processor
104-1 and the upstream interface 202.

[0049] In one implementaticn, the upstream adaptive module 110 may also
translate the PCle atomic operaticns and handle the split comp'letions.i Any host
processof 104 may generate a RCIe _ atomic operation request, which can be a
FETCHADD, a SWAP, or a CAS }équest. To initiate the vat_cﬁmic operation‘request, the
host processor 104 writes to an ‘atomic operation type’ register of thé upstream adaptive
module 110 stored in the memory 208. The write in the ‘atomic operation type’ register
is indicative .of the type of atomic operation intended by the host processor 104. Further,
_the upstream adaptive module 110 sends a response to the requestor host processor 104
upon identifying an event of write.

[0050] For different atomic operatiohs, the host processor 104 writes to different
registers of the upstream adaptive module 110. For example, in one i.mplementation, the
host processor 104 may write onto a ‘compare value register’ for CAS of)erations, and
may write onto a ‘swap’ register for SWAP and CAS operations. Fu_rther, in addition to
the write request, the ﬂhost processon;:lO-f may issue a read request to an ‘initiate’ or a
‘atomic operation status’ register, stoied.. in the memory 208 of the upstream adaptive
module 110. The read event may triggef the PCle atomic operation request generation.
The Upstream adaptive module 110, updn_.identifying an event of read by a host
processor 104 may generate a locked read and a Jocked write request, as explained in '
Fig.1. The upstream adaptive module 110 further routes the locked read and write
requests to the intended 1/0 device 106. Once the completion of the atomic operation is
received by the upstream adaptive- modufe 116 from the respective /0 device 106, a
response is send to the requestor host processor 104.

[0051] Although the handling of atomic operations is descrlbed with respect to
upstream adaptive module 110, it would be understood by those skilled in the art that an
atomic operation request may also be generated by an /O device 106. In such a
scenario, the downstream adaptive fnodule 112 would handle such request and route
them in a similar manner, as explained for the upstream adaptive module 110.

[0052] The upstream adapt. e r'1odule 110 is also configured to handle split
completions generated by PCle comp]amt I/O device 106. The upstream adaptive
module 110 may receive multiple completlons for a given PCle memory read request.

These completion requests are intercepted by the upstream adaptive module 110 and a
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translated request based on one of the on-chip protocols is sent to the host processor
104. '

[0053] = In one example, the split completions received by the upstream
adaptation module 110 are directly sent to the data bus of the host processors 104 along
with corresponding response based on the completion status of the read request. Yet in
another implementation, the received split completion data is stored in a local memory.
In an eXar'nple,‘ a tag based membry, location is utilized for Ordering out-of-order
completions. Upon stacking of all the split completions, a combined completion
response is sent by the upstream adaptive module 110 to the data bus of the host
processors 104. '

[0054]) It will be understood by a person skilled in the art that a similar
communication for the split completions will happen between the 1/0O devices 106 and
MPMRA switch 102 using the downstream adaptive module 112.

[0055] Fig. 3 illustrates a downstream adaptive module 112, in accordance with
an embodiment of the present subject matter. Similar to the upstream adaptive modﬁle
110, the downstream adaptive module i12 includes a switch interface 302 to receive
information from the switch routing raodule 108, In said embodiment, the downstream
‘adaptive module 112 also includes a \E('swnstréam mapping unit 304 to translate the
information, received in a certain protbcél from the switch interface 302, to a protocol at
which the destination I/O device 106 bperates. The ports are pre-configured such that a
particular port of the downstream interface 306 exchanges information in a particular
conimunication protocol. ,

[0056] Further, the downstream mapping unit 304 performs translation on the
basis of the communication protocols in question. In an examplé, the translation is based
at least on address spaces, completion Stams, and frafﬁc classes of the communication
protocols as discussed in Fig. 1.Also, the dowhsﬁeam adaptive module 112 is capable of
handling atomic operations and intercept split completions generated by PCle complaint
I/O device 106. The atomic operations and the split completions are handled by the
downstream adaptive module 112 in a similar manner as by the upstream adaptive
module 110 as already explained in ig. 2. Tharefore, the details of atomic operation
handling and split completion hand‘lihé h}iive beeé omitted for the sake of brevity.

[0057] The translated inforinatibh fror'n'the downstream mapping unit 304 is
routed to the downstream interface 306, which further routes the translated information

to the desired I/O device 106. In one embodiment, the downstream interface 306
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includes either one master port or one slave port or both ports for exchanging
information with the /O devices v1'06. Also, the downstream adaptive module 112 is
provided with a memory 308. The memory 308 may include a computer-readable
medium known in the art includihg, for example, volatile memory, such as static random
access memory (SRAM), dynamic random access memory (DRAM), etc., and/or non-
volatile memory, such as erasable program read only memory (EPROM), flash memory,
etc. In one implementation, the memory 308 may store the information and the
translated information at run time. '

[0058]) Each I/O device 106 may implement multlple functions, and further, each
I/O device 106, may be conneczzd to multiple host processors 104. Therefore,
effectively, each host processor 104 may control multiple functl_ons and each I/O device
106 may be under multiple virtual hierarchies. In a virtualized multi-host environment,
the downstream adaptive module 112 niaps one or more I/0 devices 106 or their
functions to the one or more virtual hierarchies. For translation of information based on,
the address space, the downstream adaptive module 112 maps the four parts of an
address space, conﬁguratioh space, Input Output(10) space, memory space and message
space to corresponding memory addresses, to be routed to any host processor 104 or an
I/O device 106 which is complamt to any of the on-chip protocol.

[0059] The downstream mapping unit 304 may map various I/O device
functions to fixed address space of ~n-chip protocol. Each root complex implemented
by the host processors 104, has 2 _v*l;tual hierarchy number, and can only access the
configuration space related to its viftual nierarchy. For a configuration request by a host
processor 104, the downstream adaptive module 112 may translate the request into a
fixed address based on the identified virtual hierarchy, the 1/0 device and the function A
number for the request. o _ . _ |
[0060] Similarly, the 10 space and the memory space are mapped by the
downstream adaptive module 112. For each root complex implemented by the host
processors 104, the PCle 10 and memory spaces are mapped to a fixed address space of
on-chip protocols. In one embodiment, the downstream mapping unit 304 may maintain
a lookup table for each of the root complexes identified by virtual hierarchies and their
corresponding fixed address spaces In said embodlment for each received memory
transaction, the downstream mappmg umt 304 may look up the memory address in the
lookup table, find the corresponding 10 entry for the Virtual Hierarchy and then

translate the address to the conespbﬁi.géng addrezs in the fixed address space of on-chip
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protocols based on the lookup table. Similarly, for IO transactions, a similar approach
may be followed by the downstream adaptive module 112. Furthef, for an address which
does not map to any entry in the lookup table, the downstream adaptive module 112 may
send an Unsuppbrted Request (UR) té the correspbnding host processor 104.
[0061] Further, the downstream adaptive module 112 may handle the exchange
of messages. In one implementation, messages are exchanged through progfamming'
registers stored in the configuration module 114, as explained in reference to F ig. 1 and
Fig. 2. _ _
[0062] In another implementation, the downstream adaptive'module 112 may
generate messages for the I/O devicé‘s 106. A non PCle complaint I/O device 106 may
generate an on-chip, AMBA AXI, AH L, VCI, PVCI BVCI, AVCI, or an OCP write
transaction. The transactlon may be sent to the downstream adaptive module 112 along
- with a sideband sxgnal, indicative of a request for message generation. For this request,
the message header and the data bf the message may be part of write data payload. The
downstream mapping unit 304 of the downstream adaptive module 112 may extract the
PCle message from the write data payload, may format the message packet and send it
to the upstream adaptive module 110. -
[0063] = Yet in another implementation, the messages to be sent to the host
processors 104 may be stored in the memory 308 of the downstream adaptive module
112. For a message that needs to be.sent upstream to the host processors 104, the 1/0
device 106 may only send a sideband signal to the downstream adaptive module 112.
The sideband signal may be indicative of the type of message that néeds to be sent and
the corresponding message can be sent by the c'c wnstream adaptive module 112 to the
required host processors 104. 7
[0064] Fig. 4 illustrates a method 400 for transferrmg mformatlon from one
communication protocol to another, according to an implementation of the present
subject matter. The method 400 may be described in the general context of computer |
executable instructions embodied on a’.computer-readable medium. Generally, computer
executable instructioxis can include routines, programs, objects, comporients, data
structures, procedure_s, modules, functions, etc., that perforfn particular functions or
implement particular abstract data tyr;es. The method 400 may also be practiced in a
distributed computing environment where functions are performed by remote processing

devices that are linked through a communications network. In a distributed computing
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environment, computer executable instructions may be located in both local and remote

computer storage media, including memory storage devices.
"[0065] The order in ‘which the method 400 is dCSCI’led 1S not mtended to be
construed as a limitation, and any number of the desc_nbed method blocks can be
‘combyined in any order to implement the method 400, or an alternative method.
* Additionally, individual blocks may be deleted from the method 400 without departing
from the spirit and scope of the method, systems and devices described herein.
Furthermore, the method 400 can be implemented in any suitable hardware, software,
firmware, or combination thereof.
[0066] Additionally, the method 400 illustrates an lmplementatxon of conversion
from AXI to PCle protocol and iz nat intended to be construed as a limitation of the
present subject matter. The method nas been descrlbed from the context of the
computing system 100 however o her embodlments may also be possible as will be
understood by a person skilled in the art. '
[0067] At block 402, information to be transferred is received from a host
processor. In one lmplementatron, ‘the upstream adaptive module 110 receives
information from a host processor such as the hdst processor 104-1 through a root
complex. -
[0068] At block 404, it is determined whether the information 'is PCle
compliant. For example, the upstream .adéptive module 110 determines whether the
information is PCle compliant based on the port of the upstream adaptive module 110
where the information is received. In case the determination is negative, the control
flows to block 406 (“No” branch)."However, in case of a positive determination, the
control flows to block 408 (“Yes” biench) wheze the received information is directly
sent to the downstream adaptive module 110, |
[0069] At block 406, the information is translated into PCle compliant
information. In one implementation, since the information received from the host
processor 104-1 is not PCle compliant, the infdnnation is translated into PCle compliant
information for the switch routing module 108. The translation is based on the protocol
of the received information and predefined parameters, such as completion status
responses, traffic classes, and addreés_i spaces. For example; if the host processor 104-1
sends the information in AXI protocél, the upstream adaptive module 110 implements
address decoding tc map a single address space in the AXI compliant information to
multiple address spaces in the PCle protocol. The message address space of the
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information is handled through the configuration and pfogrammin’g registers in thé
configuration module 114. Additioﬁally, the upstream adaptive module 110 also m.aps
the traffic classes of the PCle protocol to the QoS encodings of the AXI protocol, and
the communication responses to the PCle protocol.

[0070] At block 408, the infbrrnatibn is sent to a downstream adaptive module
through a switch routing module. For example, if the information is translated by the
upstream adaptive module 110, the translated information is sent to the downstream .
adaptive module 110 through the 'swit'ch-routing module 108 for further processing.
[0071] At block 410, it is determined whether the desired 1/O devicé is PCle
compliant. In one implementation, the I/O device 106-1 is the device for which the host
processor 104-1 sent the information. Tlie downstream adaptive module 112 determines
the port at which the I/O device 104-; is connecied to ascertain whether the I/O device
106-1 is PCle compliant: If the deteﬁn‘til_‘;éa‘;:vion'inégcétes that thc I/O device 106-1 is PCle
compliant (“Yes” branch from the block§410), thén the translated information is difect]y
sent to the 1/0 devicé 106 at block 414. If, however, it is determined that the 1/O device‘
106-1 is not PCle compliant (“No” branch), then the downstream adaptive module 112
re-converts the translated information into the_ protocol at which the I/O device 106-1
operates. Such a translation is also based on the protocol of the received information and
predefined parameters, such as completion status responses, traffic classes, and address
spaces as described in block 406. Subsequent to translation, the information is sent’to
the desired 1/0 device 106-1 at block 414.

[0072] | Although imple_mentatiyons of a multi-protocol multi-root aware switch
have been described in lénguage specific to structural features and/or methods, itis to be
understood that the invention is not necessarily limited to the specific features or
methods described. Rather, the ~.S§"ciﬁc fea;:.;ires and methods are disclosed as

implementations for the_multi-protocoi 1xyglti-r0(;t aware switch.
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I/We Claim:

l,

A method comprising:
receiving information, ‘rom a host processor from amongst a plurality of host

processors, in a primary protocol and
translating the information from the primary protocol to a secondary
protocol, wherein the secondary protocol is associated with an I/O device coupled to

at least one of the plurality of host processors.

The method as claimed in claim 1, wherein the translation comprises mapping one
or more of address spaces, completion status, traffic classes, atomic operations, and
split completions from the primary protocol to the secondary protocol, and wherein
the secondary protocol is associated with the VO device, :

The method as claimed in claim 1, wherein the method further comprises:
translating the information from the primary protocol to an intermediate
protocol, wherein the intermediate protocol is implemented by a multi-root aware
switch; and
_ translating the information from the intermediate protocol to the secondary
protocol, wherein the secondary p 'otocol is implemented by the I/O device; and
providing the information in the secondary protocol to the I/O device:

The method as claimed in claim 3, wherein the translation from the primary protocol

‘to an intermediate protocol PCle address space comprises mapping of a primary

protocol address space into configuration address space, I/O address space, memory
address space, and message address space.

The method as claimed in claim 1, wherein the primary protocol is one of virtual
componént interface (VCI), basic virtual component interface (BVCI), advanced
extensible interface (AXI), advanced high performance bus (AHB), peripheral
component interconnect express (PCle), advanced virtual component interface
(AVCI), opén code protocol (OCP), peripheral virtual component interface (PVCI),
and brain computer interface (BCI).

A system (102) comprising at least one upstream adaptive module (110) configured
to translate information from a piimary protocol to an intermediate protocol,
wherein the information is receivyd i‘rom a host processor from amongst a plurality
of host processors (104) and pi;fovided to an I/0 device (106) adhering to the

secondary protocol.

The system (102) as claimed in claim 6, wherein the system (102) further comprises
at least one downstream adaptive module (112) configured to translate the
information from the intermediate protocol to a secondary protocol, wherein the
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downstream adaptive protocol provides. the information to an I/O device from

- -amongst the plurality of I/O devices (106).

The system (102) as claimed ‘in claim 7, wherein the secondary protocol is one of
virtual component interface (VCY), basic virtual component interface (BVCI),
advanced extensible interface (AXI), _advanced high performance bus (AHB),
peripheral component interconn'é?;t express (PCle), advanced virtual component
interface (AVCI), open code prdtdcol (OCP), peripheral virtual component interface
(PVCI), and brain computer interface (BCI). '

T“he system (102) as claimed in claim 6, wherein the system (102) further comprises
a configuration module (114) coupled to one or more of the upstream adaptive
module (110) and a downstream adaptive module (112) configured to implement

- one or more of a configuration register set, and a programming register set for a -

“plurality of I/0 devices (106), and wherein each of the one or more configuration

register set and the programmmg register set correspond to a host processor from

- amongst a plurality of host processors (104).

10.

The system (102) as claimed in claim 9, wherein the configuration module (114) is

- further configured to translate the address space of the primary protocol and the

1.

12.

13.

secondary protocol to the address space of the intermediate protocol based on
address decoding, and wherein the intermediate protocol is peripheral component

interconnect express (PCle).

The system (102) as claimed in ciaim 10, wherein the intermediate protocol is
peripheral component interconnect express (PCle), and wherein the address
decoding comprises mapping the address space of the primary protocol to at least
one of a configuration address space, an I/0 address space, and a memory address

space.

The system (102) as claimed in claim 9, wherein the configuration module (114) is
further configured to provide a primary protocol message to at least one of the

plurality of /O devices (106) from at least one of the plurality of host processors

(104) based on a message address space of the intermediate protocol, and wherein
the intermediate protocol being PCle.

The system (102) as claimed in claim 9, wherein the configuration module (114) is
further configured to provide a secondary protocol message to at least one of the
plurality of host processors (104) from at least one of the plurality of I/O devices
(106) based on a message address space of the intermediate protocol, and wherein

the intermediate protocol being PCie.
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14.

15.

16.

17.

'18.

19.

20.

21.

22.

The system (102) as claimed in claim 9, wherein the upstream adaptive module
(110) is further configured to notify a host processor from amongst a plurality of
host processors (104) of a pending message from an 1/O device (106).

The system (102) as claimed in claim 7, wherein the syétem (102) further includes a
switch routing module (108) coupled to one or more of the upstream adaptive
module (110) and the downstream adaptive module (112) configured to route
information between the plurality of host processors (104) and the plurality of I/O
devices (106) based on switch configuration pegisters. :

The system (102) as claimed in claim 6, wherein the information is at least one of a
completion status, a traffic class, an atomic operation, and a split completion.

The system (102) as claimed in claim 6, wherein the ’upstrejam adaptive module
(110) is configured as one _of a master-port, a slave port, and a combination thereof.

The system (102) as claimed in claim 6, wherein the downstream adaptive module

‘(112) is configured as one of a master port, a slave port, and a combination thereof.

The system (102) as claimed in claim 6, wherein the system further includes a
memory (116) coupled to the configuration module (114) configured to implement
virtual channel buffers for the plurality of host processors (104) and the plurality of

I/O devices (106).

The system (102) as claimed in claim 6, wherein the upstream adaptive module
(110) is further configured to handie out-of-order completions from an I/O device
from amongst the plurality of 1/O devices (106) to provide to a host processor from
amongst the plurality of host processors (104).

The system (102) as claimed in claim 7, wherein the downstream adaptive module
(112) is further configured to handle out-of-order completions from a host processor
from amongst the plurality of host processors (104) to provide out-of-order
completion signal to an I/O device from amongst the plurality of I/O devices (106).

The system (102) as claimed in claim 6; wherein the upstream adaptive module
(110) is furthér configured to provide completion timeout signal to a host processor
from amongst the plurality of host processors (104).

23. The system (102) as claimed in claim 7, wherein the downstream adaptive module

(112) is further configured to provide unexpected completion signal to an I/O device
from amongst the plurality of I/O.devices (106).
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24, The system (102) as claimed in claim 6, wherein the upstream adaptive module
(110) is further configured to receive message from at least one of the plurality of
host processors (104) in the primary protocol through a side band signal. |

25. The system (102) as claimed in claim 7, wherein the downstream adaptive module

(112) is further configured to receive message from at least one of the plurality of
1/O devices (106) in the secondary protocol through a side band signal.
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