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ABSTRACT

Determination of structure-from-motion that includes a scanner body having mounted upon it a tracking illumination emitter and one or more tracking illumination sensors, the tracking illumination sensors disposed upon the scanner body so as to sense reflections of tracking illumination, the scanned object characterized by an object space defined by fixed positions of tracking targets; the scanner body having mounted within it an image sensor, the scanner body characterized by a scanner space, the image sensor coupled for data communications to a data processor and a computer memory, the image sensor and the processor capturing one or more images of the scanned object; and the data processor configured so that it determines by structure-from-motion, based upon the one or more captured images and tracked positions of the probe inferred from reflections of tracking illumination, the location in object space of a feature of the scanned object.
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CROSS-REFERENCE TO RELATED APPLICATION

[0001] This application is a continuation application of and claims priority from U.S. patent application Ser. No. 13/417, 649, filed on Mar. 12, 2012.

BACKGROUND OF THE INVENTION

[0002] The present invention relates to determining the shape of surfaces with particular reference to surfaces of soft tissue, and more specifically, to determining such shapes using optical technology. Hearing aids, hearing protection, and custom head phones often require silicone impressions to be made of a patient’s ear canal. Audiologists inject the silicone material into an ear, wait for it to harden, and then provide the mold to manufacturers who use the resulting silicone impression to create a custom fitting in-ear device. The process is slow, expensive, inconsistent, unpleasant for the patient, and can even be dangerous, as injecting silicone risks affecting the ear drum. Also, there are a range of other medical needs that benefit from determining the shape of body surfaces, including surfaces defining body orifices, such as the size of shape of an ear canal, throat, mouth, nostrils, or intestines of a patient. For example, surgery may be guided by knowing such shapes, and medical devices may be fashioned to have a custom fit for such shapes.

[0003] Example embodiments are described in terms of otoscanners with particular reference to scanning ears. This is for explanation and not for limitation. In fact, readers will recognize that scanners according to embodiments of the present invention may be used to scan almost any 3D surface of live or inanimate objects both internal and external.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] FIG. 1A sets forth a line drawing of an example otoscanner.
[0005] FIGS. 1B-1E set forth line drawings of further example otoscanners.
[0006] FIG. 2 sets forth a line drawing of an even further example otoscanner.
[0008] FIG. 4 sets forth a flow chart illustrating an example method of constructing a 3D image of a scanned ear.
[0009] FIG. 5 sets forth a line drawing illustrating additional example features of an ear probe and image sensor of an otoscanner according to embodiments of the present invention.
[0010] FIG. 6 sets forth a line drawing of an example ear probe (106) of an otoscanner according to embodiments of the present invention.
[0011] FIGS. 7A and 7B set forth line drawings of an example optical element and a fan of laser light projected from an ear probe having such an optical element.
[0012] FIGS. 8A and 8B set forth line drawings of a further optical element and a resultant ring of laser light projected from an ear probe having such an optical element.
[0013] FIG. 9 illustrates a skin target with partial lateral portions of rings of laser light projected thereon.
[0014] FIG. 10 illustrates reflected laser light intensity varying in a bell-curve shape with a thickness of a section of projected laser light.
[0015] FIG. 11 sets forth an image captured from reflections of laser light reflected from a conical laser reflective optical element.
[0016] FIG. 12 sets forth a line drawing schematically illustrating transforming ridge points to points in scanner space.
[0017] FIG. 13 sets forth a line drawing illustrating an example three-dimensional image of an ear canal constructed by use of a data processor from a sequence of 2D images.
[0018] FIG. 14 sets forth a 3D image of a scanned ear created by use of an otoscanner and 3D imaging according to embodiments of the present invention.
[0019] FIG. 15 sets forth a line drawing of an otoscanner capable of detecting the force with which the ear probe is pressed against a surface of the scanned ear for use in calculating a compliance value as an aid to a manufacturer in making comfortable and well fitting objects worn in the ear.
[0020] FIG. 16 sets forth a further example otoscanner according to embodiments of the present invention.
[0021] FIG. 17 sets forth a line drawing illustrating a method of determining the location and orientation in ear space of the ear drum of a scanned ear according to a method of structure-from-motion.

DETAILED DESCRIPTION OF EXAMPLE EMBODIMENTS

[0022] Example otoscanning apparatus and methods according to embodiments of the present invention are described with reference to the accompanying drawings, beginning with FIG. 1A. FIG. 1A sets forth a line drawing of an example otoscanner (100) having an otoscaner body (102). The otoscanner body (102) includes a hand grip (104). The otoscanner body (102) has mounted upon it an ear probe (106), a tracking illumination emitter (129 on FIG. 2), a plurality of tracking illumination sensors (108, not visible on FIG. 1A, visible on FIG. 2), and a display screen (110). The otoscanner body has mounted within it an image sensor (112).

[0023] The display screen (110) is coupled for data communications to the image sensor (112), and the display screen (110) displays images of the scanned ear (126). FIG. 1A includes a callout (152) that schematically illustrates an example of the display screen (110) coupled for data communications to the image sensor (112) via a data communications bus (131), a communications adapter (167), a data processor (156), and a video adapter (209). The displayed images can include video images of the ear captured by the image sensor (112) as the probe is moved within a scanned ear (126). The displayed images can include re-time constructions of 3D images of the scanned ear, such as the one illustrated on FIG. 13. The displayed images can also include snapshot images of portions of the scanned ear.

[0024] The display screen (110) is positioned on the otoscanner body (102) in relation to the ear probe (106) so that when the ear probe (106) is positioned for scanning, both the display screen (110) and the ear probe (106) are visible to any operator (103) of the otoscanner (100). In the example of FIG. 1A, the display screen (110) positioned on the otoscanner body (102) in relation to the ear probe (106) so that when the ear probe (106) is positioned for scanning, both the display screen (110) and the ear probe (106) are visible to an operator operating the otoscanner (100) is implemented with the ear probe (106) mounted on the scanner body (102).
between the hand grip (104) and the display screen (110) and the display screen (110) mounted on the opposite side of the scanner body (102) from the ear probe (106) and distally from the hand grip (104). In this way, when an operator takes the grip in the operator’s hand and position the probe to scan an ear, both the probe and the display are easily visible at all times to the operator.

[0025] In the example of FIG. 1A, the display screen (110) is positioned on the otoscan body (102) in relation to the ear probe (106) so that when the ear probe (106) is positioned for scanning, both the display screen (110) and the ear probe (106) are visible to any operator (103) of the otoscaner (100). This is for explanation, and not for limitation. In fact, in some embodiments, the display screen (110) is not positioned on the otoscan body (102) in any particular relation to the ear probe (106). That is, in some such embodiments, during scanning the ear probe is not visible to the operator or the display screen is not visible to the operator. The ear probe may therefore be located anywhere on the otoscan body with respect to the display screen if both are integrated into the otoscaner. And furthermore, in some embodiments, the otoscaner may not even have an integrated display screen.

[0026] FIG. 1A includes a callout (105) that illustrates the ear probe (106) in more detail. The ear probe (106) includes a wide-angle lens (114) that is optically coupled to the image sensor (112), with the lens and the sensor oriented so as to capture images of surfaces illuminated by light from laser and non-laser light sources in the probe. In the example otoscaner probe (106) of FIG. 1A, the wide angle lens (114) has a sufficient depth of field so that the entire portion of the surface of an ear (126) illuminated by laser light is in focus at the image sensor (112). An image of a portion of the scanned ear is said to be in focus if light from object points on the surface of the ear is conveyed as much as reasonably possible at the image sensor (112), and out of focus if light is not well converged. The term “wide angle lens” as used herein refers to any lens configured for a relatively wide field of view that will work in tortuous openings such as an auditory canal. For example, for an auditory canal, a 63 degree angle results in a lens-focused surface offset about equal to the maximum diameter of the auditory canal that can be scanned with a centered ear probe. The focal surface of a 60 degree lens (a fairly standard sized wide angle lens) is equal to the diameter, resulting in a forward focal surface of about 6 mm, which typically is short enough to survive the second bend in an auditory canal which is about 6 mm diameter. For scanning auditory canals, therefore, wide angle lenses typically are 60 degrees or greater. Other functional increments include 90 degrees with its 2:1 ratio allowing a forward focal surface distance of about 3 mm, allowing an ear probe to be fairly short. Lenses that are greater than 90 degrees are possible as are lenses that include complex optical elements with side-ways only views and no forward field of view. According to some embodiments, laser light is emitted from the otoscaner probe in the form of a ring or in the form of a fan, and the wide angle lens provides the same sufficient depth of field to portions of a scanned ear as illuminated by all such forms of laser.

[0027] The wide angle lens (114) can view relatively proximal lateral portions of a surface with high precision due to overlap of its focal surface with a pattern of projected laser light. The term “focal surface” refers to a thickness within a range of focus of the wide angle lens that is capable of achieving a certain base line resolution, such as being able to discern a 50 micrometer feature or smaller. In an embodiment, for example, lateral positioning of a pattern of projected laser light within the focal surface can allow one pixel to be equivalent to about 50 micrometers. Such a focal surface itself would have a bell curve distribution of resolution that would allow variations in overlap or thickness of the focal surface and the width of the lateral portion of reflected laser light which, as described in more detail below, has its own curved distribution across its thickness.

[0028] Wide angle lenses (114) in embodiments typically have a reasonably low distortion threshold to meet resolution goals. Most wide angle lenses can be as high as −80 percent or −60 percent distortion that would need to be compensated by improved accuracy in other areas such as placement of the focal surface and lateral portion of projected patterns of laser light. There is therefore no set threshold although collectively the various components are preferably tuned to allow a 50 micrometer or better resolution for lateral distances from the optical axis of the wide angle lens. A distortion of −40 percent or better provides a workable field of view for scanning auditory canals.

[0029] The ear probe (106) includes a laser light source (116), a laser optical element (118), and a source of non-laser video illumination (120). The laser light source (116) delivers laser light (123) that illuminates surfaces of a scanned ear (126) with laser light, and the video illumination source delivers video illumination that illuminates surfaces of a scanned ear with non-laser light (121). In the example of FIG. 1A, the laser light source (116) in the ear probe is implemented as an optical fiber (130) that conducts laser light to the ear probe (106) from a laser outside the probe (106). In fact, in the example of FIG. 1A, both sources of illumination (116, 120) are implemented with optical fiber that conduct illumination from, for example, sources mounted elsewhere in the otoscaner body, a white light-emitting-diode (LED) for the non-laser video illumination (121) and a laser diode or the like for the laser light (123). For further explanation, an alternative structure for the laser light source is illustrated in FIG. 6, where the laser light source is implemented as an actual laser (158), such as, for example, an on-chip laser diode, mounted directly on mounting structures disposed in the probe itself. In the example of FIG. 6, a laser power source (160), electrical wiring, replaces the optical fiber (116 on FIG. 1A) in the overall structure of the probe, connecting a power supply outside the probe to the laser (158). In the examples both of FIG. 1A and FIG. 6, the laser light (125) is collimated by a laser optical element (118), and the non-laser video illumination (121) is diffused by a transparent top cap (127) mounted on the tip of the probe. Laser illumination from the laser light source (116) can be on continuously with the LED pulsed or both the laser and the LED can be pulsed, for example.

[0030] The otoscaner (100) in the example of FIG. 1A provides a mode switch (133) for manual mode switching between laser-only mode, in which a laser-illuminated scan of an ear is performed without video, and a video-only mode in which non-laser light is used to illuminate a scanned ear and normal video of the ear is provided on the display screen (110). The laser light is too bright to leave on while capturing video images, however, so with manual switching, only one mode can be employed at a time. In some embodiments of the kind of otoscaner illustrated for example in FIG. 1A, therefore, the image sensor is configured so as to capture images at a video frame rate that is twice a standard video frame rate. The frame rate is the frequency at which an imaging sensor
produces unique consecutive images called frames. Frame rate is typically expressed in frames per second. Examples of standard video frame rates include 25 frames per second as used in the Phase Alternating Line or ‘PAL’ video standard and 30 frames per second as used in the National Television System Committee or ‘NTSC’ video standard. At twice a standard frame rate, video and laser-illuminated images can be captured on alternate frames while leaving the frame rate for each set to a standard video rate. In such embodiments, the non-laser video illumination (120, 121) is left on at all times, but the laser light source (116) is strobed during capture by the image sensor of alternate video frames. Video frames are captured by the image sensor (112) when only the non-laser video illumination illuminates the scanned ear, that is, on the alternate frames when the laser light source (116) is strobed off. Then laser-illuminated images for constructing 3D images are captured by the image sensor (112) only when strobed laser light illuminates the scanned ear, that is, during the alternate frames when the laser light source (116) is strobed on, overwhelming the always-on non-laser video illumination.

[0031] For further explanation, FIGS. 1B-1E set forth line drawings of further example otoscanners, illustrating additional details of example embodiments. In the example of FIG. 1B, an otoscanner (100) includes a body (102), display (110), tracking sensors (108), and grip (104), all implemented in a fashion similar to that of the otoscanner describes and illustrated above with reference to FIG. 1A. The example of FIG. 1B includes 5-inch radius area (157) that defines and connect the screen top to a grip bump profile on the back of the otoscope body, the bottom of the grip to the bottom of the display screen, and the top of a 45-degree cut at the bottom of the grip to the bottom of the display screen. In addition, the example of FIG. 1B includes a 20-inch radius arc (161) that defines the overall curvature of the grip (104).

[0032] In the example of FIG. 1C, an otoscope (100) includes a body (102), display (110), tracking sensors (108), and grip (104), all implemented in a fashion similar to that of the otoscope describes and illustrated above with reference to FIG. 1A. The example of FIG. 1C includes a description of the grip (104) as elliptical in cross section, conforming to an ellipse (163) in this example with a major axis 1.25 inches in length and a minor axis of 1.06 inches. The example of FIG. 1C also includes a display screen 2.5 to 3.5 inches, for example, diagonal measure and capable of displaying high-definition video. The display screen (110) is also configured with the capability of displaying images in portrait orientation until the otoscope body is oriented for scanning an ear, at which time the display can change to a landscape orientation. Indents (155) are provided around control switches (133) both on front and back of the grip (104) that guide operator fingers to the control switches with no need for an operator takes eyes off the display screen or the probe to look for the switches.

[0033] In the example of FIG. 1D, an otoscope (100) includes a body (102), display (110), tracking sensors (108), and grip (104), all implemented in a fashion similar to that of the otoscope describes and illustrated above with reference to FIG. 1A. The example of FIG. 1D includes an illustration of the display screen (110) oriented at a right angle (165) to a central axis of the ear probe (106) so as to maintain the overall orientation of the display as it will be viewed by an operator.

[0034] In the example of FIG. 1E, an otoscope (100) includes a body (102), tracking sensors (108), and grip (104), all implemented in a fashion similar to that of the otoscope describes and illustrated above with reference to FIG. 1A. The example of FIG. 1B includes an illustration of the orientation of an array of tracking sensors (108) on the back of the display, that is, on the opposite side of the otoscope body from the display screen, oriented so that the tracking sensor can sense reflections of tracking illumination from tracking targets fixed in position with respect to a scanned ear. The tracking sensor are disposed behind a window that is transparent to the tracking illumination, although it may render the tracking sensors themselves invisible in normal light, that is, not visible to a person. The example of FIG. 1E also includes a grip (104) whose length accommodates large hands, although the diameter of the grip is still comfortable for smaller hands. The example of FIG. 1E also includes a cable (159) that connects electronic components in the otoscope body (102) to components outside the body. The cable (159) balances the weight of the display block, which holds much of the weight of the otoscope body. The use of the cable (159) as shown in FIG. 1E provides an operator an overall balanced feel of the otoscope body.

[0035] Referring again to FIG. 1A, the image sensor (112) is also coupled for data communications to a data processor (128), and the data processor (128) is configured so that it functions by constructing, in dependence upon a sequence of images captured when the scanned ear is illuminated by laser light and tracked positions of the ear probe inferred from reflections of tracking illumination sensed by the tracking illumination sensors, a 3D image of the interior of the scanned ear, such as, for example the image illustrated in FIG. 13. For further explanation, FIG. 2 sets forth a line drawing of an example otoscope scanner with a number of tracking illumination sensors (108) disposed upon the otoscope body (102) so as to sense reflections (127) of tracking illumination (122) emitted from the tracking illumination emitter (129) and reflected from tracking targets (124) installed at positions that are fixed relative to the scanned ear (126). The tracking illumination sensors (127) are photocells or the like disposed upon or within the opposite side of the display block from the display and organized so as to distinguish angles and brightness of tracking illumination reflected from tracking targets. In the example of FIG. 3, the tracking targets (124) are implemented as retroreflectors, and the tracking illumination (122) is provided from a tracking illumination source or emitter (129), such as an LED or the like, mounted on the otoscope body (102). In at least some embodiments, the tracking illumination (122) is infrared.

[0036] In the example of FIG. 2, the tracking sensors (108) are mounted directly on or within the otoscope (100). In other embodiments, the tracking sensors are mounted elsewhere, in other locations fixed within scanner space, not on or within the otoscope itself. In such embodiments, a stand alone or separate tracking system can be used. Such embodiments can include one or many tracking sensors, one or many light sources. Some embodiments exclude tracking entirely, instead relying on the stability of an object to be scanned. To the extent that such an object is an ear, then the person to whom the ear belongs must sit very still during the scan. Other embodiments use a tripod for mounting the tracking systems of tracking illumination sensors.

[0037] The data processor (128) configured so that it constructs a 3D image of the interior of the scanned ear can be implemented, for example, by a construction module (169) of computer program instructions installed in random access
memory (‘RAM’) (168) operatively coupled to the processor through a data communications bus. The computer program instructions, when executed by the processor, cause the processor to function so as to construct 3D images based on tracking information for the otoscope body or probe and corresponding images captured by the image sensor when a surface of a scanned ear is illuminated with laser light.

For explanation of a surface of a scanned ear illuminated with laser light, FIG. 3A sets forth a line drawing of a projection onto a surface of an auditory canal of a ring of laser, the ring projected from a conical reflector (132 on FIG. 8A) into a plane which forms a broken ring (134) as the plane of laser light encounters the inner surface of the auditory canal. As the ear probe (106) moves through the auditory canal (202), an image sensor in the otoscope scanner captures a sequence (135) of images of the interior of the auditory canal illuminated by rings of projected laser light. Each such image is associated with tracking information gathered by tracking apparatus as illustrated and described with regard to FIG. 2. A combination of such images and associated tracking information is used according to embodiments of the present invention to construct 3D images of a scanned ear.

For further explanation of a surface of a scanned ear illuminated with laser light, FIG. 3B sets forth a line drawing of a projection onto a surface of a pinna or auricle of a scanned ear of an fan (138) of laser, the fan projected from a diffractive laser lens (136 on FIG. 7A) into a fan shape which illuminates the surface of the pinna, conforming to the surface of the pinna as the fan of laser light encounters the pinna. As an ear probe (106) is moved to scan the pinna, an image sensor in the otoscope scanner captures a sequence (137) of images of the surface of the pinna as illuminated by the fan (138) of projected laser light. Each such image is associated with tracking information gathered by tracking apparatus as illustrated and described with regard to FIG. 2. A combination of such images and associated tracking information is used according to embodiments of the present invention to construct 3D images of a scanned ear.

For further explanation of construction of 3D images with an otoscope scanner according to embodiments of the present invention, FIG. 4 sets forth a flow chart illustrating an example method of constructing a 3D image of a scanned ear. The method of FIG. 4 includes capturing (302), with an image sensor (112), a sequence of images of the kind described above, a sequence (304) of 3D images of surfaces of a scanned ear. The sequence of images is a sequence of 2D images of surfaces of the scanned ear illuminated with laser light as described above. The image sensor includes an array of light-sensitive pixels, and each image (304) is a set of pixel identifiers such as pixel numbers or pixel coordinates with a brightness value for each pixel. The sequence of 2D images is used as described to construct a 3D image.

The method of FIG. 4 also includes detecting (306) ridge points (308) for each 2D image. Ridge points for a 2D image make up a set of brightest pixels for the 2D image, a set that is assembled by scanning the pixel brightness values for each 2D image and selecting as ridge points only the brightest pixels. An example of a 2D image is set forth in FIG. 10, illustrating a set of brightest pixels or ridge points (176) that in turn depicts a c-shaped broken ring of laser light reflecting from a surface of an auditory canal of a scanned ear.

The method of FIG. 4 also includes transforming (318) the ridge points to points in scanner space. The transforming (318) in this example is carried out by use of a table of predefined associations (312) between each pixel in the image sensor (112) and corresponding points in scanner space. Each record of table (312) represents an association between a pixel (326) of the image sensor (112) and a point in scanner space (200 on FIG. 2). In the example of table (312), n pixels are identified with numbers, 1, 2, 3, . . . , n-1, n. The pixels of the image sensor can be identified by their x,y coordinates in the image sensor itself, or in other ways as will occur to those of skill in the art. The correspondence between pixels and points in scanner space can be established as described and illustrated below with reference to FIG. 12, triangulation according to equations 2-8. Such triangulation can be carried out by a processor and algorithm for each pixel of each captured frame from the image sensor, although that is computationally burdensome, it is feasible with a fast processor. As a less computationally intense alternative, the triangulation can be carried out once during manufacture or calibration of an otoscope according to embodiments of the present invention, with the results stored, for example, in a structure similar to Association table (312). Using such stored associations between pixels and points in scanner space, the process of transforming (310) ridge points to points in scanner space is carried out with table lookups and the like rather than real time triangulations.

The example table (312) includes two columns, one labeled ‘Pixel’ that includes values identifying pixels, and another labeled ‘Coordinates’ that identifies the locations in scanner space that correspond to each pixel. Readers will recognize that in embodiments in which the records in table (312) are sorted as here according to pixel location, then the ‘Pixel’ column actually would not be needed because the position of coordinates in the ‘Coordinates’ columns would automatically index and identify corresponding pixels. In embodiments that omit the ‘Pixel’ columns based on such reasoning, the Associations table (312) is effectively simplified to an array of coordinates. In fact, the data structures of table and array are not limitation of the present invention, but instead are only examples of data structures by which can be represented correspondence between pixels and points in scanner space. Readers will recognize that many data structures can be so used, including, for example, C-style structures, multi-dimensional arrays, linked lists, and so on.

The method of FIG. 4 also includes transforming (318) the points (314) in scanner space (200 on FIG. 2) to points (320) in ear space (198 on FIG. 2). This transforming (318) is carried out according to a relationship between an origin (151 on FIG. 2) of a coordinate system defining scanner space (200 on FIG. 2) and an origin (150 on FIG. 2) of another coordinate system defining ear space (198 on FIG. 2). That is, scanner space is both translated and rotated with respect to ear space, and this relationship differs from frame to frame as an otoscope scanner is moved in ear space during a scan. The relationship for each frame is expressed as Tensor 1.

\[
\begin{bmatrix}
R_{11} & R_{12} & R_{13} & T_1 \\
R_{21} & R_{22} & R_{23} & T_2 \\
R_{31} & R_{32} & R_{33} & T_3 \\
0 & 0 & 0 & 1 
\end{bmatrix}
\]

The T values in Tensor 1 express the translation of scanner space with respect to ear space, and the R value express the rotation of scanner space with respect to ear space.
With these values in Tensor 1, the transformation of points in scanner space to points in ear space is carried out according to Equation 1.

\[
\begin{bmatrix}
  x' \\
  y' \\
  z'
\end{bmatrix} =
\begin{bmatrix}
  R_{11} & R_{12} & R_{13} & T_x \\
  R_{21} & R_{22} & R_{23} & T_y \\
  R_{31} & R_{32} & R_{33} & T_z \\
  0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  x \\
  y \\
  z \\
  1
\end{bmatrix}
\]

Equation 1 transforms by matrix multiplication with Tensor 1 a vector representing point \(x, y, z\) in scanner space into a vector representing point \(x', y', z'\) in ear space. The transforming of points in scanner space to points in ear space can be carried out by establishing Tensor 1 for each image scanned from the image sensor and applying Equation 1 to each point in scanner space represented by each pixel in each image.

[0046] Equation 1 transforms by matrix multiplication with Tensor 1 a vector representing point \(x, y, z\) in scanner space into a vector representing point \(x', y', z'\) in ear space. The results of such summing are shown schematically in FIG. 13, and an actual 3D image of a scanned ear is set forth in FIG. 14. The image in FIG. 14 was created using the transformed points in ear space as such to display a 3D image. Such a set of points is a mathematical construct. In 3D computer graphing generally, 3D modeling is developing a mathematical representation of a three-dimensional surface of an object (living or inanimate). The products of such processes are called 3D images or 3D models. Such images can be displayed as a two-dimensional image through a process called 3D rendering or used in a computer simulation of physical phenomena. Such an image or model can also be used to create an actual three-dimensional object of a scanned object, such as a scanned ear, using a 3D model as an input to a CAD/CAM process or a 3D printing device.

[0047] The method of FIG. 4 also includes summing (321) the points in ear space into a 3D image (325) of an ear. The results of such summing are shown schematically in FIG. 17, and an actual 3D image of a scanned ear is set forth in FIG. 18. The image in FIG. 18 was created using the transformed points in ear space as such to display a 3D image. Such a set of points is a mathematical construct. In 3D computer graphing generally, 3D modeling is developing a mathematical representation of a three-dimensional surface of an object (living or inanimate). The products of such processes are called 3D images or 3D models. Such images can be displayed as a two-dimensional image through a process called 3D rendering or used in a computer simulation of physical phenomena. Such an image or model can also be used to create an actual three-dimensional object of a scanned object, such as a scanned ear, using a 3D model as an input to a CAD/CAM process or a 3D printing device.

[0048] The method of FIG. 4 also includes determining (324) whether a scan is complete. This determination is carried out by comparing the summed set of points in ear space that now make up a 3D image of the scanned ear for completeness by comparing the 3D image with scanning requirements (322) as specified for a particular, pre-selected class, make, and model of an object to be worn in the ear, an auditory aid, in-ear headphone, hearing aid, or the like. If the scan is incomplete, portions of the 3D image will not meet the scanning requirements as specified for the class, make, and model of the object to be worn in the ear. Often the incomplete portions of the 3D image will appear as holes in the 3D image.

[0049] Not all objects worn in the ear require the same portions of the ear to be scanned. Scanning requirements (322) as specified for a particular, pre-selected class, make, and model of an object to be worn in the ear. For example, behind-the-ear hearing aids use a mold that requires the concha of the ear to be scanned, in-the-ear hearing aids require more of the auditory canal to be scanned, invisible-in-the-ear hearing aids require even more of the auditory canal to be scanned than the in-the-ear hearing aids. Each of these different classes of hearing aids (behind-the-ear, in-the-ear, and invisible-in-the-ear) may be used to determine whether a scan is complete by also determining which portions of the ear are to be scanned for the particular class of the hearing aid. Within each class of hearing aid or other object to be worn in the ear the make and model may also affect which portions of the ear are to be scanned to make up a complete scan of the ear. Each of these different makes and models within a class of hearing aids may also be used to determine whether a scan is complete including determining which portions of the ear are to be scanned for the particular class of the hearing aid.

[0050] For further explanation, FIG. 5 sets forth a line drawing illustrating additional example features of an ear probe (106) and image sensor (112) of an otoscope according to embodiments of the present invention. The probe (106) of FIG. 5 has a wide angle lens (114) that includes a number of lens elements (115) and spacers (125). The wide angle lens (114) of FIG. 5 has a sufficient depth of field so that the entire portion of the interior surface of the ear (126) illuminated by laser light is in focus at the image sensor (112). An image of a portion of the ear is said to be in focus if light from object points on the interior of the ear is converged as much as reasonably possible at the image sensor, and out of focus if light is not well converged. Supporting the wide angle lens (114) of FIG. 5 is a focusing screw (164) that when turned adjusts the focus of the wide angle lens (114) for improved accuracy and for compensating for manufacturing tolerances.

[0051] The probe (106) of FIG. 5 also includes a laser light source (116) and a laser optical element (118). In the example of FIG. 5 the laser light source (116) is a fiber optic cable carrying laser light from a laser within the body of the otoscope to the laser optical element. As mentioned above, in some embodiments of otoscanners according to the present invention, the laser optical element (118) may include a conical laser reflective optical element. In such embodiments, the lens elements (115) of the wide angle lens (114) of FIG. 5 has sufficient depth of field so that the portion of the interior surface of the ear (126) illuminated by laser light is in focus at the image sensor (112) when the interior surface of the ear is illuminated by a ring of laser light created by use of the conical laser reflective optical element and projected through the transparent side walls of the window (166). In some other embodiments of the present invention, the laser optical element (118) may include a diffractive laser optic lens. In such embodiments, the lens elements (115) of the wide angle lens (114) of FIG. 5 has sufficient depth of field so that the portion of the interior surface of the ear (126) illuminated by laser light is in focus at the image sensor (112) when the interior surface of the ear is illuminated by a fan of laser light created by use of a diffractive laser optic lens and projected through the transparent side walls of the window (166).

[0052] In the example of FIG. 5, the image sensor (112) operates at a video frame rate that is twice a standard video frame rate. By operating at twice a standard video frame rate the image sensor may capture usable video of the scanned ear as well as capture images of the scanned ear for constructing 3D images of the scanned ear. In the example of FIG. 5, therefore, the laser light source (116) is strobed during capture by the image sensor (112) of alternate video frames thereby allowing every other video image to be a 2D image for constructing 3D images. The 2D image for constructing 3D images are captured by the image sensor only when the strobed laser light illuminates the scanned ear. Video frames are captured by the image sensor (112) when only the non-laser video illumination from the video illumination source (120) illuminates the scanned ear.

[0053] In the example of FIG. 5, the laser light source (116) of FIG. 5 completely overpowers the video illumination source (120). The video illumination source (12) therefore must remain on such that non-laser video illumination is on during operation of the otoscope. Therefore, when the laser...
light source (116) is strobed, it completely overpowers the video illumination and each time the laser light source illuminates the scanner ear with laser light images captured by the image sensor are 2D images of the scanned ear for construction of a 3D image.

[0054] For further explanation, FIG. 6 sets forth a line drawing of an example ear probe (106) of an otoscanner according to embodiments of the present invention. The ear probe (106) of FIG. 6 is similar to the ear probe of FIG. 1A in that it includes a lens (114) with lens elements (115) and spacers (125), a lens tube (117) a video illumination source, a probe wall (119), and a laser optical element (118). The field of view of the illustrated embodiment, shown by dotted lines, is approximately 150 degrees, although the light pattern (123) may extend laterally out at right angles to the optical axis of the wide angle lens (114). Angles up to 180 degrees are possible but wider angles can be increasingly difficult to minimize distortion. The ear probe (106) of FIG. 6 differs from the ear probe of FIG. 1A in that the laser light source of the ear probe of FIG. 6 is a laser (158) mounted in the probe (106) itself. In the example of FIG. 6 the laser (158) is mounted in the probe and power to the laser is proved by a laser power source (160) delivering power from within the otoscope body. In some embodiments, the laser may be mounted on a base die allowing the laser to be placed directly on a printed circuit board in the ear probe.

[0055] As mentioned above, otoscanners according to embodiments of the present invention may be configured to project a ring of laser light radially from the tip of the distal end of the ear probe, project a fan of laser light forward from the tip of the distal end of the ear probe, or configured to project other shapes of laser light as will occur to those of skill in the art. For further explanation, therefore, FIGS. 7A and 7B set forth line drawings of an optical element (118) useful in scanners according to embodiments of the present invention and a resultant fan of laser light (138) projected from an ear probe having such an optical element. The laser optical element (118) of FIG. 7A comprises a diffractive laser optic lens (136). In the example of FIG. 7A, the laser light source (116) and the diffractive laser optic lens (136) are configured so that when illuminated by the laser light source (116) the diffractive laser optic lens (136) projects upon an interior surface of the ear a fan (138) of laser light at a predetermined angle (140) with respect to a front surface (142) of the diffractive laser optic lens (136). In the example of FIGS. 7A and 7B, laser light from the source of laser light (116) is focused by a ball lens (170) on the diffractive laser optic lens (136). The diffractive laser optic lens (136) diffracts the laser light into a fan (138) of laser light. The diffractive laser optic lens (136) is manufactured to diffract the laser light at a predetermined angle (140) from its front surface (142) into a fan of laser light (138) as illustrated in FIGS. 7A and 7B.

[0056] As mentioned above, otoscanners according to embodiments of the present invention may be configured to project a ring of laser light radially from the tip of the distal end of the ear probe. For further explanation, therefore, FIGS. 8A and 8B set forth line drawings of an optical element (118) useful in scanners according to embodiments of the present invention and a resultant ring of laser light (134) projected from an ear probe having such an optical element. The laser optical element (118) of FIG. 8A includes a conical laser-reflective optical element (132). In the example of FIG. 8A the laser light source (116) and the conical laser-reflecting optical element (132) are configured so that the conical laser-reflecting optical element (132), when illuminated by the laser light source (116), projects a broken ring (134) of laser light upon an interior surface of the ear when the ear probe is positioned in the ear. In the example of FIGS. 8A and 8B, laser light from the laser light source (116) is focused by a ball lens (170) onto the conical laser reflective optical element (132). The conical laser reflective optical element (132) reflects the laser light into a ring of laser light (134) as illustrated in FIGS. 8A and 8B.

[0057] In the examples of FIGS. 8A and 8B the ring of laser light is broken because the conical laser reflective optical element (132) is mounted in a fashion that blocks a portion of the laser light reflected by the optical element. In alternate embodiments, however, the ring of laser light reflected by the conical laser reflective optical element (132) is unbroken as will occur to those of skill in the art.

[0058] Referring to FIG. 9, a skin target is shown with partial lateral portions 20 of rings of laser light projected thereon for the purpose of determining how the laser light will project upon skin and its location be marked. A perpendicular section of one of the lateral portions, as shown in FIG. 10, illustrates the fact that the reflected laser light intensity (y-axis) varies in a bell curve shape with the thickness (x-axis) of the section. Thus, the partial lateral portion 20 may include an edge 22 of the light pattern as well as a ridge 24 of the light pattern. These landmarks may be used to determine the position of the lateral portion 20 in a coordinate system defining an ear space. For example, one of the aforementioned landmarks could be found (such as by a ridge detecting function of a data processor) or an inside edge of the lateral portion or an outside edge of the lateral portion. Or, an average of the inside and outside portions may be used.

[0059] For further explanation, FIG. 11 sets forth an image captured from reflections of laser light reflected from a conical laser reflective optical element (132) radially from the tip of the ear probe of an otoscanner according to embodiments of the present invention. The captured image of FIG. 11 forms a c-shaped broken ring of pixels of highest intensity. Along the outside and inside of the broken ring (180) are pixels of intensity defining an edge as mentioned above. In between the edges (178) of the broken ring are pixels of higher intensity that define a ridge. The ridge (176) is a collection of ridge points that comprise a set of brightest pixels for the captured 2D image.

[0060] Constructing a 3D image of the interior of a scanned ear according to embodiments of the present invention for a sequence of 2D images of the ear such as the image of FIG. 11 includes detecting ridge points for each 2D image. Detecting ridge points in the example of FIG. 11 includes identifying a set of brightest pixels for the 2D image. In the example of FIG. 11, ridge points are detected as a set of brightest pixels along the ridge (176) of the image (180). Detecting ridge points may be carried out by scanning across all pixels in a row on the image sensor and identifying a pixel whose intensity value is greater than the intensity values of pixels on each side. Alternatively, detecting a ridge point may be carried out by identifying range of pixels whose average intensity values are greater than the intensity values of a range of pixels on each side and then selecting one of the pixels in the range of pixels with greater average intensity values. As a further alternative, detecting ridge points can be carried out by taking the brightest pixels from a purposely blurred representation of an image, a technique in which the pixels so selected generally may not be the absolute brightest. An even further
alternative way of detecting ridge points is to bisect the full-width half maximum span of a ridge at numerous cross sections along the ridge. Readers will recognize from this description that constructing a 3D image in this example is carried out with some kind of ridge detection. In addition to ridge detection, however, such construction can also be carried out using edge detection, circle detection, shape detection, snake detection, deconstruction, and other ways as may be chosen by those of skill in the art.

[0061] Constructing a 3D image of the interior of a scanned ear according to embodiments of the present invention for a sequence of 2D images also includes transforming, in dependence upon a predefined association between each pixel in the image sensor and corresponding points in scanner space, the ridge points to points in scanner space as described with reference to FIG. 11 and transforming, in dependence upon a relationship between an origin of a coordinate system defining scanner space and an origin of another coordinate system defining ear space, the points in scanner space to points in ear space as described with reference to FIG. 13.

[0062] For further explanation, FIG. 12 sets forth a line drawing schematically illustrating transforming, in dependence upon a predefined association between each pixel in the image sensor and corresponding points in scanner space, the ridge points to points in scanner space. FIG. 12 schematically shows an embodiment for calculation of the radial distance of the lateral portion from the optical axis of the probe as implemented by a data processor. The position can be determined by triangulation, as shown in equations 2-8.

\[
\frac{h}{S'} = \frac{R}{S} \\
R = \frac{hS}{S'} \\
\frac{S'}{S} = M \\
R = \frac{h}{M} \\
\Delta R = \frac{\Delta h}{M} \\
\theta_{min} = \tan^{-1}\left(\frac{R_{min}}{S'}\right) \\
\theta_{max} = \tan^{-1}\left(\frac{R_{max}}{S'}\right)
\]

[0063] In the example of FIG. 12 and in equations 2-8, scanner space is oriented so that its Z axis is centered and fixed as the central axis of an ear probe, looking end-on into the probe, here also referred to as the imaging axis. In this example, therefore, the ratio of the distance R from the imaging axis of a laser-illuminated point to the distance S between the laser plane and the lens is equal to that of the distance h from the center of the image sensor to the distance S' between the image sensor surface and the lens. Magnification M is the ratio of S' and S. When the distances S and S' between the lens and laser plane, and lens to image sensor are known, equations 2-8 can reconstruct the geometry of illuminated points in scanner space. These equations also denote that for a focal surface such as a plane, there is a 1:1 mapping of points in scanner space to pixel locations on the image sensor.

[0064] The image sensor 112 may be implemented in complementary-symmetry metal-oxide-semiconductor (‘CMOS’) sensor, as a charge-coupled device (‘CCD’), or with other sensing technology as may occur to those of skill in the art. A CMOS sensor can be operated in a snapshot readout mode or with a rolling shutter when the scan along the Z-axis is incremented or stepped synchronously to effect a readout of a complete frame. Similar incrementing or stepping may be used for a CCD operated with interlacing scans of image frames.

[0065] Constructing a 3D image of the interior of a scanned ear according to embodiments of the present invention also often includes transforming, in dependence upon a relationship between an origin of a coordinate system defining scanner space and an origin of another coordinate system defining ear space, the points in scanner space to points in ear space. For further explanation, therefore, FIG. 13 sets forth a line drawing illustrating an exemplary three-dimensional image (182) of an ear canal constructed from a sequence of 2D images by a data processor. In the example of FIG. 13, each of the 2D images (186) includes a set of transformed ridge points. The transformed ridge points are the result of transforming, in dependence upon a relationship between an origin of a coordinate system defining scanner space and an origin of another coordinate system defining ear space, the points in scanner space to points in ear space as described with reference to FIG. 13. Transforming, in dependence upon a relationship between an origin of a coordinate system defining scanner space and an origin of another coordinate system defining ear space, the points in scanner space to points in ear space may be carried out by as described and illustrated above with reference to FIG. 4.

[0066] For further explanation, FIG. 14 sets forth a 3D image of a scanned ear created by use of an otoscope and 3D imaging according to embodiments of the present invention. The 3D image of FIG. 14 includes a 3D depiction of the concha (192), the aperture (188) of the ear, the first bend (190) of the ear canal, the second bend of the ear canal and the location of the ear drum (196). The 3D image of FIG. 14 may be used by a manufacturer to provide custom fit hearing aids, custom fit ear buds for personal listening devices, custom fit head phones, and other objects custom fit to the scanned ear and worn in the ear.

[0067] The density of portions of the skin making up the ear varies from person to person. The density of portions of the skin making up the ear also varies across the portions of the ear. That is, some people have ears with skin that is more compliant in certain areas of the ear than others. The compliance of the skin of an ear is a factor in determining whether a custom hearing aid, mold, or other object worn in the ear is comfortable to its wearer while still providing a proper fit within the ear. Compliance information may be provided to a manufacturer for use making a comfortable and well fitting hearing aid, mold, or other object worn in the ear. For further explanation, therefore, FIG. 15 sets forth a line drawing of an otoscope capable of detecting the force with which the ear probe is pressed against a surface of the scanned ear for use in calculating a compliance value as an aid to a manufacturer in making comfortable and well fitting objects worn in the ear. The otoscope (100) of FIG. 15 is similar to the otoscope of FIGS. 1 and 2 in that the otoscope has a body (102), an ear probe (106), video illumination source (120) carrying video illumination from a non-laser light emitter (220), a laser light source for a conical reflective optical element (116) carrying
laser light from a laser (158a) in the body (102) of the otoscope (100), a laser light source for a diffractive optical lens (116b) carrying light from a laser (158b) in the body (102) of the otoscope (100) and so on.

[0068] The otoscope (100) of FIG. 15 differs from the otoscope of FIGS. 1 and 2 in that the otoscope body (102) has mounted within it pressure sensors (144) operably coupled to the ear probe (106). In the example of FIG. 15, the pressure sensors (144) are coupled for data communications to the data processor (128) and pressure sensors detect the force with which the ear probe (106) is pressed against a surface of the scanned ear. In some embodiments, the probe is implemented as entirely rigid when scanning. In other embodiments, the probe is implemented as somewhat moveable against pressure sensors for compliance measurements. And some embodiments implement a probe that is alternately both rigid and moveable, providing a locking mechanism that maintains the probe as rigid for optical scanning and allows the probe to move against a pressure sensor when unlocked for ascertaining a compliance value.

[0069] The otoscope (100) is also configured to track positions of the ear probe inferred from reflections of tracking illumination sensed by the tracking illumination sensors (108). The tracked positions are used to identify the displacement through which the ear probe (106) moves when pressed against the surface of the scanned ear. The data processor (128) of FIG. 15 is further configured so that it functions by calculating a compliance value in dependence upon the detected force and the tracked displacement. The compliance value may be implemented as a single value or range of values dependent upon the detected force and the identified displacement when the probe is pressed against the surface of the scanned ear.

[0070] To facilitate the detection of the force when the probe is pressed against the surface of the scanned ear, the otoscope body (102) has mounted within it pressure sensors (144) operably coupled to the ear probe (106). The tracking sensors (108), the image sensor (112), the probe (106) and lens of the otoscope (100) of FIG. 15 are all mounted on a rigid chassis (146) that is configured to float within the otoscope body (102). The pressure sensors (144) are mounted within the otoscope (100) between the rigid chassis (146) and the otoscope body (102). The rigid chassis (146) is configured to be either part of the otoscope (100) in that the rigid chassis (146) may move relative to the body (102) of the otoscope (100) when the probe (106) is pressed against the surface of the ear.

[0071] In example otoscanners described above, the functionality of the otoscope is described as residing within the body of the otoscope. In some embodiments of the present invention, an otoscope may be configured with a wireline connection to a data processor (128) in a computer (202) available to an operator of the otoscope. For further explanation, therefore, FIG. 16 sets forth a further example otoscope according to embodiments of the present invention that includes an otoscope body (102) with a wireline connection (148) to a data processor (128) implemented in a computer (204). In the example of FIG. 16 the elements of the otoscope are distributed between the otoscope body (102) and the computer (204). In the example of FIG. 16, the tracking targets (124) are fixed to a headband worn by the person whose ear (126) is being scanned.

[0072] The data processor (128) in the computer (204) of FIG. 16 includes at least one computer processor (156) or ‘CPU’ as well as random access memory (168) (‘RAM’) which is connected through a high speed memory bus and bus adapter to the processor (156) and to other components of the data processor (128). The data processor (128) of FIG. 16 also includes a communications adapter (167) for data communications with other computers and with the otoscope body (102) and for data communications with a data communications network. Such data communications may be carried out serially through RS-232 connections, through external buses such as a Universal Serial Bus (‘USB’), through data communications networks such as IP data communications networks, and in other ways as will occur to those of skill in the art. Communications adapters implement the hardware level of data communications through which one computer sends data communications to another computer, directly or through a data communications network. The example data processor FIG. 16 includes a video adapter (209), which is an example of an I/O adapter specially designed for graphic output to a display device (202) such as a display screen or computer monitor.

[0073] In the example of FIG. 16, the image sensor (112) is illustrated in callout (156) as residing within the otoscope body as well as being illustrated in callout (128) as residing in the data processor. An image sensor useful in embodiments of the present invention illustrated in FIG. 16 may reside in either location, or as illustrated in callout (156) or in the computer (202) itself.

[0074] In the example of FIG. 16, a display screen (202) on the computer (204) may display images of the scanned ear scanned ear illuminated only by non-laser video illumination (120). The display screen (202) on the computer (113) may also display 3D images of the scanned ear constructed in dependence upon a sequence of images captured by the image sensor as the probe is moved in the scanned ear. In such examples images captured by an image sensor (112)

[0075] Stored in RAM (168) in the data processor (128) of FIG. 16 is a construction module. A module of computer program instructions for constructing 3D images of the scanned ear in dependence upon a sequence of images captured by the image sensor (112) as the probe is moved in the scanned ear. The construction module (169) is further configured to determine the position of the probe (106) in ear space when the probe is positioned at the aperture of the auditory canal of the scanned ear (126) and setting the position of the probe at the aperture of the auditory canal of the scanned ear as the origin of the coordinate system defining ear space.

[0076] Not all hearing aids, molds, or other objects worn in the ear require the same portions of the ear to be scanned. That is, some objects worn in the ear are small, some are large, some are placed deeper in the ear than others, and so on. As such, stored in RAM (168) in the data processor of FIG. 16 is a completion module (206) a module of computer program instructions for determining whether a scan is complete in dependence upon a class, make, and model, of a hearing aid or other objects worn in the ear. The completion module (208) has a database of classes, makes, and models of hearing aids or other objects worn in the ear. The classes, makes, and models identify the proper portions of the ear to be scanned. The completion module is configured to identify from the 3D image of the ear constructed by the construction module (169) whether the 3D image includes scanned portions of the ear required for the manufacture of a particular class, make and model of a hearing aid or other object worn in the ear.
completion module (208) is also configured to determine whether portions of the ear have simply not been scanned at all. Such portions may appear as holes in the 3D image of the ear.

[0077] There is a danger to an ear being scanned if a probe or other object is inserted too deeply in the ear. For example, an ear drum may be damaged if it comes into contact with a probe. Also stored in RAM (206), therefore, is a safety module (206), a module of computer program instructions for safety of use of the otoscanner (100) of FIG. 16. The safety module (206) of FIG. 16 has a database of previously recorded statistics describing typical ear sizes according to human demographics such as height, weight, age and other statistics of the humans. The safety module (206) also has currently recorded demographic information regarding a person whose ear is being scanned. The safety module infers, from a tracked position of the ear probe (106), previously recorded statistics describing typical ear sizes according to human demographics, and currently recorded demographic information regarding a person whose ear is scanned, the actual present position of the ear probe in relation to at least one part of the scanned ear. The safety module is configured to provide a warning when the probe moves within a pre-defined distance from the part of the scanned ear. Such a warning may be implemented as a sound emitted from the otoscanner (100), a warning icon on a display screen of the otoscanner (100) or computer, or any other warning that will occur to those of skill in the art.

[0078] Those of skill in the art will recognize that the ear is flexible and the shape of the ear changes when the mouth of the person being scanned is open and when it is closed. To facilitate manufacturing a hearing aid, mold or other object worn in the ear in the example of FIG. 16, an operator scans the ear with the otoscanner of FIG. 16 with the mouth open and then with the mouth closed. 3D images of the ear constructed when the mouth is open and also when the mouth is closed may then be used to manufacture a hearing aid, mold, or other object worn in the ear that is comfortable to the wearer when the wearer’s mouth is open and when it is closed. The construction module (169) of the data processor (128) of FIG. 16 is therefore configured to construct the 3D image of the scanned ear by constructing the 3D image in dependence upon a sequence of images captured by the image sensor as the probe is moved in the scanned ear with mouth open. The construction module (169) of the data processor (128) of FIG. 16 is also configured to construct the 3D image of the scanned ear by constructing the 3D image in dependence upon a sequence of images captured by the image sensor as the probe is moved in the scanned ear with mouth closed.

[0079] The ear drum of a scanned ear is not always in the same place or oriented in the same way relative to an ear. That is, the location and orientation of ear drums differ for different people. Otoscanners according to embodiments of the present invention therefore may be configured to construct a 3D image of the interior of the scanned ear that includes determining the location and orientation in ear space of the ear drum of the scanned ear. For further explanation, FIG. 17 sets forth a line drawing illustrating a method of determining the location and orientation in ear space of the ear drum of a scanned ear according to a method of structure-from-motion. In the example of FIG. 17, the forward field of view (FFOV) as captured through the probe by the otoscanner will see the ear drum in multiple video frames as the probe is moved through the ear. Because the otoscanner tracks the position and orientation of the probe relative to a coordinate system on the head (‘ear space’), the otoscanner’s data processor can use structure-from-motion to reconstruct the location and direction of the ear drum. Consider one point on the ear drum X that is readily identifiable, such as the umbo, the most depressed part of the concave surface of the ear drum. Referring to the illustration of FIG. 17, consider a point X on the ear drum that is shown on two images N and N+1. On Image N, point X is seen at a pixel location X₀, and X falls on a ray O₀X₀. From a single image as firmware is not known how far away X is; it could be at X₁, X₂, X₃, etc. Having a second image (Image N+1) allows computation of the distance. In Image N+1, the point on the ear drum X is seen at pixel location Xₙ. It follows that X is on the ray OₙXₙ. The otoscanner’s data processor uses tracking information to transform the direction of these two rays into directions in ear space. Computing the intersection of the rays in ear space yields the location of the point on the ear drum X.

[0080] Readers will recognize that the particular structure-from-motion technique just described is not the only way of determining the location and orientation in ear space of the ear drum of the scanned ear. In embodiments, for example, a laser beam provided outside the lenses in a probe is directed parallel to the central axis of the wide angle lens, and the laser produces a dot on the ear drum. In such embodiments, the location of the dot in scope space is determined with structure-from-motion from a single image. In such embodiments, the dot may be somewhat out of focus because the ear drum can be outside of the volume of good focus for the wide angle lens.

[0081] As mentioned above, example embodiments have been described in terms of otoscanners with particular reference to scanning ears. This is for explanation and not for limitation. In fact, readers will recognize that scanners according to embodiments of the present invention may be used to scan almost any 3D surface of live or inanimate objects both internal and external.

[0082] Exemplary embodiments of the present invention are described largely in the context of a fully functional otoscanner and system for scanning an ear. Readers will recognize, however, that aspects of the present invention also may be embodied in a computer program product disposed upon computer readable storage media for use with any suitable data processing system. Such computer readable storage media may be any storage medium for machine-readable information, including magnetic media, optical media, or other suitable media. Examples of such media include magnetic disks in hard drives or diskettes, compact disks for optical drives, magnetic tape, and others as will occur to those of skill in the art. Persons skilled in the art will immediately recognize that any computer system having suitable programming means will be capable of executing aspects of the invention. Persons skilled in the art will recognize also that, although some of the exemplary embodiments described in this specification are oriented to software installed and executing on computer hardware, nevertheless, alternative embodiments implemented as firmware or as hardware are well within the scope of the present invention.

[0083] It will be understood from the foregoing description that modifications and changes may be made in various embodiments of the present invention without departing from its true spirit. The descriptions in this specification are for purposes of illustration only and are not to be construed in a
limiting sense. The scope of the present invention is limited only by the language of the following claims.

What is claimed is:

1. A scanner for determination of structure-from-motion, the scanner comprising:
   a scanner body having mounted upon it a tracking illumination emitter and one or more tracking illumination sensors; the tracking illumination sensors disposed upon the scanner body so as to sense reflections of tracking illumination emitted from the tracking illumination emitter and reflected from tracking targets installed at positions that are fixed relative to a scanned object, the scanned object characterized by an object space defined by the fixed positions of the tracking targets;
   the scanner body having mounted within it an image sensor; the scanner body characterized by a coordinate system defining a scanner space, the image sensor coupled for data communications to a data processor and a computer memory, the image sensor and the processor capturing one or more images of the scanned object; and
   the data processor configured so that it determines by structure-from-motion, based upon the one or more captured images and tracked positions of the probe inferred from reflections of tracking illumination, the location in object space of a feature of the scanned object.

2. The scanner of claim 1 wherein the data processor configured so that it determines by structure-from-motion the location in object space of a feature of the scanned object further comprises the data processor configured so that it determines the location of the feature in object space as an intersection point in object space of two rays:
   a first ray connecting in object space the feature and a pixel that images the feature in an image captured through the image sensor when the scanner is located at a first position in object space, and
   a second ray connecting in object space the feature and a pixel that images the feature in an image captured through the image sensor when the scanner is located at a second position in object space.

3. The scanner of claim 1 wherein the data processor configured so that it determines by structure-from-motion the location in object space of a feature of the scanned object further comprises the data processor configured so that it determines the location of the feature in object space as the solution of a triangle formed by three rays:
   two side rays that connect in object space the feature and pixels that image the feature in two different images captured through the image sensor when the scanner is located at a two different positions in object space, and
   a base ray connecting the two scanner positions in object space,
   wherein all three angles of the triangle and the length of the base ray are determined by the processor based upon the captured images and tracked positions of the scanner inferred when the scanner is located at the two different positions, and the lengths of the side rays are determined by the processor according to the law of sines.

4. The scanner of claim 1 wherein:
   the scanner further comprises a probe mounted upon the scanner body, with the probe configured to conduct a beam of light through the probe to the feature of the scanned object so that the beam produces a dot of illumination on the feature, with reflection from the dot illuminating a pixel on the image sensor, the pixel characterized by a location in scanner space; and
   the data processor configured so that it determines by structure-from-motion the location in object space of a feature of the scanned object further comprises the data processor configured so that it determines, based upon a single captured image, the location of the feature in object space by a transformation of the location of the pixel from scanner space to object space.

5. The scanner of claim 4 wherein the transformation of the location of the pixel from scanner space to object space further comprises a transformation by a tensor that expresses the relationship between scanner space and object space according to:

\[
\begin{bmatrix}
\bar{x'} \\
\bar{y'} \\
\bar{z'}
\end{bmatrix} =
\begin{bmatrix}
R_{11} & R_{12} & R_{13} & T_x \\
R_{21} & R_{22} & R_{23} & T_y \\
R_{31} & R_{32} & R_{33} & T_z
\end{bmatrix}
\begin{bmatrix}
\bar{x} \\
\bar{y} \\
\bar{z}
\end{bmatrix}
\]

wherein:
   the T values in the tensor express the translation of scanner space with respect to object space,
   the R values express the rotation of scanner space with respect to object space,
   vector \(x,y,z\) represents the pixel location in scanner space, and
   vector \(x',y',z'\) represents the point in object space that corresponds to the location \(x,y,z\) in scanner space.

6. The scanner of claim 1 further comprising a probe mounted upon the scanner body, the probe comprising an imaging light source and a wide-angle lens optically coupled to the image sensor.

7. The scanner of claim 1 wherein the scanner is an otoscope, and the scanned object is an ear.

8. A method of determining structure-from-motion, the method comprising:
   sensing, by tracking illumination sensors disposed with a tracking illumination emitter upon a scanner body, reflections of tracking illumination emitted from a tracking illumination emitter and reflected from tracking targets installed at positions that are fixed relative to a scanned object, the scanned object characterized by an object space defined by the fixed positions of the tracking targets;
   capturing into computer memory by a data processor through an image sensor mounted in the scanner body one or more images of the scanned object, the scanner body characterized by a coordinate system defining a scanner space;
   determining by the data processor by structure-from-motion, based upon the one or more captured images and tracked positions of the probe inferred from reflections of tracking illumination, the location in object space of a feature of the scanned object.

9. The method of claim 8 wherein determining the location in object space of a feature of the scanned object further comprises determining by the data processor the location of the feature in object space as an intersection point in object space of two rays:
a first ray connecting in object space the feature and a pixel that images the feature in an image captured through the image sensor when the scanner is located at a first position in object space, and
a second ray connecting in object space the feature and a pixel that images the feature in an image captured through the image sensor when the scanner is located at a second position in object space.

10. The method of claim 8 wherein determining the location in object space of a feature of the scanned object further comprises determining by the data processor the location of the feature in object space as the solution of a triangle formed by three rays:

two side rays that connect in object space the feature and pixels that image the feature in two different images captured through the image sensor when the scanner is located at a two different positions in object space, and
a base ray connecting the two scanner positions in object space,
including determining by the processor all three angles of the triangle and the length of the base ray based upon the captured images and tracked positions of the scanner inferred when the scanner is located at the two different positions, and
determining by the processor the lengths of the side rays according to the law of sines.

11. The method of claim 8 further comprising:
conducting a beam of light to the feature through a probe mounted upon the scanner body, the beam producing a dot of illumination on the feature, with reflection from the dot illuminating a pixel on the image sensor, the pixel characterized by a location in scanner space;

wherein by structure-from-motion the location in object space of a feature of the scanned object further comprises determining by the data processor, based upon a single captured image, the location of the feature in object space by a transformation of the location of the pixel from scanner space to object space.

12. The method of claim 11 wherein the transformation of the location of the pixel from scanner space to object space further comprises a transformation by a tensor that expresses the relationship between scanner space and object space according to:

\[
\begin{bmatrix}
    x' \\
    y' \\
    z'
\end{bmatrix} =
\begin{bmatrix}
    R_{11} & R_{12} & R_{13} & T_1 \\
    R_{21} & R_{22} & R_{23} & T_2 \\
    R_{31} & R_{32} & R_{33} & T_3 \\
    0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x \\
    y \\
    z
\end{bmatrix},
\]

wherein:
the T values in the tensor express the translation of scanner space with respect to object space,
the R values express the rotation of scanner space with respect to object space,
vector \(x, y, z\) represents the pixel location in scanner space, and
vector \(x', y', z'\) represents the point in object space that corresponds to the location \(x, y, z\) in scanner space.

13. Apparatus for determination of structure-from-motion, the apparatus comprising a data processor configured so that it determines by structure-from-motion, based upon one or more captured images of a feature of an object, the location of the feature.

14. The apparatus of claim 13 further comprising a tracking illumination emitter and one or more tracking illumination sensors, the tracking illumination sensors placed so as to sense reflections of tracking illumination emitted from the tracking illumination emitter and reflected from tracking targets installed at positions that are fixed relative to an object, the object characterized by an object space defined by the fixed positions of the tracking targets.

15. The apparatus of claim 13 further comprising an image sensor, the image sensor characterized by a coordinate system defining an image space, the image sensor coupled for data communications to a data processor and a computer memory, the image sensor and the processor capturing one or more images of an object.

16. The apparatus of claim 8 further comprising the data processor configured so that it determines by structure-from-motion, based upon one or more captured images and tracked positions of the image sensor inferred from reflections of tracking illumination, the location in object space of a feature of the object.

17. The apparatus of claim 13 wherein the data processor configured so that it determines by structure-from-motion the location in object space of a feature of the scanned object further comprises the data processor configured so that it determines the location of the feature in object space as an intersection point in object space of two rays:
a first ray connecting in object space the feature and a pixel that images the feature in an image captured through the image sensor when the scanner is located at a first position in object space, and
a second ray connecting in object space the feature and a pixel that images the feature in an image captured through the image sensor when the scanner is located at a second position in object space.

18. The apparatus of claim 13 wherein the data processor configured so that it determines by structure-from-motion the location in object space of a feature of the scanned object further comprises the data processor configured so that it determines the location of the feature in object space as the solution of a triangle formed by three rays:
two side rays that connect in object space the feature and pixels that image the feature in two different images captured through the image sensor when the scanner is located at a two different positions in object space, and
a base ray connecting the two scanner positions in object space,

wherein all three angles of the triangle and the length of the base ray are determined by the processor based upon the captured images and tracked positions of the scanner inferred when the scanner is located at the two different positions, and the lengths of the side rays are determined by the processor according to the law of sines.

19. The apparatus of claim 13 wherein:
the apparatus further comprises a scanner body, a probe mounted upon the scanner body, and an image sensor, with the probe configured to conduct a beam of light through the probe to the feature of the scanned object so that the beam produces a dot of illumination on the feature, with reflection from the dot illuminating a pixel on the image sensor, the pixel characterized by a location in scanner space; and
the data processor configured so that it determines by structure-from-motion the location in object space of a feature of the scanned object further comprises the data processor configured so that it determines, based upon a single captured image, the location of the feature in object space by a transformation of the location of the pixel from scanner space to object space.

20. The apparatus of claim 19 wherein the transformation of the location of the pixel from scanner space to object space further comprises a transformation by a tensor that expresses the relationship between scanner space and object space according to:

\[
\begin{bmatrix}
  x' \\
  y' \\
  z' \\
  1
\end{bmatrix} =
\begin{bmatrix}
  R_{11} & R_{12} & R_{13} & T_1 \\
  R_{21} & R_{22} & R_{23} & T_2 \\
  R_{31} & R_{32} & R_{33} & T_3 \\
  0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  x \\
  y \\
  z \\
  1
\end{bmatrix}
\]

wherein:
the T values in the tensor express the translation of scanner space with respect to object space,
the R values express the rotation of scanner space with respect to object space,
vector \( x,y,z \) represents the pixel location in scanner space,
and vector \( x',y',z' \) represents the point in object space that corresponds to the location \( x,y,z \) in scanner space.

* * * * *