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(57) ABSTRACT 

The present invention is directed to an image information 
encoding apparatus, used in receiving compressed image 
information through network media when processing of Such 
compressed image information is performed on Storage 
media. A picture sorting buffer delivers information of picture 
type of frame Picture type to a picture type discrimination 
unit. The picture type discrimination unit transmits command 
to a motion prediction/compensation unit on the basis of that 
information. The motion prediction/compensation unit gen 
erates predictive picture by using filter coefficients having the 
number of taps lesser than that of P picture with respect to B 
picture for which operation quantity and the number of 
memory accesses are required to more degree as compared to 
P picture on the basis of that command. 

Mode4 Mode3 
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Code Number PTYPE(Picture Type) 
P PICTURE (ONLY PICTURE IMMEDIATELY 
BEFORE IS USED FOR PREDICTION) 
P PICTURE (PLURAL PAST PICTURES ARE 
USED FOR PREDICTION; PREDICTIVE FRAMES 
WITH RESPECT TO PERSPECTIVE MACRO 

COMPRESSED INFORMATION) 
BLOCKS ARE ENCODED INTO IMAGE 

PICTURE 

BPICTURE (ONLY PICTURES IMMEDIATELT 
BEFORE AND IMMEDIATELY AFTERARE USED 
FOR PREDICTION) 

BPICTURE (PLURAL PAST AND FUTURE 
PICTURES ARE USED FOR PREDICTION; 
PREDICTIVE FRAMES WITH RESPECT TO 
PERSPECTIVE MACRO BLOCKS ARE ENCODED 
INTO IMAGE COMPRESSION INFORMATION) 

FIG-4 
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Code number Block Size 

16x16 block 

4 8x8 blocks 

2 16x8 blocks 

2 8x16 blocks 
-- 

2 8x4 blocks 

8 4x8 blocks 

6 16 4x4 blocks 
-- 

FIG 6 
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IMAGE INFORMATION DECODING 
APPARATUS AND IMAGE INFORMATION 
DECODING METHOD FOR MOTION 

PREDCTION AND/OR COMPENSATION OF 
IMAGES 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. The present application is a continuation applica 
tion of U.S. patent application Ser. No. 13/438,201, filed Apr. 
3, 2012, which is a continuation application of and claims the 
benefit of priority under 35 U.S.C. S 120 from U.S. applica 
tion Ser. No. 12/346,351, filed Dec. 30, 2008, now U.S. Pat. 
No. 8,155,460, which is a divisional application of U.S. appli 
cation Ser. No. 10/501,714, filed Mar. 2, 2005, now U.S. Pat. 
No. 7,742,648, which is a National Stage of PCT/JP03/ 
00606, filed Jan. 23, 2003, and claims the benefit of priority 
from prior Japanese Application No. 2002-14888, filed Jan. 
23, 2002. The entire contents of each of the above are incor 
porated herein by reference. 

TECHNICAL FIELD 

0002 The present invention relates to an image informa 
tion encoding apparatus and a method therefor, an image 
information decoding apparatus and a method therefor, and a 
program which are used in receiving, through network media 
such as satellite broadcast, cable TV and/or Internet, etc., or in 
processing on storage media such as optical disc, magnetic 
disc or flash memory, etc. compressed image information (bit 
stream) by orthogonal transform Such as discrete transform or 
Karnen-Loeve transform, etc. and motion compensation like 
MPEG (Moving Picture Experts Group), H.26X, 

BACKGROUND ART 

0003. In recent years, apparatuses in conformity with the 
system such as MPEG in which image information is handled 
as digital information to compress, in that instance, image 
information by orthogonal transform Such as discrete cosine 
transform, etc. and motion compensation by making use of 
redundancy specific to image information for the purpose of 
performing transmission and/or storage of efficient informa 
tion are being popularized in both information distribution 
(delivery) at broadcast station, etc. and information reception 
in general homes. 
0004 Particularly, MPEG 2 (ISO/IEC 13818-2) is defined 
as general purpose image encoding system, and is widely 
used at present for broad applications of professional use 
purpose and consumeruse purpose at the standard where both 
interlaced scanning image and sequential scanning image, 
and standard resolution image and high definition image are 
covered or included. By using the MPEG 2 compression 
system, e.g., in the case of interlaced scanning image of 
standard resolution having 720x480 pixels, code quantity (bit 
rate) of 4 to 8 Mbps is assigned, and in the case of interlaced 
scanning image of high resolution having 1920x1088 pixels, 
code quantity (bitrate) of 18 to 22 Mbps is assigned so that 
high compression factor and satisfactory picture quality can 
be realized. 
0005. The MPEG 2 was mainly directed to high picture 
quality encoding adapted for broadcast, but did not comply 
with code quantity (bit rate) lower than the MPEG 1, i.e., 
encoding system of higher compression factor. However, it is 
expected that need of such encoding system will be increased 
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in future by popularization of portable terminals. In corre 
spondence therewith, standardization of the MPEG 4 encod 
ing system was performed. In regard to the image encoding 
system, the standard thereof was approved for the Interna 
tional Standard as ISO/IEC 14496-2 in December 1998. 
0006 Further, in recent years, for the first object of image 
encoding for television conference, the standardization of H. 
26L (ITU-T Q6/16VCEG) is being developed. At H.26L, it is 
known that while a larger number of operation quantities are 
required in encoding/decoding therefor as compared to the 
conventional encoding system of the MPEG 2 or MPEG 4, 
higher encoding efficiency can be realized. Moreover, at 
present, as a part of activity of MPEG 4, standardization in 
which functions which cannot be supported by the H.26L are 
also taken in with Such H.26L being as base is being per 
formed as Joint Model of Enhanced-Compression Video 
Coding. 
0007 Meanwhile, in the H.26L, as one of element tech 
nology for realizing high encoding efficiency, motion predic 
tion/compensation based on variable block is mentioned. 
Under existing circumstances, seven kinds of prediction/ 
compensation block sizes as shown in FIG. 1 are determined. 
0008 Moreover, in the H.26L, motion prediction/com 
pensation processing of high accuracy Such as 1/4 pixel accu 
racy or 1/8 pixel accuracy are prescribed. In the following 
description, motion prediction/compensation processing will 
be first described. 
0009. The motion prediction/compensation processing of 
1/4 pixel accuracy determined in the H.26L is shown in FIG. 
2. In generating predictive picture of 1/4 pixel accuracy, FIR 
filters respectively having 6 taps in horizontal and vertical 
directions are first used to generate pixel values of 1/2 pixel 
accuracy on the basis of pixel values stored in the frame 
memory. Here, as coefficients of the FIR filter, coefficients 
indicated by the following formula (1) are determined. 

{1, -5, 20, 20, -5, 1/32 (1) 
0010 Further, predictive picture of 1/4 pixel accuracy is 
generated by linear interpolation on the basis of the generated 
predictive picture of 1/2 pixel accuracy. 
0011 Further, at the H.26L, for the purpose of performing 
motion prediction/compensation of 1/8 pixel accuracy, filter 
banks shown in the following formula (2) are prescribed. 

1:1 

1/8: {-3, 12, -37, 485,71, -21, 6, -1/512 

2/8: {-3, 12, -37, 229,71, -21, 6, -1/256 

3/8: {-6, 24, -76,387,229, -60, 18,-4}/512 

4/8: {-3, 12, -39, 158, 158, -39, 12, -3}/256 

5/8: {-4, 18, -60,229,387, -76, 24,-6}/512 

6/8: {-1, 6, -21, 71,229, -37, 12, -3}/256 

7/8: {-1, 6, -21, 71,485, -37, 12, -33/512 (2) 

0012. It is to be noted that, in the image compressed infor 
mation, accuracy of motion vector is prescribed by Motion 
Relation field in RTP (Real-time Transfer Protocol). 
0013 As stated above, in the existing H.26L, motion pre 
diction/compensation processing using a filter determined in 
advance as shown in the formula (1) or (2) is prescribed. In 
addition, as described in Adaptive Interpolation Filter for 
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Motion Compensated HybridVideo Coding T. Wedi, Picture 
Coding Symposium 2001, pp. 49-52 (hereinafter referred to as 
literature 1), it is also being considered at present to use 
adaptive filter corresponding to input image is used. 
0014. In concrete terms, in the literature 1, adaptive opti 
mization for motion prediction compensation processing as 
described below is proposed. Namely, initially, as the first 
step, a filter determined in advance is used to determine 
motion vector d(k) which minimizes predictive error. Subse 
quently, as the second step, filter coefficients H(k) such that 
predictive error is minimized with respect to the motion vec 
tor d(k) determined at the first step are determined. By the 
filter coefficients H(k) and the motion vector d(k) which have 
been determined in this way, motion compensation process 
ing is performed. In accordance with the literature 1, in the 
simulation experiment using test sequence “Mobile2 and 
“Foreman' of CIF size, encoding gain of the order of 1.0 to 
1.5 dB can be obtained by the above-mentioned technique as 
compared to the case where filter determined in advance is 
used. 

0015. Here, in the H.26L, similarly to the MPEG2, pre 
scription relating to B picture is included. A method for 
bi-directional prediction using B picture in the H.26L is 
shown in FIG.3. As shown in FIG.3, B picture and B. picture 
use I picture and P. picture as reference picture, and Bs 
picture and B picture use P. picture and P7 picture as refer 
ence picture. 
0016. Moreover, in the image compressed information, 
uses of respective pictures are prescribed as shown in FIG. 4 
by PTYPE in the picture header. As shown in FIG. 4, when 
value of Code number is 0 or 1, use of P picture is designated. 
When value of Code number is 2, use of I picture is desig 
nated. When value of Code number is 3 or 4, use of B picture 
is designated. In this instance, when value of Code number is 
0, only picture immediately before is used for prediction, 
whereas when value of Code number is 1, plural past pictures 
are used for prediction. Further, when value of Code number 
is 3, pictures immediately before and immediately after are 
used for prediction, whereas when value of Code number is 4. 
plural past and future pictures are used for prediction. As 
stated above, similarly to the P picture, also in the B picture, 
multiple frame prediction can be used. 
0017. Further, in the H.26L, B picture is used to thereby 
permit realization of time scalability. Namely, since there is 
no possibility that B picture is used as reference range, B 
picture can be annulled without performing its decoding pro 
cessing. 
0018. Furthermore, in the B picture, five kinds of predic 

tive modes of direct predictive mode. Forward predictive 
mode, Backward predictive mode, Bi-directional predictive 
mode and intra predictive mode are prescribed. It is to be 
noted that while the direct predictive mode and the bi-direc 
tional predictive mode are both bi-directional prediction, dif 
ference therebetween is that different motion vector informa 
tion are used in the forward direction and in the backward 
direction in the bi-directional predictive mode, whereas 
motion vector information of the direct predictive mode is 
read out from corresponding macro block in the future pre 
dictive frame. 

0019 Macro block type (MB. Type) with respect to B 
picture prescribed in the H.26L is shown in FIG. 5. Here, in 
FIG. 5, Forward of columns of respective Prediction Types 
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corresponding to Code number indicates type of forward 
direction, Backward thereof indicates type of backward 
direction, 
0020 Bi-directional thereof indicates type of bi-direction, 
and intrathereof indicates type within picture (frame), and the 
description such as “16x16' succeeding thereto indicates size 
of prediction block as shown in FIG. 1. Moreover, informa 
tion to which “X” is attached of respective columns of intra 
pred mode, Ref frame, Blk size, MVDFW and MVDBW 
are defined with respect to corresponding Prediction Types. 
For example, MVDFW and MVDBW respectively indicate 
forward motion vector information and backward motion 
vector information. In addition, with respect to information of 
field block size Blk size in the Bi-directional mode, the rela 
tionship between Code number and Block Size as shown in 
FIG. 6 is prescribed. 
0021 However, in a manner as shown in FIG. 3, in the B 
picture, bi-directional prediction is used to thereby realize 
higher encoding efficiency as compared to I/P pictures, but a 
larger number of operation quantities and memory accesses 
are required as compared to the I/P pictures. 
0022 Particularly, in the case where the H.26L system is 
used, since interpolation processing using filter of 6 taps or 8 
taps as indicated by the formula (1) or (2) is performed in 
prediction/compensation processing, there was the problem 
that its operation quantity and the number of memory 
accesses becomes vast as compared to the case where the 
MPEG 2 system is used. 

DISCLOSURE OF THE INVENTION 

0023 The present invention has been proposed in view of 
conventional actual circumstances as described above, and its 
object is to provide an image information encoding apparatus 
a method therefor, an image information decoding apparatus 
and a method therefor, and a program which are adapted for 
reducing operation quantity and the number of memory 
accesses in motion prediction/compensation processing with 
respect to B picture. 
0024. The image information encoding apparatus accord 
ing to the present invention is directed to an image informa 
tion encoding apparatus adapted for encoding an input image 
signal at least including intraframe encoding image, inter 
frame forward prediction encoding image and interframe bi 
directional encoding image by orthogonal transform and 
motion prediction/compression processing in which plural 
different pixel accuracies can be selected to generate image 
compressed information, the image information encoding 
apparatus comprising motion/prediction compensation 
means for performing motion prediction/compression pro 
cessing based on different interpolation methods with respect 
to interframe forward prediction encoding image and inter 
frame bi-directional prediction encoding image. 
0025 Here, the motion prediction compensation means 
selects, as an interpolation method with respect to interframe 
bi-directional prediction encoding image, a method in which 
operation quantity and the number of memory accesses are 
reduced as compared to the interframe forward prediction 
encoding image. 
0026. The image information encoding apparatus accord 
ing to the present invention further comprises picture type 
discrimination means for discriminating picture type of an 
input image signal, wherein the picture type discrimination 
means transmits, to motion prediction/compensation means, 
command corresponding to interframe forward encoding 
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image or interframe bi-directional predictive encoding image 
in accordance with discrimination result of picture type to 
control the command. 
0027 Such image information encoding apparatus dis 
criminates picture type of an input image signal to perform, 
with respect to interframe bi-directional prediction encode 
image, motion prediction/compensation processing based on 
an interpolation method in which operation quantity and the 
number of memory accesses are reduced to more degree as 
compared to interframe forward prediction image to thereby 
reduce operation quantity and the number of memory 
accesses in motion prediction/compensation processing. 
0028. The image information encoding method according 
to the present invention is directed to an image information 
encoding method of encoding an input image signals at least 
including intraframe encoding image, interframe forward 
prediction encoding image and interframe bi-directional pre 
diction encoding image by orthogonal transform and motion 
prediction/compensation processing in which plural different 
pixel accuracies can be selected to generate image com 
pressed information, the image information encoding method 
including a motion prediction/compensation step of perform 
ing motion prediction/compensation processing based on dif 
ferent interpolation methods with respect to interframe for 
ward prediction encoding image and interframe bi-direction 
prediction encoding image. 
0029. Here, at the motion prediction/compensation step, 
as an interpolation method with respect to interframe bi 
directional prediction encoding image, there is selected a 
method in which operation quantity and the number of 
memory accesses are reduced to more degree as compared to 
interframe forward prediction encoding image. 
0030 The image information encoding method according 
to the present invention further includes a picture type dis 
crimination step of discriminating picture type of an input 
image signal, wherein, at the picture type discrimination step, 
transmission of command corresponding to interframe for 
ward prediction encoding image or interframe bi-directional 
prediction encoding image is performed in accordance with 
discrimination result of picture type so that processing at the 
motion prediction/compensation step is controlled. 
0031. In Such image information encoding method, pic 
ture type of input image signal is discriminated so that motion 
prediction/compensation processing based on interpolation 
method in which operation quantity and the number of 
memory accesses are reduced to more degree as compared to 
interframe forward prediction encoding image is performed 
with respect to interframe bi-directional predictive encoding 
image so that operation quantity and the number of memory 
accesses are reduced in motion prediction/compensation pro 
cessing. 
0032. The program according to the present invention is 
directed to a program for allowing computer to execute pro 
cessing which encodes an input image signal at least includ 
ing intraframe encoding image, interframe forward predic 
tion encoding image and interframe bi-directional prediction 
encoding image by orthogonal transform and motion predic 
tion/compensation processing in which plural different pixel 
accuracies can be selected to generate image compressed 
information, the program including a motion prediction/com 
pensation processing based on different interpolation meth 
ods with respect to interframe forward prediction encode 
imaging and interframe bi-directional prediction encoding 
1mage. 
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0033 Here, at the motion prediction compensation step, as 
an interpolation method with respect to interframe bi-direc 
tional prediction encoding image, there is selected a method 
in which operation quantity and the number of memory 
accesses are reduced to more degree as compared to inter 
frame forward prediction encoding image. 
0034. The program according to the present invention fur 
ther includes a picture type discrimination step of discrimi 
nating picture type of an input image signal, wherein, at the 
picture type discrimination step, transmission of command 
corresponding to interframe forward prediction encoding 
image or interframe bi-directional prediction encoding image 
is performed in accordance with discrimination result of pic 
ture type so that processing at motion prediction/compensa 
tion step is controlled. 
0035. Such a program allows computer to discriminate 
picture type of an input image signal to perform prediction/ 
compensation processing based on an interpolation method in 
which operation quantity and the number of memory accesses 
are reduced to more degree as compared to interframe for 
ward predictive encoding image to thereby reduce operation 
quantity and the number of memory accesses in motion pre 
diction/compensation processing. 
0036. The image information decoding apparatus accord 
ing to the present invention is directed to an image informa 
tion decoding apparatus adapted for decoding image com 
pressed information at least including intraframe encoding 
image, interframe forward prediction encoding image and 
interframe bi-directional prediction encoding which have 
been generated at an image information encoding apparatus 
by inverse orthogonal transform and motion prediction/com 
pensation processing in which plural different pixel accura 
cies can be selected, the image information decoding appa 
ratus comprising motion prediction/compensation means for 
performing motion prediction/compensation processing 
based on different interpolation methods with respect to inter 
frame forward prediction encoding image and interframe bi 
directional prediction encoding image. 
0037 Here, the motion prediction/compensation means 
selects, as an interpolation method with respect to interframe 
bi-directional prediction encoding image, a method in which 
operation quantity and the number of memory accesses are 
reduced to more degree as compared to interframe forward 
prediction encoding image. 
0038. The image information decoding apparatus accord 
ing to the present invention further comprises picture type 
discrimination means for discriminating picture type of 
image compressed information, wherein the picture type dis 
crimination means performs transmission of interframe for 
ward prediction encoding image or interframe bi-directional 
prediction encode imaging in accordance with discrimination 
result of the picture type to control the command. 
0039. Such an image information decoding apparatus dis 
criminates picture type of image compressed information 
generated in an image information encoding apparatus to 
perform motion prediction/compression processing based on 
an interpolation method in which operation quantity and the 
number of memory accesses can be reduced to more degree as 
compared to interframe forward prediction encoding image 
to thereby reduce operation quantity and the number of 
memory accesses in motion prediction/compression process 
ing. 
0040. The image information decoding method according 
to the present invention is directed to an image information 
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decoding method of decoding image compressed information 
at least including intraframe encoding image, interframe for 
ward prediction encoding image and interframe bi-direc 
tional prediction encoding image by inverse orthogonal trans 
form and motion prediction/compensation processing in 
which plural different pixel accuracies can be selected, the 
image information decoding method including motion pre 
diction/compensation step of performing motion prediction/ 
compensation processing based on different interpolation 
methods with respect to interframe forward prediction encod 
ing image and interframe bi-directional prediction encoding 
image. 
0041. Here, at the motion prediction/compensation step, 
as an interpolation method with respect to interframe bi 
directional prediction encoding image, there is selected a 
method in which operation quantity and the number of 
memory accesses are reduced to more degree as compared to 
interframe forward prediction encoding image. 
0042. The image information decoding method according 
to the present invention further includes a picture type dis 
crimination step of discriminating picture type of image com 
pressed information, wherein, at the picture type discrimina 
tion step, transmission of command corresponding to 
interframe forward predictive encoding image or interframe 
bi-directional prediction encode imaging is performed in 
accordance with discrimination result of the picture type so 
that processing at the motion/compression is controlled. 
0043. In Such image information decoding method, pic 
ture type of image compressed information generated at the 
image information encoding apparatus is discriminated, and 
motion prediction/compensation processing based on an 
interpolation method in which operation quantity and the 
number of memory accesses are reduced to more degree as 
compared to the interframe forward prediction encoding 
image so that operation quantity and the number of memory 
accesses in motion prediction/compensation processing are 
reduced. 

0044. The program according to the present invention is 
directed to a program for allowing computer to execute pro 
cessing which decodes image compressed information at 
least including intraframe encoding image, interframe for 
ward prediction encoding image and interframe bi-direc 
tional prediction encoding image which have been generated 
at an image information encoding apparatus by inverse-or 
thogonal transformandmotion prediction/compensation pro 
cessing in which plural different pixel accuracies can be 
selected, the program including a motion prediction/com 
pression step of performing motion prediction/compression 
processing based on different interpolation methods with 
respect to interframe forward predictive encode image and 
interframe bi-directional predictive encoding image. 
0045. Here, at the motion prediction compression step, as 
an interpolation method with respect to interframe bi-direc 
tional predictive encoding image, there is selected a method 
in which operation quantity and the number of memory 
accesses are reduced to more degree as compared to inter 
frame forward predictive encoding image. 
0046. The program according to the present invention 
includes a picture type discrimination step of discriminating 
picture type of image compressed information, wherein, at 
the picture discrimination step, transmission of command 
corresponding to interframe forward predictive encoding 
image or interframe bi-directional predictive encoding image 
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is performed in accordance with discrimination result of pic 
ture type so that processing at the motion prediction/compen 
sation step is controlled. 
0047 Such program allows computer to discriminate pic 
ture type of image compressed information generated at the 
image information encoding apparatus to perform motion 
prediction/compensation processing based on interpolation 
method in which operation quantity and the number of 
memory accesses are reduced to more degree as compared to 
interframe forward predictive encoding image with respect to 
interframe bi-directional predictive encoding image to 
thereby reduce operation quantity and the number of memory 
accesses in the motion prediction/compensation processing. 
0048 Still more further objects of the present invention 
and practical merits obtained by the present invention will 
become more apparent from the description of the embodi 
ments which will be given below with reference to the 
attached drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0049 FIG. 1 is a view for explaining variable block size of 
motion prediction/compensation block determined at H.26L. 
0050 FIG. 2 is a view for explaining motion prediction/ 
compensation processing of 1/4 pixel accuracy determined at 
the H.26L. 
0051 FIG. 3 is a view for explaining bi-directional pre 
diction method using B picture at H.26L. 
0052 FIG. 4 is a view for explaining PTYPE at H.26L. 
(0053 FIG. 5 is a view for explaining macro block type 
determined with respect to B picture at H.26L. 
0054 FIG. 6 is a view for explaining Code number of field 
Blk-size in bi-directional prediction mode. 
0055 FIG. 7 is a block diagram for explaining outline of 
the configuration of an image information encoding appara 
tus in the first embodiment of the present invention. 
0056 FIG. 8 is a block diagram for explaining outline of 
the configuration of an image information decoding appara 
tus in the first embodiment of the present invention. 
0057 FIG. 9 is a block diagram for explaining outline of 
the configuration of an image information encoding appara 
tus in the second embodiment of the present invention. 
0.058 FIG. 10 is a block diagram for explaining outline of 
the configuration of an image information decoding appara 
tus in the second embodiment according to the present inven 
tion. 

BEST MODE FOR CARRYING OUT THE 
INVENTION 

0059 Explanation will now be given with reference to the 
attached drawings in connection with practical embodiments 
to which the present invention is applied. In this embodiment, 
the present invention is applied to an image information 
encoding apparatus adapted for changing an input image 
signal into blocks in accordance with, e.g., H.26L system to 
implement orthogonal transform thereto on the block basis to 
perform quantization thereof to generate image compressed 
information, and an image information decoding apparatus 
adapted for inverse-quantizing the image compressed infor 
mation to implement inverse-orthogonal transform thereto to 
decode such image information. 
0060. In the image information encoding apparatus and 
the image information decoding apparatus, as described later, 
in motion prediction/compensation processing of interframe 
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forward predictive encoding image (hereinafter referred to as 
P picture) and interframe bi-directional predictive encoding 
image (hereinafter referred to as B picture) where inter-en 
coding is performed, interpolation methods different for P 
picture and B picture are used, thereby making it possible to 
reduce operation quantity and the number of memory 
accesses which are required. 
0061 First, outline of the configuration of the image infor 
mation encoding apparatus to which the present invention is 
applied is shown in FIG. 7. As shown in FIG. 7, the image 
information encoding apparatus 10 in this embodiment com 
prises an A/D converting unit 11, a picture sorting buffer 12, 
an adder 13, an orthogonal transform unit 14, a quantization 
unit 15, a reversible encoding unit 16, a storage buffer 17, an 
inverse-quantization unit 18, an inverse-orthogonal transform 
unit 19, a frame memory 20, a motion prediction/compensa 
tion unit 21, a picture type discrimination unit 22, and a rate 
control unit 23. 
0062. In FIG. 7, the A/D converting unit 11 converts an 
inputted image signal into a digital signal. Further, the picture 
sorting buffer 12 performs sorting of frames in accordance 
with GOP (Group of Pictures) structure of image compressed 
information outputted from the image information encoding 
apparatus 10. Here, in regard to intraframe encoding image 
where intra-encoding is performed (hereinafter referred to as 
I picture), the picture sorting buffer 12 delivers image infor 
mation of the entirety of frame to the orthogonal transform 
unit 14. The orthogonal transform unit 14 implements 
orthogonal transform such as discrete cosine transform or 
Karhunen-Loeve transform, etc. to image information to 
deliver transform coefficients to the quantization unit 15. 
0063. The quantization unit 15 implements quantization 
processing to the transform coefficients delivered from the 
orthogonal transform unit 14. 
0064. The reversible encoding unit 16 implements revers 
ible encoding such as variable length encoding or arithmetic 
encoding, etc. to the quantized transform coefficients to 
deliver the encoded transform coefficients to the storage 
buffer 17 to store them thereinto. The encoded transform 
coefficients are outputted as image compressed information. 
0065 Behavior of the quantization unit 15 is controlled by 
the rate control unit 23. Moreover, the quantization unit 15 
delivers quantized transform coefficients to the inverse-quan 
tization unit 18. The inverse-quantization unit 18 inverse 
quantizes those transform coefficients. 
0066. The inverse-orthogonal transform unit 19 imple 
ments inverse-orthogonal transform processing to the 
inverse-quantized transform coefficients to generate decoded 
image information to deliver the information to the frame 
memory 20 to store them thereinto. 
0067. On the other hand, in regard to P pictures and B 
pictures where inter-encoding is performed, the picture sort 
ing buffer 12 delivers image information to the motion pre 
diction/compensation unit 21. Moreover, the picture sorting 
buffer 12 delivers information of picture type of frame Pic 
ture type to the picture type discrimination unit 22. The pic 
ture type discrimination unit 22 transmits command to the 
motion prediction/compensation unit 21 on the basis of that 
information. 
0068. At the same time, the motion prediction/compensa 
tion unit 21 takes out, from the frame memory 20, image 
information which is referred to implement motion predic 
tion/compensation processing by using interpolation meth 
ods different in P picture and B picture as described later on 
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the basis of the command transmitted from the picture type 
discrimination unit 22 to generate reference image informa 
tion. 

0069. The motion prediction/compensation unit 21 deliv 
ers this reference image information to the adder 13. The 
adder 13 converts the reference image information into dif 
ference signal between the reference image information and 
the image information. Moreover, at the same time, the 
motion compensation/prediction unit 21 delivers motion vec 
tor information to the reversible encoding unit 16. 
0070 The reversible encoding unit 16 implements revers 
ible encoding processing such as variable length encoding or 
arithmetic encoding, etc. to that motion vector information to 
form information to be inserted into header portion of image 
compressed information. It should be noted that since other 
processing are similar to processing in the case of image 
compressed information to which intra-encoding is imple 
mented, their explanation will be omitted. 
0071. Then, outline of the configuration of the image 
information decoding apparatus to which the present inven 
tion is applied is shown in FIG.8. As shown in FIG. 8, the 
image information decoding apparatus 30 in this embodiment 
comprises a storage buffer 31, a reversible decoding unit 32, 
an inverse-quantization unit 33, an inverse-orthogonal trans 
form unit 34, an adder 35, a picture sorting buffer 36, a D/A 
converting unit 37, a motion prediction/compensation unit 
38, a frame memory 39, and a picture type discrimination unit 
40. 

(0072. In FIG. 8, the storage buffer 31 temporarily stores 
inputted image compressed information thereafter to transfer 
it to the reversible decoding unit 32. 
0073. The reversible decoding unit 32 implements pro 
cessing Such as variable length decoding orarithmetic decod 
ing, etc. to image compressed information on the basis of 
determined format of image compressed information to 
deliver quantized transform coefficients to the inverse-quan 
tization unit 33. In the case where corresponding frame is P 
picture or B picture, the reversible decoding unit 32 also 
decodes motion vector information stored in the header por 
tion of image compressed information to deliver the informa 
tion thereof to the motion prediction/compensation unit 38. 
Further, the reversible decoding unit 32 delivers information 
of picture type of frame Picture type to the picture discrimi 
nation unit 40. The picture type discrimination unit 40 trans 
mits command to the motion prediction/compensation unit 38 
on the basis of that information. 

0074 The inverse-quantization unit 33 inverse-quantizes 
the quantized transform coefficients delivered from the 
reversible decoding unit 32 to deliver transform coefficients 
to the inverse-orthogonal transform unit 34. The inverse 
orthogonal transform unit 34 implements inverse-orthogonal 
transform such as inverse discrete cosine transform or inverse 
Karhunen-Loeve transform, etc. to the transform coefficients 
on the basis of the determined format of image compressed 
information. 

0075. Here, in the case where corresponding picture is I 
picture, the inverse-orthogonal transform unit 34 delivers 
inverse-orthogonally transformed image information to the 
picture sorting buffer 36. The picture sorting buffer 36 tem 
porarily stores this image information thereafter to deliver it 
to the D/A converting unit 37. The D/A converting unit 37 
implements D/A converting processing to the image informa 
tion to output it. 
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0076. On the other hand, in the case where corresponding 
frame is P picture or B picture, the motion prediction/com 
pensation unit 38takes out, from the frame memory 39, image 
information to be referred to implement motion prediction/ 
compensation processing by using interpolation methods dif 
ferent for P picture and B picture as described later on the 
basis of reversibly decoded motion vector information and 
command transmitted from the picture type discrimination 
unit 40 to generate reference image information. The adder 35 
synthesizes this reference image and output from the inverse 
orthogonal transform unit 34. It should be noted that since 
other processing are similar to processing of intra-encoded 
frame, its detailed explanation will be omitted. 
0077. As described above, the image information encod 
ing apparatus 10 and the image information decoding appa 
ratus 30 according to the present invention perform motion 
prediction/compensation processing by using interpolation 
methods different in P picture and B picture at motion pre 
diction/compression units 21, 38 on the basis of commands 
transmitted from the picture type discrimination units 22, 40 
to thereby reduce operation quantity and the number of 
memory accesses which are required. 
0078. In view of the above, while motion prediction/com 
pensation at the motion prediction/compensation units 21, 38 
will be explained below, since similar processing are per 
formed at the motion prediction/compensation unit 21 and the 
motion prediction/compensation unit 38, only the processing 
at the motion prediction/compensation unit 21 will be 
explained below. 
0079 At the motion prediction/compensation unit 21, 
there are stored information relating to two filter coefficients 
for P picture and B picture. The motion prediction/compen 
sation unit 21 implements different motion prediction/com 
pensation processing to P picture and B picture by the first 
method or the second method indicated below. 
0080 First, in the first method, motion prediction/com 
pensation processing of the same pixel accuracy is imple 
mented to Ppicture and B picture. In this case, as compared to 
P picture, filter having lesser number of taps is used for B 
picture. 
0081. In concrete terms, in the case where motion predic 
tion/compensation processing of 1/8 pixel accuracy are per 
formed with respect to both P picture and B picture, filter 
coefficients of 8 taps shown in the following formula (3) are 
used in regard to P picture, and predictive picture of 1/8 pixel 
accuracy is generated by linear interpolation in regard to B 
picture. 

1:1 

1/8: {-3, 12, -37, 485,71, -21, 6, -1/512 

2/8: {-3, 12, -37, 229,71, -21, 6, -1/256 

3/8: {-6, 24, -76,387,229, -60, 18,-4}/512 

4/8: {-3, 12, -39, 158, 158, -39, 12, -3}/256 

5/8: {-4, 18, -60,229,387, -76, 24,-6}/512 

6/8: {-1, 6, -21, 71,229, -37, 12, -3}/256 

7/8: {-1, 6, -21, 71,485, -37, 12, -33/512 (3) 

0082 Moreover, in the case where motion prediction/ 
compensation processing of 1/4 pixel accuracy is performed 
with respect to both P picture and B picture, filter coefficients 
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of 8 taps as shown in the following formula (4) are used with 
respect to respective phases in regard to P picture to generate 
predictive picture of 1/4 pixel accuracy. On the other hand, in 
regard to B picture, filter coefficients of 6 taps shown in the 
following formula (5) are used to generate predictive picture 
of 1/2 pixel accuracy, and predictive picture of 1/4 pixel 
accuracy is generated by linear interpolation. 

1f4: {-3, 12, -37, 229,71, -21, 6, -1/256 

2/4: {-3, 12, -39, 158, 158, -39, 12, -3}/256 (4) 

3f4: {-1, 6, -21, 71,229, -37, 12, -3}/256 

{1, -5, 20, 20, -5, 1/32 (5) 

I0083. It is to be noted that, in regard to B picture, predic 
tive picture of 1/4 pixel accuracy may be generated by linear 
interpolation to perform motion prediction/compensation 
processing. 
I0084 Moreover, in regard to Ppicture, filter coefficients of 
6 taps show in the formula (5) may be used to generate 
predictive pixel of 1/2 pixel accuracy thereafter to generate 
predictive picture of 1/4 pixel accuracy by linear interpola 
tion. In regard to B picture, predictive picture of 1/4 pixel 
accuracy may be generated by linear interpolation to perform 
motion prediction/compensation processing. 
I0085. Then, in the second method, there is performed 
motion prediction/compensation processing having higher 
accuracy with respect to P picture as compared to B picture. 
I0086. In concrete terms, in regard to P picture, filter coef 
ficients of 8 taps shown in the above-described formula (3) are 
used to generate predictive picture of 1/8 pixel accuracy to 
perform motion prediction/compensation processing. On the 
other hand, in regard to B picture, filter coefficients of 6 taps 
shown in the above-described formula (5) are used to gener 
ate predictive picture of 1/2 pixel accuracy to generate pre 
dictive picture of 1/4 pixel accuracy by linear interpolation to 
perform motion prediction/compensation processing. It is to 
be noted that, in regard to B picture, predictive picture of 1/4 
pixel accuracy may be generated, or predictive picture of 1/2 
pixel accuracy mat be generated by linear interpolation to 
perform motion prediction/compensation processing. 
I0087 Moreover, in regard to Ppicture, filter coefficients of 
6 taps shown in the formula (5) may be used to generate 
predictive picture of 1/2 pixel accuracy thereafter to generate 
predictive picture of 1/4 pixel accuracy by linear interpola 
tion. In regard to B picture, predictive picture of 1/2 pixel 
accuracy may be generated by linear interpolation to perform 
motion prediction/compensation processing. 
I0088. Then, another example of the image information 
encoding apparatus 50 according to the present invention is 
shown in FIG. 9. The image information encoding apparatus 
50 shown in FIG.9 has the fundamental configuration similar 
to the image information encoding apparatus 10 shown in 
FIG. 7. 
I0089. In this example, the image information encoding 
apparatus 50 is characterized in that it includes a motion 
prediction/compensation unit (fixed filter) 51, and a motion 
prediction/compensation unit (adaptive filter) 52, wherein 
use of any one of filters is switched by a switching unit 54 in 
accordance with command from a picture type discrimination 
unit 53. Namely, the image information encoding apparatus 
50 includes, as components thereof, a single motion predic 
tion/compensation unit 21 like the image information encod 
ing apparatus 10 in the above-described first embodiment, 
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and includes, as components thereof, two components of 
motion prediction/compensation unit (fixed filter) 51 as pre 
scribed at present in the H.26L, and motion prediction/com 
pensation unit (adaptive filter) 52 as proposed in the previ 
ously described literature 1 without having filter coefficients 
for P picture and B picture therewithin, whereby any one of 
filters is used in dependency upon P picture or B picture. 
0090 Moreover, image information decoding apparatus 
70 shown in FIG. 10 has the fundamental configuration simi 
lar to the image information decoding apparatus 30 shown in 
FIG. 8, and is characterized in that it includes a motion pre 
diction/compensation unit (fixed filter) 71, and a motion pre 
diction/compensation unit (adaptive filter) 72, wherein 
whether or not either one of these filters is used is switched by 
a picture discrimination unit 73 in accordance with command 
from a picture discrimination unit 73. 
0091. Accordingly, since the same reference numeral are 
respectively attached to the configurations similar to those of 
the image information encoding apparatus and the image 
information decoding apparatus 30 previously shown in 
FIGS. 7 and 8, their explanation will be omitted. 
0092. In the image information encoding apparatus 50 
shown in FIG. 9, picture sorting buffer 12 delivers informa 
tion of picture type of frame Picture type to picture type 
discrimination unit 53. The picture type discrimination unit 
53 transmits command to the switching unit 54 on the basis of 
that information. 
0093 Namely, in the case where corresponding frame is B 
picture, the Switching unit 54 is switched to the side of a in the 
figure by the above-described command. Thus, motion pre 
diction/compensation processing by the fixed filter is per 
formed by using motion prediction/compensation unit (fixed 
filter) 51. 
0094. On the other hand, in the case where corresponding 
frame is Ppicture, the switching unit 54 is switched to the side 
of b in the figure by the above-described command. Thus, 
motion prediction/compensation processing by the adaptive 
filter is performed by using the motion prediction/compensa 
tion unit (adaptive filter). In more detail, initially, as the first 
step, motion vector d(k) which minimizes predictive error is 
determined by using filter determined in advance. Subse 
quently, as the second step, such filter coefficients H(k) to 
minimize predictive error are determined with respect to 
motion vector d(k) determined at the first step. Further, 
motion compensation processing is performed by the filter 
coefficients H(k) and the motion vector d(k) which have been 
determined in this way. Information relating to the filter coef 
ficients are transmitted in the state embedded in image com 
pressed information. In this instance, variable length encod 
ing processing or arithmetic encoding processing may be 
implemented at the reversible encoding unit 16 to compress 
information quantity thereafter to embed such information 
into image compressed information. 
0095. It is to be noted that pixel accuracy in motion pre 
diction/compression processing at the motion prediction/ 
compensation unit (fixed filter) 51 or motion prediction/com 
pensation unit (adaptive filter) 52 of P picture and that of B 
picture may be equal to each other, and motion prediction/ 
compression processing of higher pixel accuracy may be 
performed with respect to P picture as compared to B picture. 
Transmission of information of pixel accuracy is performed 
in the state embedded in MotionResolution field at RIP (Real 
time Transfer Protocol) layer within image compressed infor 
mation to be outputted. 
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0096. In the image information decoding apparatus 70 
shown in FIG. 10, reversible decoding unit 32 delivers infor 
mation of picture type of frame Picture Type to picture type 
discrimination unit 73. The picture type discrimination unit 
73 transmits command to switching unit 74 on the basis of 
that information. 
0097. Namely, in the case where corresponding frame is B 
picture, the switching unit 74 is switched to the side ofc in the 
figure by the above-described command. Thus, predictive 
mode information and motion vector information are deliv 
ered the motion prediction/compensation unit (fixed filter) 
71. As a result, motion prediction/compensation processing 
by fixed filter is performed on the basis of these information. 
0098. On the other hand, in the case where corresponding 
frame is Ppicture, the switching unit 74 is switched to the side 
of d in the figure by the above-described command. Thus, 
information relating to filter coefficients is delivered to 
motion prediction/compensation unit (adaptive filter) 72 
along with predictive mode information and motion vector 
information. As a result, motion prediction/compensation 
processing by the adaptive filter is performed on the basis of 
these information. 
0099. In this example, at the motion prediction/compen 
sation unit (fixed filter) 71 or the motion prediction/compen 
sation unit (adaptive filter) 72, motion prediction/compres 
sion processing is performed on the basis of pixel accuracy 
embedded in MotionResolution field at RTP layer within 
image compressed information. 
0100. As explained above by using the first and second 
embodiments, motion prediction/compression processing 
based on different interpolation methods are performed with 
respect to P picture and B picture, thereby making it possible 
to reduce operation quantity and the number of memory 
accesses at B picture for which a larger operation quantity and 
the number of memory accesses are required as compared to 
P picture while Suppressing deterioration in picture quality as 
minimum as possible. 
0101. It should be noted that the present invention is not 
limited only to the above-described embodiments, it is a 
matter of course that various changes or modifications may be 
made within the range which does not depart from the gist of 
the present invention. 
0102 For example, while the present invention has been 
explained as the configuration of hardware in the above 
described embodiments, the present invention may be also 
realized, without being limited to Such implementations, by 
allowing CPU (Central Processing Unit) to respectively 
execute processing at image information encoding appara 
tuses 10,50 and image information decoding apparatuses 30, 
T0. 
(0103. It is to be noted that the invention has been described 
in accordance with preferred embodiments thereof illustrated 
in the accompanying drawings and described in the above 
description in detail, it should be understood by those ordi 
narily skilled in the art that the invention is not limited to 
embodiments, but various modifications, alternative con 
structions or equivalents can be implemented without depart 
ing from the scope and spirit of the present invention as set 
forth by appended claims. 

INDUSTRIAL APPLICABILITY 

0104. As described above, in accordance with the image 
information encoding apparatus and the image information 
encoding method according to the present invention, picture 
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type of input image signal is discriminated to perform, with 
respect to interframe bi-directional predictive encoding 
image, motion prediction/compensation processing based on 
interpolation method in which operation quantity and the 
number of memory accesses are reduced to more degree as 
compared to interframe forward predictive encoding image, 
thereby making it possible to reduce operation quantity and 
the number of memory accesses in motion prediction/com 
pensation processing. 
0105 Moreover, the program according to the present 
invention is used to thereby allow computer to discriminate 
picture type of input image signal to perform motion predic 
tion/compensation processing based on interpolation method 
in which operation quantity and the number of memory 
accesses are reduced to more degree as compared to inter 
frame forward predictive encoding picture with respect to 
interframe bi-directional predictive encoding image, thereby 
making it possible to reduce operation quantity and the num 
ber of memory accesses in motion prediction/compensation 
processing. 
0106. In accordance with the image information decoding 
apparatus and the image information decoding method 
according to the present invention, picture type of image 
compressed information generated at the image information 
encoding apparatus is discriminated to perform motion pre 
diction/compensation processing based on interpolation 
method in which operation quantity and the number of 
memory accesses are reduced to more degree as compared to 
interframe forward predictive encoding image with respect to 
interframe bi-directional predictive encoding image, thereby 
making it possible to reduce operation quantity and the num 
ber of memory accesses in motion prediction/compensation 
processing. 
0107 Further, another program according to the present 
invention is used to thereby allow computer to discriminate 
picture type of image compressed information generated at 
the image information encoding apparatus to perform motion 
prediction/compensation processing based on interpolation 
method in which operation quantity and the number of 
memory accesses are reduced to more degree as compared to 
interframe forward predictive encoding image with respect to 
interframe bi-directional predictive encoding image, thereby 
making it possible to reduce operation quantity and the num 
ber of memory accesses in motion prediction/compensation 
processing. 

1. A decoding apparatus for decoding comprising: 
a motion compensator, including a processor, configured to 

perform motion compensation by applying an 8-tap fil 
ter to a P picture and to perform motion prediction by 
applying a 6-tap filter to a B picture. 

2. The decoding apparatus as set forth in claim 1, wherein 
the motion compensator has pixel accuracies of motion com 
pensation which are equal to each other with respect to the P 
picture and the B picture. 

3. The decoding apparatus as set forth in claim 1, wherein 
the motion compensator is configured to select motion com 
pensation by different pixel accuracies with respect to the P 
picture and the B picture. 

4. The decoding apparatus as set forth in claim 3, wherein 
the motion compensator is configured to perform motion 
compensation of 1/4 pixel accuracy with respect to the P 
picture, and to perform motion compensation of 1/2 pixel 
accuracy with respect to the B picture. 
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5. The decoding apparatus as set forth in claim 1, wherein 
the motion compensator is configured to perform motion 
compensation of 1/8 pixel accuracy, and to perform interpo 
lation of 1/8 pixel accuracy by using the 8-tap filter expressed 
below 

{-1, 6, -21, 71,485, -37, 12, -3/512. 

6. The decoding apparatus as set forth in claim 1, wherein 
the motion compensator is configured to perform motion 
compensation of 1/4 pixel accuracy, and to perform interpo 
lation of 1/4 pixel accuracy by using the 8-tap filter expressed 
below 

{-1, 6, -21, 71,229, -37, 12, -3/256. 

7. The decoding apparatus as set forth in claim 1, wherein 
the motion compensator is configured to perform motion 
compensation of 1/4 pixel accuracy, and to perform interpo 
lation of 1/2 pixel accuracy by using the 6-tap filter expressed 
below 

{1, -5, 20, 20, -5, 1/32. 

8. A decoding method, the method comprising: 
performing motion compensation by applying an 8-tap 

filter to a Ppicture and to perform motion prediction by 
applying a 6-tap filter to a B picture. 

9. The decoding method as set forth in claim 8, wherein 
pixel accuracies of motion compensation are equal to each 
other with respect to the P picture and the B picture. 

10. The decoding method as set forth in claim 8, further 
comprising selecting motion compensation by different pixel 
accuracies with respect to the P picture and the B picture. 

11. The decoding method as set forth in claim 10, further 
comprising performing motion compensation of 1/4 pixel 
accuracy with respect to the Ppicture, and performing motion 
compensation of 1/2 pixel accuracy with respect to the B 
picture. 

12. The decoding method as set forth in claim 8, further 
comprising performing motion compensation of 1/8 pixel 
accuracy, and performing interpolation of 1/8 pixel accuracy 
by using the 8-tap filter expressed below 

{-1, 6, -21, 71,485, -37, 12, -3/512. 

13. The decoding method as set forth in claim 8, further 
comprising performing motion compensation of 1/4 pixel 
accuracy, and performing interpolation of 1/4 pixel accuracy 
by using the 8-tap filter expressed below 

{-1, 6, -21, 71,229, -37, 12, -3/256. 

14. The decoding method as set forth in claim 8, further 
comprising performing motion compensation of 1/4 pixel 
accuracy, and performing interpolation of 1/2 pixel accuracy 
by using the 6-tap filter expressed below 

{1, -5, 20, 20, -5, 1/32. 

15. A non-transitory computer readable medium having 
stored thereon computer-executable instructions which when 
executed cause a computer to: 

perform motion compensation by applying an 8-tap filterto 
a Ppicture and to perform motion prediction by applying 
a 6-tap filter to a B picture. 

16. The non-transitory computer readable medium as set 
forth in claim 15, wherein pixel accuracies of motion com 
pensation are equal to each other with respect to the Ppicture 
and the B picture. 
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17. The non-transitory computer readable medium as set 
forth in claim 15, further comprising selecting motion com 
pensation by different pixel accuracies with respect to the P 
picture and the B picture. 

18. The non-transitory computer readable medium as set 
forth inclaim 15, further comprising performing motion com 
pensation of 1/8 pixel accuracy, and performing interpolation 
of 1/8 pixel accuracy by using the 8-tap filter expressed below 

{-1, 6, -21, 71,485, -37, 12, -3/512. 
19. The non-transitory computer readable medium as set 

forth inclaim 15, further comprising performing motion com 
pensation of 1/4 pixel accuracy, and performing interpolation 
of 1/4 pixel accuracy by using the 8-tap filter expressed below 

{-1, 6, -21, 71,229, -37, 12, -3/256. 
20. The non-transitory computer readable medium as set 

forth inclaim 15, further comprising performing motion com 
pensation of 1/4 pixel accuracy, and performing interpolation 
of 1/2 pixel accuracy by using the 6-tap filter expressed below 

{1, -5, 20, 20, -5, 1132. 

k k k k k 
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