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Another technique known as “Drop connect” 1s discussed 1n the paper entitled
“Regularisation of Neural Network using Drop connect” authored by L1 Wan et al published
by the Department of Computer Science NYU. According to this technique, a subset of
welghts are randomly zeroed for each training example, during forward propagation. This
technique has similarly been shown to improve the performance of neural networks.
Implementing neural networks using known computer technology has various challenges.
Implementing specific techniques like Drop out and Drop connect, for example using a CPU
or GPU i1s non-trivial and may impact the full benefits that could be achieved with efficient

implementation.

Summary

The present inventors have developed an execution unit for a processor which can
efficiently implement Drop out or Drop connect based on a single instruction in an instruction

sequence of the processing unit.

According to an aspect of the invention there 1s provided an execution unit according
to claim 1.

The execution unit may comprise a hardware pseudo random number generator
(HPRNG) configured to generate a randomised b1t string from which random bit sequences
are dertved for randomly selecting the values to be masked.

In one embodiment each randomised bit string output from the HPRNG comprises m
bits and the execution unit 1s configured to divide the m bits into p sequences and to compare
each sequence with a probability value to generate a weighted probability indicator for

selectively masking the values.
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Rl el is a 32-bit wide operand but only the least significant 17-bits areused for
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Claims

1. An execution unit for executing a computer program comprising a sequence of
instructions, the sequence including a masking instruction, wherein the execution unit 1s
configured to execute the masking instruction which when executed by the execution unit
masks randomly selected values from a source operand of n values and retains other original
values from the source operand to generate a result which includes original values from the
source operand and the masked values 1n their respective original locations,

wherein the execution unit comprises a hardware pseudo random number generator
(HPRNG) configured to generate a randomised bit string from which random bit sequences
are dertved for randomly selecting the values to be masked, wherein each randomised bit
string output from the HPRNG comprises m bits, the execution unit configured to divide the
m bits 1nto p sequences and to compare each sequence with a probability value to generate a

weighted probability indicator for selectively masking the values.

2. An execution unit according to claim 1, wherein the masking instruction comprises a
source field identifying the source operand, an indication of a destination register for holding

the result and a probability field defining the probability value.

3. An execution unit according to any preceding claim, comprising an input buffer for

holding the source operand and an output buffer for holding the result.

4. An execution unit according any preceding claim, wherein the values of the source

operand represent weights of links 1in a neural network.

5. An execution unit according to any of claims 1 to 4, wherein the values 1n the source

operand represent activations defining output values of nodes 1n a neural network.

6. An execution unit according to any of claims 1 to 5, wherein the sequence of
instructions comprises an instruction for writing the result to a memory location after the

masking instruction has been executed.

7. An execution unit according to any preceding claim, wherein the source operand

comprises four 16-bit values.
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8. An execution unit according to any of claims 1 to 6, wherein the source operand

comprises two 32-bit values.

9. A method of executing a computer program comprising a sequence of instructions,
the sequence including a masking instruction, the method comprising:

responsive to execution of the masking instruction randomly selecting values from a
source operand of n values and retaining other original values from the source operand to
generate a result which includes original values from the source operand and the masked
values 1n their respective original locations;

generating a randomised bit string from which random b1t sequences are derived for
randomly selecting the values to be masked, wherein the randomised bit string comprises m
bits; and

dividing the m bits 1nto p sequences and comparing each sequence with a probability

value to generate a weighted probability indicator for selectively masking the values.

10. A method according to claim 9, wherein the masking instruction comprises a source
field 1dentifying the source operand, an indication of a destination register for holding the

result and a probability field defining the probability value.

11. A method according to either of claims 9 or 10, wherein the sequence of 1nstructions
comprises instructions for implementing a dot product of the result with a further set of

values.

12. A method according to any of claims 9 to 11, wherein the sequence of instructions
comprises an instruction for writing the result to a memory location after the masking

instruction has been executed.

13. A computer program product comprising a computer program which when executed

carries out the method of any of claims 9 to 12
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