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ONLINEADAPTIVE FILTERING OF 
MESSAGES 

CLAIM OF PRIORITY 

0001. This application claims priority under 35 USC S119 
(e) to U.S. Patent Application titled “Online Adaptive Filter 
ing of Messages.” Ser. No. 60/488,396, filed on Jul. 21, 2003, 
the entire contents of which are hereby incorporated by ref 
CCC. 

TECHNICAL FIELD 

0002 This description relates to spam filtering. 

BACKGROUND 

0003. With the advent of the Internet and a decline in 
computer prices, many people are communicating with one 
another through computers interconnected by networks. A 
number of different communication mediums have been 
developed to facilitate such communications between com 
puter users. One type of prolific communication medium is 
electronic mail (e-mail). 
0004. Unfortunately, because the costs of sending e-mail 
are relatively low, e-mail recipients are being Subjected to 
mass, unsolicited, commercial e-mailings (colloquially 
known as e-mail spam or spam e-mails). These are akin to 
junk mail sent through the postal service. However, because 
spam e-mail requires neither paper nor postage, the costs 
incurred by the sender of spam e-mail are quite low when 
compared to the costs incurred by conventional junk mail 
senders. Due to this and other factors, e-mail users now 
receive a significant amount of spam e-mail on a daily basis. 
0005 Spam e-mail impacts both e-mail users and e-mail 
providers. For e-mail users, spam e-mail can be disruptive, 
annoying, and time consuming. For an e-mail service pro 
vider, spam e-mail represents tangible costs in terms of Stor 
age and bandwidth usage. These costs may be substantial 
when large numbers of spam e-mails are sent. 
0006 Thus, particularly for large email service providers 
(ESPs), such as Internet service providers (ISPs) and corpo 
rations, it is beneficial to stop spam before it enters the e-mail 
system. Stopping unwanted e-mails before they enter the 
system keeps down an ESP's storage and bandwidth costs and 
provides a better quality of service to the ESP's users. On the 
other hand, preventing the delivery of wanted e-mail 
decreases the quality of service to the ESP's users, perhaps to 
an unacceptable degree, at least from the perspective of the 
USCS. 

0007 Unfortunately, effective filtering of spam has proved 
to be difficult, particularly for large ESPs. One reason for the 
difficulty is the Subjective nature of spam, i.e. the decision as 
to what constitutes spam is very subjective in nature. While 
Some categories of unsolicited e-mail. Such as pornographic 
material, are likely to be unwanted and even offensive to the 
vast majority of people, this is not necessarily true about other 
categories of unsolicited e-mail. For example, Some users 
may deem all unsolicited invitations to be spam, while other 
users may welcome invitations to professional conferences, 
even if such invitations were not explicitly solicited. 
0008 Another reason for the difficulty is that there may be 
Some solicited (i.e., wanted) e-mails that closely resemble 
spam. For example, some e-commerce related e-mails. Such 
as order confirmations, may resemble spam. Likewise, some 
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promotional offers actually may be solicited by the user, i.e. 
the user may sign-up for promotional offers from a particular 
merchant. 

SUMMARY 

0009. In one aspect, a method of handling messages in a 
messaging system is provided. The message system includes 
a message gateway and individual message boxes for users of 
the system and a message addressed to a user is delivered to 
the user's message box after passing through the message 
gateway. A global, scoring e-mail classifier is knowingly 
biased relative to a personal, scoring e-mail classifier Such 
that the global e-mail classifier is less stringent than the per 
Sonal e-mail classifier as to what is classified as spam. Mes 
sages received at the message gateway are input into the 
global, scoring e-mail classifier to classify the input messages 
as spam or non-spam. At least one of the messages input into 
the global, scoring e-mail classifier is handled based on 
whether the global, scoring e-mail classifier classified the at 
least one message as spam or non-spam. At least one message 
classified as non-spam by the global, scoring e-mail classifier 
is input into the personal, scoring e-mail classifier to classify 
the at least one message as spam or non-spam. The at least one 
message input into the personal, scoring e-mail classifier is 
handled based on whether the personal, scoring e-mail clas 
sifier classified the at least one message as spam or non-spam. 
0010. In another aspect, a system for handling messages is 
provided. The system includes a message gateway and indi 
vidual message boxes for users of the system. A message 
addressed to a user is delivered to the user's message box after 
passing through the message gateway. The system also 
includes a global, scoring e-mail classifier and at least one a 
personal, scoring e-mail classifier. The global, scoring e-mail 
classifier classifies messages coming into the messaging gate 
way as spam or non-spam. The at least one personal, scoring 
e-mail classifier classifies messages coming into at least one 
individual message box as spam or non-spam. The global, 
scoring e-mail classifier is knowingly biased relative to the 
personal, scoring e-mail classifier Such that the global, scor 
ing e-mail classifier is less stringent than the personal, scoring 
e-mail classifier as to what is classified as spam. 
0011 Implementations of these aspects may include one 
or more of the following features. For example, the global, 
scoring e-mail classifier may be a probabilistic e-mail classi 
fier Such that, to classify a message, the global, scoring e-mail 
classifier uses an internal model to determine a probability 
measure for the message and compares the probability mea 
sure to a classification threshold. To develop the internal 
model, the global, scoring e-mail classifier may be trained 
using a training set of messages. 
0012. The personal, scoring e-mail classifier may be a 
probabilistic classifier Such that, to classify a message, the 
personal, scoring e-mail classifier uses an internal model to 
determine a probability measure for the message and com 
pares the probability measure to a classification threshold. 
The personal, scoring e-mail classifiers internal model may 
be initialized using the internal model for the global, scoring 
e-mail classifier. To develop the internal model, the personal, 
scoring e-mail classifier may be trained using a training set of 
messages. 

0013 Tobias the global, scoring e-mail classifier relative 
to the personal, scoring e-mail classifier, the classification 
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threshold for the global, scoring e-mail classifier may be set 
higher than the classification threshold for the personal, scor 
ing e-mail classifier. 
0014. The training set of messages may include messages 
that are known to be spam messages to a significant number of 
users of the messaging system. The training set of messages 
may be collected through feedback from the users of the 
messaging system. 
0015. A user may be allowed to change the classification 
of a message. The personal, scoring e-mail classifier may be 
retrained based on the change of classification of the message 
Such that the personal, scoring e-mail classifiers internal 
model is refined to track the user's Subjective perceptions as 
to what messages constitute spam messages. 
0016. The global, scoring e-mail classifier may be trained 
based on higher misclassification costs than the personal, 
scoring e-mail classifier to knowingly bias the global, scoring 
e-mail classifier relative to the personal, scoring e-mail clas 
sifier. 
0.017. The messages may be e-mails, instant messages, or 
SMS messages. 
0018. The global, scoring e-mail classifier may be config 
ured Such that classifying messages as spam includes classi 
fying messages into Subcategories of spam. Similarly, the 
personal, scoring e-mail classifier may be configured Such 
that classifying messages as spam or non-spam includes clas 
Sifying messages into Subcategories of spam or non-spam. 
0019. In another aspect, a method of operating a spam 
filtering System in a messaging System is provided. The mes 
saging system includes a message gateway and individual 
message boxes for users of the system. A global, scoring 
e-mail classifier classifies messages coming into the message 
gateway as spam or non-spam and a personal, scoring e-mail 
classifiers classify messages delivered to the individual mes 
sage boxes after passing through the global, scoring e-mail 
classifier. Personal retraining data used to retrain the per 
Sonal, scoring e-mail classifiers is aggregated. The personal 
retraining data for an individual message box is based on a 
user's feedback about the classes of messages in the user's 
individual message box. A Subset of the aggregated personal 
retraining data is selected as global retraining data. The glo 
bal, scoring e-mail classifier is retrained based on the global 
retraining data so as to adjust which messages are classified as 
Spam. 
0020 Implementations of this aspect may include one or 
more of the following features. 
0021. The user feedback may be explicit. The explicit user 
feedback may include one or more of the following: a user 
reporting a message as spam; moving a message from an 
Inbox folder in the individual message box to a Spam folder 
in the individual message box; or moving a message from an 
Spam folder in the individual message box to a Inbox folder 
in the individual message box. 
0022. The feedback may be implicit. The implicit feed 
back may include one or more of the following: keeping a 
message as new after the message has been read; forwarding 
a message; replying to a message; printing a message; adding 
a sender of a message to an address book; or not explicitly 
changing a classification of a message. 
0023 The aggregated personal retraining data may 
include messages. The feedback may include changing a 
message’s class. Selectinga Subset of the aggregated personal 
retraining data may include determining a difference between 
a probability measure calculated for a message by the global, 
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scoring e-mail classifier and a classification threshold of the 
global, scoring e-mail classifier, and selecting the message as 
global retraining dataifa magnitude of the difference exceeds 
a threshold difference. Selecting a Subset of the aggregated 
personal retraining data may include selecting a message as 
global retraining data when a particular number of users 
change the message’s classification. The messages may be 
e-mails, instant messages, or SMS messages. 
0024. To classify a message, the global, scoring e-mail 
classifier may use an internal model to determine a probabil 
ity measure for the message and compare the probability 
measure to a classification threshold. To classify a message, 
the personal, scoring e-mail classifier may use an internal 
model to determine a probability measure for the message 
and compare the probability measure to a classification 
threshold. The personal, scoring e-mail classifiers internal 
model may be initialized using the internal model for the 
global, scoring e-mail classifier. 
0025 Implementations of the described techniques may 
include hardware, a method or process, or computer Software 
on a computer-accessible medium. 
0026 Implementations of such multiple stage filtering 
may have one or more of the following advantages. Generally, 
it may allow an ESP to filter items on a global level based on 
the policy or business decisions of the ESP, while allowing 
items to be filtered at a personal level along a user's personal 
preferences or usefulness. As a specific example, it may allow 
an ESP to set the stringency of the spam filtering at the system 
level by policy, while allowing the stringency of the spam 
filtering at the personal level to be set by a user's subjective 
perceptions of what constitutes spam. By setting the strin 
gency at the system level Such that only e-mails with a very 
high likelihood of being spam are filtered, the ESP may be 
able to reduce network traffic and storage costs by preventing 
a portion of spam e-mails from entering the network. Mean 
while, by enabling personalized filtering, the ESP may 
decrease the possibility of filtering out legitimate e-mails. 
The user then can train the personal e-mail classifier to the 
user's specific considerations of what constitutes spam in 
order to filter the rest of the e-mails. 
0027. The details of one or more implementations are set 
forth in the accompanying drawings and the description 
below. Other features will be apparent from the description 
and drawings, and from the claims. 

DESCRIPTION OF DRAWINGS 

0028 FIG. 1 is a block diagram of an exemplary net 
worked computing environment that Supports e-mail commu 
nications and in which spam filtering may be performed. 
0029 FIG. 2 is a high-level functional block diagram of an 
e-mail server program that may execute on an e-mail server to 
provide large-scale spam filtering. 
0030 FIG. 3 is a flowchart illustrating a process by which 
personal and global e-mail classifiers 232a and 234a are 
retrained. 

DETAILED DESCRIPTION 

0031. In general, a two or more stage spam filtering system 
is used to filter spam in an e-mail system. One stage includes 
a global e-mail classifier that classifies e-mail as it enters the 
e-mail system. The parameters of the global e-mail classifier 
generally may be determined by the policies of e-mail system 
owner and generally are set to only classify as spam those 



US 2016/0156577 A1 

e-mails that are likely to be considered spam by a significant 
number of users of the e-mail system. Another stage includes 
personal e-mail classifiers at the individual mailboxes of the 
e-mail system users. The parameters of the personal e-mail 
classifiers generally are set by the users through retraining, 
such that the personal e-mail classifiers are refined to track the 
Subjective perceptions of their respective user as to what 
e-mails are spam e-mails. 
0032. A personal e-mail classifier may be retrained using 
personal retraining data that is collected based on feedback 
derived implicitly or explicitly from the user's reaction to the 
e-mail, which may indicate the user's characterization of the 
actual classes of the e-mails in the user's mailbox. The user 
may explicitly or implicitly indicate the user's subjective 
perception as to the class of an e-mail in the mailbox. The 
actual class (as considered by the user), along with the e-mail, 
are used to retrain the personal e-mail classifier. 
0033. The personal retraining data for the multiple per 
Sonal e-mail classifiers in the system may be aggregated, and 
a Subset of that data may be used as global retraining data to 
retrain the global e-mail classifier. The parameters of the 
global e-mail classifier may be used to initialize new personal 
e-mail classifiers. 

0034 FIG. 1 illustrates an exemplary networked comput 
ing environment 100 that Supports e-mail communications 
and in which spam filtering may be performed. Computer 
users are distributed geographically and communicate using 
client systems 110a and 110b. Client systems 110a and 110b 
are connected to ISP networks 120a and 120b, respectively. 
While illustrated as ISP networks, networks 120a or 120b 
may be any network, e.g., a corporate network. Clients 110a 
and 110b may be connected to the respective ISP networks 
120a and 120b through various communication channels 
Such as a modem connected to a telephone line (using, for 
example, serial line internet protocol (SLIP) or point-to-point 
protocol (PPP)), a direct network connection (using, for 
example, transmission control protocol/internet protocol 
(TCP/IP)), a wireless Metropolitan Network, or a corporate 
local area network (LAN). E-mail or other messaging servers 
130a and 130b also are connected to ISP networks 120a and 
120b, respectively. ISP networks 120a and 120b are con 
nected to a global network 140 (e.g., the Internet) such that a 
device on one ISP network can communicate with a device on 
the other ISP network. For simplicity, only two ISP networks 
120a and 120b have been illustrated as connected to Internet 
140. However, there may be a large number of such ISP 
networks connected to Internet 140. Likewise, many e-mail 
servers and many client systems may be connected to each 
ISP network. 

0035. Each of the client systems 110a and 110b and e-mail 
servers 130a and 130b may be implemented using, for 
example, a general-purpose computer capable of responding 
to and executing instructions in a defined manner, a personal 
computer, a special-purpose computer, a workstation, a 
server, a device such as a personal digital assistant (PDA), a 
component, or other equipment or some combination thereof 
capable of responding to and executing instructions. Client 
systems 110a and 110b and e-mail servers 130a and 130b 
may receive instructions from, for example, a software appli 
cation, a program, a piece of code, a device, a computer, a 
computer system, or a combination thereof, which indepen 
dently or collectively direct operations. These instructions 
may take the form of one or more communications programs 
that facilitate communications between the users of client 
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systems 110a and 110b Such communications programs may 
include, for example, e-mail programs, instant messaging 
(IM) programs, file transfer protocol (FTP) programs, or 
voice-over-IP (VoIP) programs. The instructions may be 
embodied permanently or temporarily in any type of 
machine, component, equipment, storage medium, or propa 
gated signal that is capable of being delivered to a client 
system 110a and 110b or the e-mail servers 130a and 130b. 
0036) Each of client systems 110a and 110b and e-mail 
servers 130a and 130b includes a communications interface 
(not shown) used by the communications programs to send/ 
receive communications. The communications may include, 
for example, e-mail, audio data, video data, general binary 
data, or text data (e.g., data encoded in American Standard 
Code for Information Interchange (ASCII) format or Uni 
code). 
0037. Examples of ISP networks 120a and 120b include 
Wide Area Networks (WANs), Local Area Networks (LANs), 
analog or digital wired and wireless telephone networks (e.g., 
a Public Switched Telephone Network (PSTN), an Integrated 
Services Digital Network (ISDN), or a Digital Subscriber 
Line (xDSL)), or any other wired or wireless network. Net 
works 120a and 120b may include multiple networks or sub 
networks, each of which may include, for example, a wired or 
wireless data pathway. 
0038. Each of e-mail servers 130a and 130b may handle 
e-mail for e-mail users connected to ISP network 110a or 
110b. Each e-mail server may handle e-mail for a single 
e-mail domain (e.g., aol.com), for a portion of a domain, or 
for multiple e-mail domains. While not shown, there may be 
multiple, interconnected e-mail servers working together to 
provide e-mail service for e-mail users of an ISP network. 
0039. An e-mail user, such as a user of client system 110a 
or 110b, typically has one or more related e-mail mailboxes 
on the e-mail system that incorporates e-mail server 130a or 
130b. Each mailbox corresponds to an e-mail address. Each 
mailbox may have one or more folders in which e-mail is 
stored. E-mail sent to one of the e-mail user's e-mail 
addresses is routed to the corresponding e-mail server 130a or 
130b and placed in the mailbox that corresponds to the e-mail 
address to which the e-mail was sent. The e-mail user then 
uses, for example, an e-mail client program executing on 
client system 110a or 110b to retrieve the e-mail from e-mail 
server 130a, 130b and view the e-mail. 
0040. The e-mail client program may be, for example, a 
stand-alone e-mail application Such as Microsoft Outlook or 
an e-mail client application that is integrated with an ISP's 
client for accessing the ISP's network, such as America 
Online (AOL) Mail, which is part of the AOL client. The 
e-mail client program also may be, for example, a web 
browser that accesses web-based e-mail services. 
0041. The e-mail client programs executing on client sys 
tems 110a and 110b also may allow one of the users to send 
email an e-mal address. For example, the e-mail to an e-mail 
address. For example, the e-mail client program a executing 
on client system 110a may allow the e-mail user of client 
system 110a (the sending user) to compose an e-mail mes 
sage and address the message to a recipient address. Such as 
an e-mail address of the user of client system 110b. When the 
sender indicates the e-mail is to be sent to the recipient 
address, the e-mail client program executing on client system 
110a communicates with e-mail server 130a to handle the 
sending of the e-mail to the recipient address. For an e-mail 
addressed to an e-mail user of client system 110b, for 
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example, e-mail server 130a sends the e-mail to e-mail server 
130b. E-mail server 130b receives the e-mail and places it in 
the mailbox that corresponds to the recipient address. The 
user of client system 110b may then retrieve the e-mail from 
e-mail server 130b, as described above. 
0042. In an e-mail environment, such as that shown by 
FIG. 11, a spammer typically uses an e-mail client or server 
program to send similar spam e-mails to hundreds, if not 
millions, of e-mail recipients. For example, a spammer may 
target hundreds of recipient e-mail addresses serviced by 
e-mail server 130b on ISP network 120b. The spammer may 
maintain the list of targeted recipient addresses as a distribu 
tion list. The spammer may use the e-mail program to com 
pose a spam e-mail and instruct the e-mail client program to 
use the distribution list to send the spam e-mail to the recipi 
ent addresses. The e-mail is then sent to e-mail server 130b for 
delivery to the recipient addresses. Thus, in addition to receiv 
ing legitimate e-mails, e-mail server 130b also may receive 
large quantities of spam e-mail, particularly when many hun 
dreds of spammers target e-mail addresses serviced by e-mail 
server 130b. 
0043 FIG. 2 is a high-level functional block diagram of an 
e-mail server program 230 that may execute on an e-mail 
system, which may incorporate e-mail server 130a or 130b, to 
provide spam filtering. Program 230 includes an e-mail gate 
way 232 that receives all incoming e-mail to be delivered to 
user mailboxes serviced by the e-mail server and a user mail 
box 234. While only one user mailbox is shown, in practice 
there will tend to be multiple user mailboxes, particularly if 
the e-mail server is a server for a large ESP. E-mail gateway 
232 includes a global e-mail classifier 232a and a global 
e-mail handler 232b. User mailbox 234 includes a personal 
e-mail classifier 234a and a personal e-mail handler 234b, 
along with mail folders, such as Inbox folder 234c and Spam 
folder 234d. 
0044. In the implementation shown by FIG. 2, personal 
e-mail classifier 234a is implemented host-side, i.e. as part of 
the e-mail server program 230 included as part of the e-mail 
system running on, for example, ISP network 120b. Operat 
ing personal e-mail classifier 234a host side provides for 
greater mobility of an e-mail user. The user may access his or 
her e-mail from multiple, different client devices and cause 
personal e-mail classifier to be retrained as described below 
regardless of which client device is used. Personal e-mail 
classifier 234a, however, may be implemented client-side. 
0045 Also, the implementation shown by FIG. 2 illus 

trates a single personal e-mail classifier 234a used with a 
single user mailbox 234. However, a single personal e-mail 
classifier may be used for multiple user mailboxes. For 
instance, some ISPs allow a single user or account to have 
multiple user mailboxes associated with the user/account. In 
that case, it may be advantageous to use a single personal 
e-mail classifier for the multiple user mailboxes associated 
with the single account. The single personal classifier then 
may be trained based on feedback acquired based on the 
multiple user mailboxes. Alternatively, a single personal 
e-mail classifier may be used with each of the mailboxes, even 
if they are associated with a single account. 
0046. During operation, the incoming e-mail arriving at 
e-mail server program 230 passes through global e-mail clas 
sifier 232a. Global e-mail classifier 232a classifies incoming 
e-mail by making a determination of whether a particular 
e-mail passing through classifier 232a is spam or legitimate 
e-mail (i.e., non-spam e-mail) and classifying the e-mail 
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accordingly (i.e., as spam or legitimate), which, as described 
further below, may include explicitly marking the e-mail as 
spam or legitimate or may include marking the e-mail with a 
spam score. Global e-mail classifier 232a then forwards the 
e-mail and its classification to global e-mail handler 232b. 
Global e-mail handler 232b handles the e-mail in a manner 
that depends on the policies set by the e-mail service provider. 
For example, global e-mail handler 232b may delete e-mails 
marked as spam, while delivering e-mails marked as legiti 
mate to the corresponding user mailbox. Alternatively, legiti 
mate e-mail and e-mail labeled as spam both may be delivered 
to the corresponding user mailbox so as to be appropriately 
handled by the user mailbox. 
0047. When an e-mail is delivered to user mailbox 234, it 
passes through personal e-mail classifier 234a. Personal 
e-mail classifier 234a also classifies incoming e-mail by mak 
ing a determination of whether a particular e-mail passing 
through classifier 234a is spam or legitimate e-mail (i.e., 
non-spam e-mail) and classifying the e-mail accordingly (i.e., 
as spam or legitimate). Personal e-mail classifier 234a then 
forwards the e-mail and its classification to personal e-mail 
handler 234b. 

0048 If global e-mail classifier 232b delivers all e-mail to 
user mailbox 234 and an e-mail has already been classified as 
spam by global e-mail classifier 232a, then the classified 
e-mail may be passed straight to personal e-mail handler 
234b, without being classified by personal e-mail classifier 
234a. Alternatively, all e-mail delivered to user mailbox 234 
may be processed by personal e-mail classifier 234a. In this 
case, the classification of an e-mail as spam by global e-mail 
classifier 232a may be used as an additional parameter for 
personal e-mail classifier 234a when classifying incoming 
e-mail and may be based, e.g., on a spam score of a message. 
0049. Personal e-mail handler 234b handles the classified 
e-mail accordingly. For example, e-mail handler 234b may 
delete c-mails marked as spam, while delivering e-mails 
marked as legitimate to Inbox folder 234c. Alternatively, 
e-mail labeled as spam may be delivered to Spam folder 234d 
instead of being deleted. How e-mail is handled by personal 
e-mail handler 234b may be configurable by the mail recipi 
ent 

0050 Additionally or alternatively, visual indicators may 
be added to the e-mails so as to indicate whether the e-mails 
are spam or legitimate. For instance, all of the e-mails may be 
placed in the same folder and, when displayed, all or a portion 
of the legitimate c-mails may contain one color while the 
spam e-mails may contain another color. Furthermore, when 
displayed, the e-mails may be ordered according to their 
classifications, i.e., all of the spam c-mails may be displayed 
together while all the legitimate e-mails are displayed 
together. 
0051. Both global e-mail classifier 232a and personal 
e-mail classifier 234a may be probabilistic classifiers. For 
example, they may be implemented using a Naive Bayesian 
classifier or a limited dependence Bayesian classifier. While 
generally described as probabilistic classifiers, non-probabi 
listic techniques may be used to implement classifiers so 232a 
and 234a as described further below. For example, they may 
be implemented using a support vector machine (SVM) or 
perceptron. Furthermore, global e-mail classifier 232a may 
be implemented according to the teachings of the co-pending 
U.S. Patent Application, entitled “Classifier Tuning Based On 
Data Similarities.” filed Dec. 22, 2003, incorporated herein 
by reference. 
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0052 Generally, as probabilistic classifiers, classifiers 
232a and 234a make a determination of whether or not an 
e-mail is spam by first analyzing the e-mail to determine a 
confidence level or probability measure that the e-mail is 
spam. That is, the classifiers 232a and 234a determine a 
likelihood or probability that the e-mail is spam. If the prob 
ability measure is above a classification threshold, then the 
e-mail is classified as spam. The comparison between the 
measure and the classification threshold may be performed 
immediately after the measure is determined, or at any later 
time. 

0053. The classification threshold may be predetermined 
or adaptive. For example, the threshold may be a preset quan 
tity (e.g., 0.99) or the threshold may be a quantity that is 
adaptively determined during the operation of classifiers 
232a and 234a. The threshold may, for instance, be the prob 
ability measure that the e-mail being evaluated is legitimate. 
That is, the probability that an e-mail is spam may be com 
pared to the e-mail's probability of being legitimate. The 
e-mail then is classified as spam when the probability mea 
Sure of the e-mail being spam is greater than the probability 
measure of the e-mail being legitimate. 
0054 Before global e-mail classifier 232a is used to clas 
Sify incoming e-mail, global e-mail classifier 232a is trained 
using standard techniques known in the art. Then, during use, 
global e-mail classifier 232a is retrained as described below. 
0055 For training, a training set of e-mail is used to 
develop an internal model that allows global e-mail classifier 
232a to determine a measure for unknown e-mail. For 
example, in an implementation using an SVM, the training 
e-mail is used to develop the hyperplane boundary, while, for 
a Naive Bayes implementation, the training e-mail is used to 
develop the relevant probabilities. A number of features may 
be used to develop the internal model. For example, the text of 
the e-mail body may be used, along with header information 
Such as the sender's e-mail address, any mime types associ 
ated with the e-mails content, the IP address of the sender, or 
the domain of the sender. 

0056. Whenauser mailbox 234 is first created, the internal 
model for global e-mail so classifier 232a may be used to 
initialize personal e-mail classifier 234a. That is, the param 
eters for the internal model of global e-mail classifier 232a 
may be used to initialize the internal model of personal e-mail 
classifier 234a. Alternatively, personal e-mail classifier 234a 
may be explicitly trained using a training set of e-mail to 
develop its own internal model. One may want to explicitly 
train personal e-mail classifier 234a when the training algo 
rithms of global e-mail classifier 232a and personal e-mail 
classifier 234a differ. They a may differ, for example if dif 
ferent values for misclassification costs are used during train 
ing in order to make global e-mail classifier 232a less strin 
gent about what is classified as spam, as described more fully 
below. Then, during use, personal e-mail classifier 234a is 
retrained to track the user's Subjective perceptions as to what 
is spam, also described more fully below. 
0057. In general, global e-mail classifier 232a is designed 
to be less stringent than personal e-mail classifier 234a about 
what is classified as spam. In other words, global e-mail 
classifier 232a classifies as spam only those e-mails that are 
extremely likely to be considered spam by most e-mail users, 
while more questionable e-mails are left unclassified (or ten 
tatively classified as legitimate). The user then may fine-tune 
personal e-mail classifier 234a to classify the unclassified (or 
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tentatively classified as legitimate) e-mail along the particular 
user's Subjective perceptions as to what constitutes spam. 
0.058 A number of techniques may be used singly or in 
combination to achieve a global e-mail classifier 232a that is 
less stringent than a personal e-mail classifier 234a about 
what is classified as spam. One method includes choosing 
e-mails for the training set that are known to be considered 
spam by most reasonable users. For example, databases of 
known spam are available at http://www.em.ca/~bruceg/ 
spam and http://www.dornbos.com/spam01.shtml. Alterna 
tively or additionally, a large ESP may use feedback from its 
users to develop a training set for spam e-mails. By providing 
its users with a mechanism to report received e-mail as spam, 
an ESP can collect a number of e-mails that the majority of its 
Subscribers consider to be spam based on Some measure Such 
as a threshold number of complaints or a threshold percentage 
of complaints to similar e-mails passing through the system. 
Training global e-mail classifier 232a using training sets 
obtained in this manner automatically biases it to classify 
only those e-mails considered to be spam by a significant 
number of users. Then, as a particular user trains his or her 
personal e-mail classifier 234a, personal e-mail classifier 
234a will become more strict about classifying those e-mails 
the user would consider to be spam. 
0059 Another method uses different classification thresh 
olds for global e-mail classifier 232a and personal e-mail 
classifier 234a. As described above, global e-mail classifier 
232a and personal e-mail classifier classify an e-mail by 
determining a probability measure that the e-mail is spam. 
When the probability measure exceeds a classification thresh 
old, the e-mail is classified as spam. To bias global e-mail 
classifier 232a to be less stringent than personal e-mail clas 
sifier 234a, the classification threshold on global e-mail clas 
sifier 232a may be set higher than the classification threshold 
of personal e-mail classifier 234a. For example, the classifi 
cation threshold for global e-mail classifier 232a may be set to 
0.9999, while the classification threshold of personal e-mail 
classifier 234a may be set to 0.99. As another example, for a 
Naive Bayes implementation, the global e-mail classifier 
232a may be set Such that an e-mail is classified as spam when 
the probability measure of the e-mail being spam is greater 
than the probability measure of the e-mail being legitimate 
plus a certain amount (e.g. one half of the difference between 
1.0 and the probability of the e-mail being legitimate), while 
the personal e-mail classifier 234a may be set such that an 
e-mail is classified as spam when the probability measure that 
the e-mail is spam is greater that the probability measure that 
the e-mail is legitimate. 
0060. By using different classification thresholds, only 
e-mail with an extremely high likelihood of being spam is 
classified as such by global e-mail classifier 232a. In turn this 
means that more potential spam e-mail is let through, but this 
e-mail may be handled by personal e-mail classifier 234a, 
which can be tuned to the user's particular considerations of 
what is spam. In this way, global e-mail classifier 232a is less 
likely to mistakenly classify legitimate e-mail as spam e-mail. 
Such false positives can significantly lower the quality of 
service provided by the ESP. particularly when e-mail clas 
sified as spam e-mail by global e-mail classifier 232a is 
deleted. 

0061 Another method involves training or setting the 
classification thresholds of global e-mail classifier 232a and 
personal e-mail classifier 234a based on different misclassi 
fication costs. During classification, there is the chance that a 
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spam e-mail will be misclassified as legitimate and that legiti 
mate e-mail will be classified as spam. There are generally 
costs associated with such misclassifications. For the ESP. 
misclassifying spam e-mail as legitimate results in additional 
storage costs, which might become fairly Substantial. In addi 
tion, failure to adequately block spam may result in dissatis 
fied customers, which may result in the customers abandon 
ing the service. The cost of misclassifying spam as legitimate, 
however, may generally be considered nominal when com 
pared to the cost of misclassifying legitimate e-mail as spam, 
particularly when the policy is to delete or otherwise block the 
delivery of spam e-mail to the e-mail user. Losing an impor 
tant e-mail a may mean more to a customer than mere annoy 
aCC. 

0062. In addition to a variation in misclassification costs 
between misclassifying spam e-mail as legitimate e-mail and 
misclassifying legitimate e-mail as spam e-mail, there may be 
a variation in the costs of misclassifying different categories 
of legitimate e-mail as spam e-mail. For instance, misclassi 
fying personal e-mails may incur higher costs than misclas 
Sifying work related e-mails. Similarly, misclassifying work 
related e-mails may incur higher costs than misclassifying 
e-commerce related e-mails. Such as order or shipping con 
firmations. 

0063 Probabilistic, other classifiers, and other scoring 
systems can be trained or designed to minimize these mis 
classification costs when classifying an e-mail. As described 
above, generally the misclassification costs for classifying a 
legitimate e-mail as a spam e-mail are higher than the mis 
classification costs for classifying a spam e-mail as a legiti 
mate e-mail. With misclassification costs set to reflect this, a 
classifier trained to minimize misclassification costs will tend 
to erron the side of classifying items as legitimate (i.e., is less 
stringent as to what is classified as spam e-mail). Further, a 
classifier that has a higher misclassification cost assigned to 
misclassifying legitimate e-mail as spam e-mail will allow 
more spam e-mail to pass through as legitimate e-mail than a 
classifier with a lower misclassification cost assigned to Such 
a misclassification. 

0064. Thus, assigning higher misclassification costs for 
global e-mail classifier 232a than for personal e-mail classi 
fier 234a and training each in a way that minimizes misclas 
sification costs will result in global e-mail classifier 232a 
being less Stringent than personal e-mail classifier 234a as to 
what is classified as spam e-mail. For example, the misclas 
sification costs of misclassifying spam e-mail as legitimate 
may be assigned a value of 1 for both classifiers, while the 
misclassification costs of misclassifying legitimate e-mail as 
spam e-mail may be assigned a value of 1000 for personal 
e-mail classifier 234a and a so value of 10000 for global 
e-mail classifier 232a. Particularly when e-mail classified as 
spam by global e-mail classifier 232a is deleted, the misclas 
sification costs of classifying legitimate e-mail as spam is 
higher for global e-mail classifier 232a than for personal 
e-mail classifier 234a. Thus, in this situation, the assigned 
misclassification costs additionally reflect the actual situa 
tion. 

0065. There are well-known techniques that account for 
misclassification costs when constructing the internal model 
of a classifier. For example, A. Kolcz and J. Alspector, SVM 
based Filtering of E-mail Spam with Content-Specific Mis 
classification Costs, ICDM-2001 Workshop on Text Mining 
(TextDM-2001), November 2001 hereinafter Content-Spe 
cific Misclassification Costs, incorporated herein by refer 
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ence, provides a discussion of some techniques fortraining an 
SVM based probabilistic classifier in a manner that accounts 
for misclassification costs. 
0066. In addition to using varying misclassification costs 
between misclassifying spam e-mail as legitimate e-mail and 
vice versa, the classifiers 232a and 234a may be trained based 
on varying misclassification costs between misclassifying 
different types of legitimate e-mail as spam e-mail, which is 
also described in Content-Specific Misclassification Costs. In 
this case, the misclassification costs for each category of 
legitimate e-mail may be assigned a higher value for global 
e-mail classifier 232a than for personal e-mail classifier 234a. 
Table 1 illustrates an exemplary set of misclassification costs 
that may be assigned to the categories of legitimate e-mail 
described in Content-Specific Misclassification Costs and 
used to train personal e-mail classifier 232a and global e-mail 
classifier 234a so that global e-mail classifier 232a is less 
stringent than personal e-mail classifier 234a with regard to 
what is classified as spam. 

TABLE 1 

Legitimate Global e-mail Personal e-mail 
Category classifier classifier 

Personal 1OOOO 1OOO 
Business Related SOOO 500 
E-Commerce Related 1OOO 100 
Mailing Lists 500 50 
Promotional Offers 250 25 

0067. In addition to training a classifier in a manner that 
results in an internal model that minimizes misclassification 
costs, the classification threshold can be initially determined 
and set in a manner that minimizes misclassification costs. 
Thus, global e-mail classifier 232a may be biased according 
to higher misclassification costs using the classification 
threshold alternatively or in addition to biasing global e-mail 
classifier 232a through training. Co-pending U.S. Patent 
Application entitled “Classifier Tuning Based On Data Simi 
larities.” filed Dec. 22, 2003, describes techniques for deter 
mining a classification threshold that reduces assigned mis 
classification costs. 
0068 FIG. 3 is a flowchart illustrating a process 300 by 
which personal and global e-mail classifiers 232a and 234a 
are retrained. As described above, personal e-mail classifier 
232a may be retrained according to the user's subjective 
determinations as to which e-mails are spam. To do so, per 
Sonal retraining data is determined based on explicit and 
implicit user feedback about the class of the e-mails received 
in user mailbox 234 (310). Explicit feedback may include the 
user reporting an e-mail as spam, moving an e-mail from 
Inbox folder 234c to Sp folder 234d, or moving an e-mail 
from Spam folder 234d to Inbox 234c. Similarly, explicit 
feedback may include a user interface that allows a user to 
manually mark or change the class of an e-mail. 
0069. Implicit feedback may include the user keeping a 
message marked as new after the user has read the e-mail, 
forwarding the e-mail, replying to the e-mail, adding the 
sender's e-mail address to the user's address book, and print 
ing the e-mail. Implicit feedback also may include the user 
not explicitly changing the classification of a message. In 
other words, there may be an assumption that the classifica 
tion was correctly performed if the user does not explicitly 
change the class. If the described techniques are used in an 
instant messaging system, implicit feedback may include, for 
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example, a user refusing to accept an initial message from a 
sender not on the user's buddy list. 
0070 From the user feedback, an actual class (at least as 
perceived by the user) of the e-mails in user mailbox 234 is 
obtained. For example, an e-mail that is moved to Spam folder 
234d can be considered spam, while an e-mail that is for 
warded can be considered legitimate. The personal retraining 
data (i.e., e-mails along with the actual class) then is used to 
retrain personal e-mail classifier in a manner that adapts or 
refines the personal e-mail classifiers internal model So as to 
track the user's Subjective perceptions as to what is spam 
(320). For instance, the hyperplane boundary is recalculated 
in an SVM implementation or the probabilities are recalcu 
lated in a Naive Bayesian implementation. 
0071. Each e-mail in user mailbox 234 along with its class 
may be used as personal retraining data. Alternatively, only 
those e-mails for which the classification is changed, along 
with their new classification, may be used as the personal 
retraining data. Further, incremental or online learning algo 
rithms may be used to implement personal e-mail classifier 
234a. An incremental learning algorithm is one in which the 
sample size changes during training. That is, an incremental 
algorithm is one that is based on the whole training dataset not 
being available at the beginning of the learning process; rather 
the system continues to learn and adapt as new data becomes 
available. An online learning algorithm is one in which the 
internal model is updated or adapted based on newly available 
data without using any past observed data. Using an online 
algorithm prevents the need to maintain all of the training/ 
retraining data for each time personal e-mail classifier 234a is 
retrained. Instead, only the current retraining data is needed. 
0072 The retraining may occur automatically whenever a 
message is re-classified (e.g., when it is moved from Inbox 
folder 234c to Spam folder 234d or vice versa); after a certain 
number of e-mails have been received and viewed; or after a 
certain period of time has elapsed. Alternatively, the retrain 
ing may occur manually in response to a user command. For 
example, when an interface is provided to the user to explic 
itly mark the class of e-mails, that interface may allow the 
user to issue a command to retrain based on the marked class 
of each e-mail. 

0073. To retrain global e-mail classifier 232a, it may be 
appropriate or desirable to select a Subset of the aggregate 
personal retraining data (i.e., the aggregate of the personal 
retraining data for the user mailboxes on the server) (330). 
That is, the personal retraining data for multiple or all of the 
user mailboxes on the system may be aggregated, and then a 
Subset of this aggregate retraining data may be chosen as 
global retraining data. A number of techniques may be used 
singly or in combination to choose which e-mails from the 
aggregate personal retraining data are going to be used as 
global retraining data. For example, it may be desirable to 
select as global retraining data only those e-mails for which 
users have changed the classification. For each of these, the 
difference between the global e-mail classifiers’ probability 
measure for the e-mail and the classification threshold may be 
computed. Generally, those incorrectly classified e-mails for 
which the global e-mail classifiers estimate produces the 
greatest difference are the ones that will provide the most 
information for retraining. Accordingly, the e-mails for which 
the magnitude of the difference exceeds a particular amount 
(a threshold difference) are chosen as the global retraining 
data. The particular amount may be based on various system 
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parameters, such as the expected size of the aggregated per 
Sonal retraining data and the target size of the global a retrain 
ing data. 
0074 For example, ifa first e-mail was classified as legiti 
mate by global e-mail classifier 232a with a probability mea 
sure of 0.2 and the classification threshold is 0.9999, then the 
difference is 0.7999. If a threshold difference of 0.6 has been 
set, then the first e-mail would be chosen as retraining data. 
On the other hand, a second e-mail would not be chosen if the 
second e-mail was classified as legitimate with a probability 
measure of 0.6. For the second e-mail, the difference is 
0.3999, which is less than 0.6. 
0075 An e-mail and its classification also may be selected 
as global retraining data based on some measure that indi 
cates most reasonable people agree on the classification. One 
Such measure may be a threshold number of users changing 
the classification of the e-mail. For example, if the majority of 
e-mail users change a particular e-mail's classification to 
spam or, conversely, the majority of users change it to legiti 
mate, then the e-mail and its new classification may be chosen 
as retraining data. This technique may be combined with the 
one described above such that only those e-mails for which 
the classification has been changed by a threshold number of 
users may be selected from the aggregate personal retraining 
data. The difference is then calculated for those selected 
e-mails. 

0076. Other such measures may include the number of 
people per unit time that change the classification, or the 
percentage of users that change the classification. The mea 
Sure may incorporate the notion of trusted users, i.e., certain 
users who change their classification are weighted more 
heavily than other users. For example, the change in classifi 
cation from users Suspected of being spammers may be 
weighted less when calculating the measure than the changes 
from others who are not Suspected of being spammers. 
0077 Once selected, the global retraining data is used to 
retrain global e-mail classifier 232a (340). Retraining may 
occur periodically or aperiodically. Retraining may be initi 
ated manually, or automatically based on certain criteria. The 
criteria may include things such as a threshold number of 
e-mails being selected as the retraining data or the passing of 
a period of time. 
0078. As with personal e-mail classifier 234a, incremental 
or online algorithms may be used to implement global e-mail 
classifier 232a. Using an online learning algorithm eliminates 
the need to maintain the training/retraining data for each time 
global e-mail classifier 232a is retrained. Instead, only the 
current global retraining data is needed. 
0079. Once retrained, personal and global e-mail classifi 
ers 232a and 234a may be applied to unopened e-mail in a 
user's mailbox. For instance, if a user has 50 e-mails in his or 
her inbox and the user changes the classification on 20 of the 
e-mails, the personal and global classifiers 232a and 234a 
may be retrained based on this information. The retrained 
classifiers 232a and 234a then may be applied to the remain 
ing 30 e-mails in the user's mailbox before the user reads the 
remaining e-mails. The classifiers 232a and 234a may be 
applied to the remaining e-mails concurrently with the user's 
review of e-mails, in response to a manual indication that the 
user desires the classifier 232a and 234a be applied, or when 
the user decides to not review the remaining e-mails, for 
example, by exiting the e-mail client program. 
0080. The techniques described above are not limited to 
any particular hardware or software configuration. Rather, 
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they may be implemented using hardware, Software, or a 
combination of both. The methods and processes described 
may be implemented as computer programs that are executed 
on programmable computers comprising at least one proces 
Sorand at least one data storage system. The programs may be 
implemented in a high-level programming language and may 
also be implemented in assembly or other lower level lan 
guages, if desired. 
0081. Any such program will typically be stored on a 
computer-usable storage medium or device (e.g., CD-Rom, 
RAM, or magnetic disk). When read into the processor of the 
computer and executed, the instructions of the program cause 
the programmable computer to carry out the various opera 
tions described above. 
0082. A number of implementations have been described. 
Nevertheless, it will be understood that various modifications 
may be made. For example, while user mailbox 234 has been 
shown with multiple folders on the server side, this may not 
be so. Rather the client program may include various folders 
and the e-mail may be marked in a certain way so that the 
client program will know whether it is spam or not and place 
it in the correct folder. 
0083. Also, for instance, the above description describes 
classifiers 232a and 234a as classifying an e-mail as spam if 
the probability measure as to whether the e-mail is spam is 
over a classification threshold. However, instead of evaluat 
ing an e-mail for a probability measure that the e-mail is 
spam, classifiers 232a and 234a instead may determine a a 
probability measure as to whether the e-mail is legitimate and 
evaluate that probability measure to a “legitimate' classifica 
tion threshold. In this case, global e-mail classifier 232a is 
more liberal about what e-mails are classified as legitimate 
(which means, conversely, global e-mail classifier 232a is 
more stringent about what is classified as spam e-mail. For 
instance, global e-mail classifier 234a may evaluate an e-mail 
and determine that the probability measure that that the 
e-mail is a legitimate e-mail is 0.9. If the global e-mail clas 
sifier 234a has a classification threshold of, for example, 
0.0001, the e-mail would be classified as legitimate. 
0084. In general, classifiers 232a and 234a may be imple 
mented using any techniques (whether probabilistic or deter 
ministic) that develop a spam score (i.e., a score that is indica 
tive of whether an e-mail is likely to be spam or not) or other 
class score for classifying or otherwise handling an e-mail. 
Such classifiers are generally referred to herein as scoring 
classifiers. 

0085. Further, “classifying a message does not necessar 
ily have to include explicitly marking something as belonging 
to a class, rather, classifying may simply include providing 
the message with a spam or other class score. A message then 
may be handled differently based on its score. For example, a 
message may be displayed differently based on varying 
degrees of 'spamminess.” A first message, for instance, may 
be displayed in a darker shade of red (or other color) than a 
second message if the spam score of the first message is 
higher than the spam score of the second message (assuming 
a higher score indicates a greater chance the message is 
spam). Also, there may not always bean explicit classification 
threshold, but rather, the classification threshold or thresholds 
may simply be the score or scores at which the treatment of a 
message changes. Moreover, changing the class of an e-mail 
may include not only changing from one category to another, 
but also may include changing the degree to which the e-mail 
belongs to a category. For example, a user may be able to 
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adjust the spam score up or down to indicate the degree to 
which the user considers the e-mail to be spam. 
I0086 Classifiers 232a and 234a also may be designed to 
classify e-mail into more categories than just strictly spam 
e-mail or legitimate e-mail. For instance, at a global level. 
e-mails may be classified as spam e-mail, personal e-mail, 
and legitimate bulk mail (other categories are also possible). 
This allows other policies to be developed for global mail a 
handler 232b. For example, if there is a high probability that 
an e-mail is not a personal e-mail, but it only has a small 
probability of being legitimate bulk e-mail, global mail han 
dler 234b may be set to delete the e-mail. On the other hand, 
if the probability that the e-mail is a personal e-mail is lower, 
global mail handler 232b may be set to pass the e-mail to user 
mailbox 234. Furthermore, a user may establish different 
categories of mail such as work related, bulk e-mail, or news 
related. In this way, a user may work to organize his or her 
e-mail, or to otherwise quickly identify e-mails belonging to 
certain categories. Likewise, there may be different catego 
ries of spam e-mail. Such as mortgage related or porno 
graphic, at the personal and/or global level. Thus, as used, 
classifying an e-mail as non-spam e-mail should be under 
stood to include also classifying an e-mail in a Sub-category 
of non-spam e-mail and classifying an e-mail as spam e-mail 
should be understood to include also classifying an e-mail in 
a Sub-category of spam e-mail. 
I0087. The above techniques are described as being applied 
to e-mail spam filtering. However, the techniques may be 
used for spam filtering in other messaging media, including 
both text and non-text media. For example, spam may be sent 
using instant messaging or short message service (SMS), or 
may appear on Usenet groups. Similarly, these techniques 
may be applied to filter spam sent in the form of images, 
Sounds, or video. 
I0088 Accordingly, other implementations are within the 
Scope of the following claims. 

1.-58. (canceled) 
59. A system for classifying electronic messages, compris 

ing: 
a client device of a user comprising one or more hardware 

processors and a non-transitory computer-readable 
medium containing instructions that, when executed by 
the one or more hardware processors, cause the client 
device to perform operations comprising: 
receiving a plurality of electronic messages addressed to 

the user; 
classifying the plurality of electronic messages accord 

ing to a personal classifier of the user, 
generating retraining databased on input received from 

the user regarding at least one of the electronic mes 
Sages; and 

providing the retraining data to a global classifier. 
60. The system of claim 59, wherein the global classifier is 

a probabilistic message classifier that updates, using the 
retraining data, an internal global model for determining 
whether a message is spam. 

61. The system of claim 59, wherein the personal classifier 
is a probabilistic message classifier that updates, using the 
retraining data, an internal personal model for determining 
whether a message is spam. 

62. The system of claim 59, wherein the input received 
from the user indicates that the user considers the message to 
be spam. 
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63. The system of claim 62, wherein the input received 
from the user comprises one or more of the following instruc 
tions: keeping the at least one of the electronic messages as 
new after the at least one of the electronic messages has been 
read; forwarding the at least one of the electronic messages; 
replying to the at least one of the electronic messages; print 
ing the at least one of the electronic messages; and adding a 
sender of the at least one of the electronic messages to at least 
one address book. 

64. The system of claim 62, wherein the input received 
from the user comprises at least one instruction for reporting 
the message as spam or moving the message to a spam folder. 

65. The system of claim 59, where the global classifier is 
less selective than the personal classifier. 

66. The system of claim 59, wherein the electronic mes 
sages comprise one or more of emails, instant messages, and 
SMS messages. 

67. A computer-implemented method for classifying elec 
tronic messages, the comprising the following operations 
performed by at least one processor: 

receiving, by a client device of a user, a plurality of elec 
tronic messages addressed to the user; 

classifying, using an application executed by the client 
device, the plurality of electronic messages according to 
a personal classifier of the user, 

generating, using the application executed by the client 
device, retraining databased on input received from the 
user regarding at least one of the electronic messages; 
and 

providing, by the client device, the retraining data to a 
global classifier. 

68. The computer-implemented method of claim 67. 
wherein the global classifier is a probabilistic message clas 
sifier that updates, using the retraining data, an internal global 
model for determining whether a message is spam. 

69. The computer-implemented method of claim 67. 
wherein the personal classifier is a probabilistic message 
classifier that updates, using the retraining data, an internal 
personal model for determining whether a message is spam. 

70. The computer-implemented method of claim 67, 
wherein the input received from the user indicates that the 
user considers the message to be spam. 

71. The computer-implemented method of claim 70, 
wherein the input received from the user comprises one or 
more of the following instructions: keeping the at least one of 
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the electronic messages as new after the at least one of the 
electronic messages has been read; forwarding the at least one 
of the electronic messages; replying to the at least one of the 
electronic messages; printing the at least one of the electronic 
messages; and adding a sender of the at least one of the 
electronic messages to at least one address book. 

72. The computer-implemented method of claim 70. 
wherein the input received from the user comprises at least 
one instruction for reporting the message as spam or moving 
the message to a spam folder. 

73. The computer-implemented method of claim 67, where 
the global classifier is less selective than the personal classi 
fier. 

74. The computer-implemented method of claim 67. 
wherein the electronic messages comprise one or more of 
emails, instant messages, and SMS messages. 

75. A computer-readable non-transitory medium contain 
ing instructions that, when executed by one or more proces 
sors of a client device of a user, cause the client device to 
perform operations comprising: 

receiving, by the client device of the user, a plurality of 
electronic messages addressed to the user; 

classifying the plurality of electronic messages according 
to a personal classifier of the user; 

generating retraining databased on input received from the 
user regarding at least one of the electronic messages; 
and 

providing, by the client device, the retraining data to a 
global classifier. 

76. The computer-readable non-transitory medium of 
claim 75, wherein the global classifier is a probabilistic mes 
sage classifier that updates, using the retraining data, an inter 
nal global model for determining whether a message is spam, 
and wherein the personal classifier is a probabilistic message 
classifier that updates, using the retraining data, an internal 
personal model for determining whether a message is spam. 

77. The computer-readable non-transitory medium of 
claim 75, wherein the input received from the user indicates 
that the user considers the message to be spam, and wherein 
the global classifier is less selective than the personal classi 
fier. 

78. The computer-readable non-transitory medium of 
claim 75, wherein the electronic messages comprise one or 
more of emails, instant messages, and SMS messages. 
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