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SYSTEMS AND METHODS FOR CONTROLLING
ROBOTIC STANDS DURING VIDEOCONFERENCE OPERATION

CROSS-REFERENCE TO RELATED APPLICATIONS

001 This apphication clatms the benefit of UK. provisional patent application no.
617925982, filed Japuary 10, 2014, and US. provisional patent appheation no. 62415899,
filed June 23, 2014, the entire disclosures of whach are bereby mcorpurated by reforence

herein i thew entuety and for sivy pugpose.

TECHNICAL FIELD

{0062 The present discloswre  relates  generally to videoconforencing.  Morg
partticutarly, vartous examples of the present disclosure relate to a robotic stand and systems

and methods for controlling the stand during a videoconference.

BACKGROUND

{0003] Videoconforencing  allows two or more locations (o commanicate
simultancously or substantially  stmultancously via audio and video transmissions.
Videoconferencing may connect individuals (such point-to-point calls between two unils,
also known as videophono calls) or groups {such as conforence calls betwesn midtiple
locations). In other words, videoconferencing inclhudes calling or conferencing on a one-on-
one, one-fo-many, OF many-to~many basis.

[6804] Each site participating i 8 videoconference typically has videoconferencing
cquiptnent capable of two-way audio and video transmiissions. The videoconforencing
cquipment generally includes a data processing unit, an awdio input and output, & video iyt
and output, and @ network commection for data wransfer. Sonte or all of the components may be

packaged e a single piece of equipment.

SUMMARY

{0005] Examples of the disclosure may include a method for operating a robotic stand
supporting a computing device during a videoconforence cstablished between the local
computing device and one or more remole computing devices. The method may include
displayving, by a display of 3 remote device, a control mterface depicting a conference raommn

that includes a schematic of a conference room table and a phurality of attendee positions,
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providing, rosponsive 1o a user of the remote device intoracting with the control terface, a
positioning instruction 1o event the robotic stand about af least o pan axis or a G axis so that
a display and 3 camera of the computing device faces at least one attendec position, wherein
the robotic stand supporting the computing device 1 physically focated i the conference
room depicted by the control interface, and transmutting, by the remote device, over a
communication nebwork, a signal indicative of the positicning instraction to the robotic stand.
{06806] Examples of the discloswe may include avtomatically nacking an object
during a videoconference with a computing device supported on a robotic stand. The method
may rchude secctving an tmage with o camera, transmitting an electrical signal containing
the pixel information of the 1mage © at least one processing unit, determining, by the at least
oue processing unit, 8 focation of a source of the pixel information of the image, and rotating

the robotic stand abouot at feast one of @ pan axis or a tilf axis withowt further aser interaction

to anm the computing device st the location of the sowrce of the pixel mbfwmation of the
mage.
{a007] Examples of the disclosure may include & method for operation of a robotic

stand supporting 8 computing device during a videoconference. The method may inclade
displaying & control interface depicting a physical location that includes a plarality of robotic
stands with respective computing devices, providing a selection instnuction selecting a region
of the physical location for viewing with one of the phashiy of robotic stands with respective
computing devices, whereir cach of the plurality of computing devices at least ineludes a
display amd a camera, and connecting to at least one of the plurality of robotic stands
inchiding a respective computing device, wherein the at loast one of the phuality of robotic
stands including a respective computing deviee 18 selected based at least on proximity o the
region of the physical location.

[0008] Examples of the disclosure may include & method for operation of a robouic
stand supporting & computing device during a videoconforence. The method may include
displaving, on a display of a emete deviee, a control interface showing a plurality of views
available from the robotic stand supporting the computing device, providing, responsive to a
user of the remowe device interacting with the control interface, a selection conupand
selecting one of the plarality of views, and wramsmitting, by the romote device over a
compnuneations network, a signal indicative of the selection command to the robotic stand

supporting the computing device,

Bt
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BRIEF DESCRIPTION OF THE DRAWINGS

{{H109] The accompanying drawings, which are incorporated in and constitute a part
of the specificationy, Hlustrate examples of the disclosure and, together with the general
description given above and the detmled description given below, serve to explun the
prineiples of these examples,

{po18] FIG. 1 s a schomatic diagram of a videoconference network system in
accordance with an embodiment of the disclosare,

LIRS FIG. 2A 15 a schematic diagram of a remote compating device in accordance
with an embodiment of the disclosure.

{12 FIG. 2B is a schomatic diagram of a local conputing device in accordance
with an embodiment of the disclosore.

{8013] FIG. 3 15 an example mterface for imteracting with one or more local
computing devices 1o accordancs with an embodiment of the disclosure.

{0014] FIG. 4 1 an example schematie view of a workspace nterface n accordance
with an embodiment of the disclosure,

{001 5] FIG. 5 s an example schematic view of a conference room which may be
displayed as a user interface in accordance with an embodiment of the disclosure.

{0815} FH3. 6A isan example static object editing interfiace of one conference room
editing mode 1 accordance with an cmbodiment of the discloswre.

{0017 FIG. 6B is an example dvnamic object editing interface of another conference
room editing mode in accordance with an embodiment of the disclosure.

|8018] PIGL 7 s a schematic diagram of & grid control user mterface showmyg stored
locations in accordance with an embodiment of the disclosige,

{6619] FIG. 815 a schemanie diagram of 3 mobile grid control user interface showing
stored locations in accordance with wn emboediment of the disclosure,

{86248| FIG. 9 13 3 schematic diagram of a robotic stand in accordance with an
embodiment of the disclosure,

o021} FIG. 10A 15 a side clevation view of a local computing device mounted onto a
robotic stand in accordance with an embodiment of the disclosure,

j8022] FIG. 10B iy a rear isometric view of a local computing device mounted onto @
rbotic stand i accordance with an enbodiment of the discloswe.

{6023] FIG. 11 is a front elevation view of a robotic stand tn accordance with an

embodiment of the disclosure.
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{6024 FIG. 12A s 3 side clovation view of a local compuiing deviee mounied onte a
robotic stand 1 a tilted configuration in accordance with an embodiment of the discloswre.
{8025 FIG. 12B ts a schematic diagram of a focal computing deviee mennted onto a
robotic stand in a tilted configuration in accordance with an embodiment of the disclosare.
{0026] FIG. 13 s a flowchart llustrating a set of operations for orienting a lfocal
computing dovice supported on 3 robotic stand in accordance with an cmbodiment of the
disclosure.

{8027 FIG. 14 s o flowchart illusteating a set of operations for remotely controlling
a onentatton of a focal computing device supported on a robotic stand in accordance with an
embodument of the disclosure,

{a028] it shoold be understood that the drawings are not necessarily o seale. In
cerfain instances, details that are not necessary for an onderstanding of the disclosure or that
render other detmls difficelt o perceive may have been omitted. In the appended drawings,
stmilar components andior features miay have the same reference label It should be
understood that the clamed subject matter s not necessardy limited to the particular

examples of arrangements Hlusteated herein.

DETAILED DESCRIPTION

{0029 The present disclosure describes examples of robotic stands for use in
conducting 8 videoconference. The robotic stand, 8 local computing device, and & remote
conpufing device may be in commuucation with ong another duding the videpconference.
The local computing device may be mounted onto the robotic stand and may be electrically
coupled 1o the stand {c.g. iy clectromic commmnication with the stand}. A remote participant
in the videoconference, or other entity, may control the orientation of the local computing
device by interacting with the remote compiging device and generating motion conunands for
the robotic stand. For examiple, the remote partictpant niay generate pan andfor nh conwnands
using the remote computing device and tramsmit the commands to the local computing
device, the robotic stand, or both. The robotic stand may veceive the conunands and rotate the
local computing device about a pan axis, a tilf axis, or both in gocordance with the commands
recetved from the remote participant, As such, a user of o romote computing device may
comtrol the orientation of a local compuating device m real-time during a Hve videoconference.
Additionally, the robotic stand may be commanded by the aser o autonomousty perform

certain tasks, such as follow a speaker i the spoaker is moving around while talking, move
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boteroen twe set positions based on a divection of # speaker, establish preset locations as the
robotic stand scans a room, ofo. Morecover, one or more robotic stands and local computing
devices may be lovated in varicus locgtions v and ground an office complex that vy be
operated by ong or mors remote asers to imteract with individuals m and around the office
complex.

{6830] FIG. 1 s a schomatic diagram of a videoconforence system 100 in accordance
with an emsbodiment of the disclosure. The videoconference system 100 may include one or
more remote computing deviees 108, o conumunications network 110, one or more servers
115, a local computing deviee 120, and a vobotic stand 125 Although not depicted, the
videoconference system HI0 may include network equipment (such as modems, routers, and
switches) to facibitate commanication through the nebwork 110,

031} The one or more remote compoting devices 103 may mehude, bt are not
fimited to, a deskiop compuder, a laptop compater, a iablet, a smart phone, or any other
computing device capable of transmitiing and recciving videoconforence data, Each of the
remote computing devices 105 may be confiswred o compumicate over the network 110 with
any mumber of devices, incloding the one or more servers 113, the local computing devicg
12€, and the robotic stand 123, The network FH may comprise one or more networks, such
as campus area networks (CANs), focal arca networks (LANS), metropofitan arca networks
{MANS), porsonal arca networks (PANS), wide area networks {WANs), cellolar networks,
andfor the Internet. Compaunications provided to, from, and within the nehwork 110 may be
wired andfor wireless, and further may be provided by any networking devices known in the
avt, now or i the Rdure. Dovices commurucating over the network TH may communicate by

L

wav of various commuancation protocols, mclading TOPAPR, UDP, R8-232, and IEEE M
[0032] The one or more servers 115 may wmehude any type of processing resources
dedicated to performing certain functions discussed herein. For example, the one or morg
servers 115 may include an application or destination server configured to provide the remote
andfor local computing devices 103, 120 with access to one or more applications stored on
the server. In some emboduments, for examyple, an application server may be configured to
stream, fransmit, or otherwise provide application data to the remote andfor local computing
devices 1035, 120 such that the devices 108, 120 and an application server may establish a
session, for exaniple a video chiond session, i which a user may utilize on the remote or local
computing devices 105, 120 a particular application hosted on the application server. As
another example, the one or more servers 115 may include an Inmtemet Content Adaptation

Protocot (1CAP) server, which may reduce consamption of resources of another server, such
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as an application server, by separstely porforming operations such as content filiering,
compression, and virus and malware scanning.  {n particular, the ICAP server may perform
operations on content exchanged between the remote and/or local computing devices 105,
120 and an application server. As a further example, the owe or more servers 1S may include
a web server having hardwave and software that defivers web pages and related content w0
chengs {e.g. the remote and local computing devicos 105, 120) via any type of markup
language {e.g., HyperText Markup Language (HTML) or eXtensible Markup Language
{XMLY) or other suttable language or protocol.

{8033 The focal computing device 120 may include a laptop computer, a tablet, a
smart phone, or any other mobile or portable computing device that is capable of transnutting
and receiving videoconference data. The local compunng device 120 may be a mobile
computing device inclading a display or screen that i capable of displaying video data. The
local computing device 1240 may be mounted ooto the robotic stamd 125 to permit a user of
one of the remote computing devices 103 o remotely orient the local conputing device 120
during a videoconference. For example, a user of one of the remote computing devices 103
may remotely pan andfor ult the local computing device 120 during 8 videoconference, for
example by controlling the robotic stand 125 The local computing device 120 may be
clectrically coupled to the robotic stand 125 by o wired connection, 3 wircless connection, or
both,  For example, the local computing device 120 and the robotic stand 125 may
commumcate wirclosshy using Bhutooth,

{6034 FIG. 2A is a schematie diagram of an exanple remade computing devies. FIG.
2B is a schematic diagram of an example local computing device. FIG. 6 is a schamatic
diagram of an example robounc stand. As shown m FIGS. 24, 2B, and 6, the remote
computing device(sd 103, the local computing device 120, and the robotic stand 123 may
cach inclade a memory 205, 235, 605 n communication with ong oF MoTe Processing units
210, 260, 610, respectively, The memory 205, 255, 605 may inchude any form of computer
readable woemory, fansitory or non-transitory, including but not lmited o externally or
internally atached hard~disk drives, solid-state storage (such as NAND flash of NOR flash
media), vered stovage solutions, stovage area wetworks, newwork attached storage, andior
optical storage. The memory 203, 255, 603 pay store executable instructions for execution
by the one of more processing units 216, 260, 810, which mayv include ong or more Infegrated
Circuits {ICs), a Digital Signal Processor (D8P}, an Application Specifie 10 (ASIO), »
contratler, a Progranmmable Logie Deviee {(PLDY), a logic circuit, or the like. The one or more

processing wnits 210, 260, 610 may include & gonerabpuipose programmable processor

&
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controller for excouting application programming or mstnitions stored in memory 205, 2358,
603, The one or more processing units 210, 2640, 610 mav include mudtiple processor cores
ardfor mmplement pualtiple virtual processors. The one or mare processing units 210, 260, 6160
may mchode & plarality of physically different processors. The memory 2085, 255, 603 may
be encoded with executable instructions for causing the processing units 210, 266, 810,
regpectively o perform acts described herein, In this manner, the romote computing device,
local computing device, andfor robotic stand may be programmed to perform functions
described berein.

{0835 ftis to be understood that the atrangement of compating components
described herein is quite flexible. While a single meniory or processing wiit may be shown
i a particudar view or deserthed with respect to 8 particular systeny, i is to be snderstood that
maultiple memories andfor processing units may be emploved to perform the deserthed
fimetions,

16036] With reference to FIGS. 2A and 28, the remote computing device(s) 103 and
the local computing device 120 may inclode a web browser modale 215, 265, respectively.
The web broveser modules 215, 263 may inclode executable msteactions eagoded i memony
205, 255 that may opursto in conjunction with ong or more processing waits 210, 260 o
provide functionality allowing cxccution of a web browser on the computing devices 108,
128, respeetively. The web browser module 215, 265 may be confipwed to execute code of a
wieb page andéor application. The web browser modude 215, 265 may comprise any web
hrowser application known in the arf, now of in the future, and may be executed in any

operating cnvironment or system. Example web browser appheations inchude Internet

Explorer®, Mozila Firefox, Safa Google Clrome®, or the hke that enables the

computing deviers 103, 120 {0 format otie of more requests and send the requests to the one
or more servers TS

{837) With continued reference to FIGS. 24 and 2B, the romote computing
dovice(s) 185 and the local computing device 120 may inchide a video cliont modude 220,
270, respectively. Each video client modude 220, 270 may be a software application, which
miay be stored 1o the memory 205, 255 and executed by the one or more processing wiits 210,
260 of the computing devices 105, 120, respectively. The video chent modudes 220, 270 may
trgbsmit video data, audio dats, or both through an cstablished session between the one or
e remote computing devices 105 and the local computing deviee 120, respectively, The

session may be established, for example, by way of the network 110, the server(s) 113, the
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wib browser modules 215, 265, or any combination thoreof, In one implementation, the
sesston 1s extablished between the computing devices 105, 120 via the Internet.
{0038 With further reforonce to FIGS. 2A and 2B, the remote computing device(s)

115 and the local computing device 120 may include a control module 225, 275, respectively.

Each control modude 235, 275 may be a sofoware application, which may be stored in the
memory 203, 235 and cxecated by the one or more processing enits 210, 260 of the
computing devices 105, 120, respectively. Each control module 223, 275 may transmit andfor
receive motion control data thwough an cstablished session between the one or more remote
cornputing devices 1 and the local computing device 120, sespectively, The motion control
data may contain motion commands for the robotic stand 123

{839 in some implementations, the video client modales 220, 270 and the control
modules 225, 275 are standalone software appheations existing on the computing devices

133, 120, respectively, and runsing i parallel with one another, In these iﬂ'@k’.fﬂﬂi}t’&iiﬂns,

the video chent modules 220, 270 may send video and audio data through a first session
established between the video client modules 220, 270, The control modules 225, 275 may

ran in paratiel with e video cliont modales 220, 270, respectively, and-somd motion control

27

data theough a second session established between the control modudes 225, 275, The first
amd sccond sessions may be cstablished, for example, by way of the network 11, the
server(s) 113, the web browser modules 215, 265, or any combination thoreof In one
implementation, the first and sccond sessions are established between the respective modules
via the hidernet

{8640] In some mmplementations, the video client wodule 229, 270 and the control
module 223, 375 are combined together into a single software application exisiing on the
computing devices 1S, 120, respectively. In these implementations, the vidio chient modules
220, 270 and the control modules 225, 275 may send viden data, andio data, and/or motion
control data through a single session established between the compuotng devices 103, 120
The single sesston may be established, for example, by way of the network 110, the server(s)
115, the web browser madides 215, 265, or any combination thereof. In one inpleroesiation,
the single session is established between the camputing devices 15, 120 via the Internet,
{0841} With specific reference to FIG. 24, the one or more remote computing devices
105 may include a motion control input module 238, In some implomentations, the motion
contrel mput madule 230 may be combined together with the video cliont modale 220, the
control module 223, or both into a single software application. In some muplementations, the

motion control input modele 230 may be a slandalone software application existing on the
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one or more rémote computing devices 105 The motion control input module 230 may
permit a user of a remote compuiing device 103 o control the movement of the local
computing device 120, For example, the motion control input module 230 may provide
various graphical user fnterfaces for display on a screen of the remote computing device 105,
A gsor may interact with the graphical user interface displayed on the remote computing
device 103 to gonerate motion control data, which may be wansmitted 1o the local computing
device 120 via a scssion between the computing devices 105, 120, The motion control data
may contain motion conwnands generated from the user’s input nto the moetion control mput
module 23 and may be used to remotely control the orientation of the local computing
device 126

{8042] With specific veference to FIG. 2B, the focal compoting device 120 may
mclede a motion control outpat module 280, In some mplementations, the motion control
auiput module 2880 may be combined fogether with the video client modele 278, the vonirol
module 275, or both mto a single software application. In some implementations, the motion
control output module 280 may be a standslone software appheation existmg on the local
computing device 1200 The motion control oulput module 280 may reesive motion control
data from the video chent modele 220, the control medele 225, the motion controd mput
madule 230 {e.g., a user interface module), the video chient modude 270, the control module
273, or any combunation thereof The motion conirod output modale 280 may decode motion
conumands from the motion contrel data. The motion control output medele 280 may transmit

the motiing contrel data mohuling votion conuvands 1o the robotic stand 1235 via a wired
and/or wireless connection. For example, the motion control output modude 280 may transmit
motion control data inclading motion conunands o the stand 125 via a physical mterface,
such as a data port, between the focal computing device 120 and the stand 125 or wirelessly
over the network [} with any compmnncation protocol, mcluding TCRAP, UDP, RE-232,
and IEEE 802.11. In one implementation, the motion control output modude 280 transmits
motion control data inchuding motion comrmands to the stand 125 wirelessty via the Bhetooth
conynunications pretocal.

{06843} Although not depicted in FIGS. 24 and 2B, the one or more remote computing

devices 103 and the local computing device 120 may nchude any nuanber of wmput andfor

output devices including bt not limited to displavs, touch screens, keyboards, mive,

comannncation interfaces, and other switable mput andéor outpig devices
{0044] One or more remote computing devices 3 i conjunction with one or more

{ocal computing devices 1S mouanted onto respective robotic stands 125 may be used to form

9
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s ieractive videoconferonce. The one or more focal computing devices 120 mounted on
thew respective mbotic stands 125 may be placed at vanous locations on or around 3
conference roowm table, an office comaplex, andiov office workspaces, With regards to the
conference table, one, some, or all of the remabning locations around the conference room
table may be ocoupied by an attendee or another local computing device 120 mounted on a
robotic stand 125, In such 3 layvout, the attendees around the conference room table and the
users operating the local computing devices 120 mounted on the robotic stands 125 may
interact with one another. The local computing devices 120 mounted on the robotic stands
125 may move around {pan and 1t} so that the wsers of the local compuating devices 120 may
see the other individuals and other local computing devices 120 situated around the table. The
movement of the local computing deviees 120 via the robotic stands 1235 may be controlled
by an associated user at o remote compating device HIS using one ov more control interfaces
The control interfaces may be associated with the motion condrol inpud modide 230, the
control module 225, the video clicnt module 220, or combmations thereofl The control
iterfaces may provide the user with the ability to manipulate the divection the local
computing device 120 is facing by movement of the respective robotio stand 125, The control
mterface or interfaces may implement a user interface that may provide the remote user a
schematic ar other view of the setting in which the local computing device 124 is located. For
example, if the videoconforenee I8 in a conference room, the layouwt of the conference room
may be shown as a plan view i the interface.
{6045] With regards o an affice complex and office workspaces, user mferfaces nwy
depict a schematic view of the area swrrounding a local computing device 120 mounted o a
robotic stand 123 located at a location within the office complex, e.g., a break room, or
within a workspace, ©.g., a collection of cubicles andfor work tables, A user of @ remote
computing deviee 108 may select an interface assoctated with an area of the office complex
or an office workspace o view andfor interact with individuals around the selected focal
computing devieg 120 mownted on a respective robotic stand 125 The wser of the remote
computing device 105 may addiionally manipulate the orentation of the selected local
computing deviee 120 vie the regpective robotic stand 125 and aceess nformation regarding
individuals located around that avea. For example, a user of the remote computing device may
seleet a local computing devicr 120 in an satry way of an office complex and be provided
social media mformation gssociated with individuals located in the enlry way. The soqal
media information may be provided by the server 115 of the videoconforencing system 100,

for example.

10
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{0646} Addittonally or ahersatively, the wser, through the same or addivional
wmicrfaces, may input condifions that will allow the local computing deviee 120 and the
robotic stand 125 to operate autonomously i accordance with said conditions, For example,
a user at a remote computing device 105 may set conditions for the local computing device
128 to aatomatically move {pan and/or 13lt) fo face whatever partner (or other focal computing
device) s speaking.

{6047] FIG. 3 15 an example office mterface 300 for interacting with one or more
local computing devices in accordance with an embodiment of the disclosure. The interface
300 may be used to mterface with one or more local computing devices 120 mounted on 2
robotic stand 125 locared in various lncations in and around an office complex, for example,
A user at a remote computing device 105 may select the interface 300 fronmr a web browser
module, for example, such as the web browser modide 215, The user may then connect with
and mioract with varioes locations around an office complex, for example, that may be
available thwough the mterface 300, The remwte computing device 105 and the local
computing device 120 i combination with the robotic stand 125 may be programmed to
implensent the interface 300 so that the user at thelr romote computer device 105 interacting
with the mterface 300 may manipudate one or more local compting devices 120, The
mterface 30 may be incloded with the motion control input module 238, the control modals
225, the video client module 220, or combinations thereot.

j0848] The office interface 300, or simply the interface 300, may have multiple pancs
for a user to inferact with to operate ong or more local computing devices 120 mounted on a
respective robotic stand 125 placed m various tocations around an office complex. For case
of reference herein, a local computing device 120 mounted on a robote stand 125 way be
referred to as a local computing device 1204 obotic stand 125 combingtion. The man view
302 of the nterface 360 shows a particular location around an office building that 1s viewable
by a local computing device 120/obote stand 125 combination. For example, the view 302 1s
of a sitting arca in an office and mway just be one view available by the associated logal
computing device 120robotic stand 125 combination displaying the view 302 to a user at a
remote computing device 103, The view 32 may be a preset view for this particular Tocal
computing device 1204cbhotie stand 125 combination. The pane 304 of the interface 300 nay
show other proset vicws available for this particular local computing device 126/ robotic stand
125 combination.

{0049] A user, via thelr romote computing device 105 displaying the mterface 300,

may select one of the two images shown in the pane 34 © move the viewing area of the
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igeal computing dovice 120 by the vohotic stand 125 1o view those arcas within the office
complex. The picturesiicons shown in the pane 304 mav be a still frame takmy at a price
time, at installation of the local computing device 1204obotic stand 125 combmation for
example, or they may dynanucally apdate based on the last time the {ocal computing device
204 obotic stand 125 combination was viewing that divection. The pane 304 depicts othey
available prescis that have yet to be populated, which are shown by the dotted Hnea, A aser
may manually move the local computing device 120/robotic stand 128 combination and store
other views m the unused preset locations,

{0856} The icons shown in pane 306 offer a user functions for manipulating the local
computing device 1200obotic stand 125 combination. For example, the icon at the far vight
may, by selecting, cause the Jocal computing device to autoscan the viewspace and store
focations of individuals appearing in the viewspace, These stored locations may then be
selected by a user to automatically move the local computing device 12{¥rohotic stand 125
combination o view that mdividual. The nuddle con, shown as a face i a segmenied squate,
if selected, may center the viewspace on an individual. I there 1s only one mdividuad shown,
then the Jocal comapuding deviee may conter the mam view 302 op that individual If|
however, there are multiple options, then the user may be prompted to select the desired
target for contering.

{HISE] The icon on the left in the pane 306 shows a face with a bubble o the top Teft.
This icon, when sclected, may cause the interface 300 to display information regarding one or
all of the individuals displaved i the main view 302, as depicted by the name above the head
of the individhal shown in the main view 302, This wformation may implement facial
recogmition 1o determune the wdentity of the individual, from an employvee database for
exampie, and allow the {ocal computing devics 124, the server 113, or the remote computing
device 105 1o scress various databases to deliver mformation regarding the one or morg
mdividuals. For example, the remote computing device 105 may access the individuals
Likedin™ profile and display any conumon contacts the aser of the romote computing
dovice 105 and the individual shown in the pwin view 302 may have. Additionally; any
number of databases and social wedia websites may be accessed and corvesponding
information overlaid on the interface 3080 for viewing by the user of the renote computing
device 105, The informmtion accessed may mchude 3 whole range of inputs, such as the
pudividual’s Twitter™ foed, Facebook™ postings, or any’ other publiclky availsble

information.



WO 2015/106156 PCT/US2015/010898

{0852 The pane 38 of the interface 300 may display other ocal computing devices
1204qobotic stand 125 combinations at vartous other locations around the office comples, for
exampie, and their statas. Thetr status may show if they are available for using and operating.
As discussed above, the status may be unavailable, available, or in use but others may join.
As before, the status may be determined by the color of the label for a particular focation. In
addition o the starus of the varioes locations, the pane 308 may show other settings for cach
of the locations. Next to the locations are two symbols, o phoune and a lock, which may alert a
user o sottings of the particular location. The phone, depending on #s color, may alert a user
that the local computing device 12 robotic stand 125 combination at a partioudar location is
set fo auto-answer when a user afempis to aceess if. In muto-answer mode, the user may be
astomatically given access by selecting the picture for that location. If auto-answer is
disabled, a vser may regaive an individual in proximity 1o the location to answer the call and
grant the user access. Further, the lock micture may mform a wser that the local computing
device 120frobotic stand 125 combination at that location may require a password to be
entered before aceess is to be pranted.

{0853 A user may select the pichoe of an available focation that inchudes one o
more compating device 120hoboetic stand 123 combinations as shown in the pane 308 to
tansfor to that location. If the user were to seloct the location labeled “Electrical Lab” fow
example, the user may then be prompted to enter a password before being granted access to
the local compating device 120/rcbotic stand 125 combination located in the Electrical Lab.
The interface 300 may then show any preset locations for that particelar location. For
example, the interface 400 of FIG. 4 may be displaved 1o the mam view 302 or the intorface
400 may replace te interface 300 on a2 user’s romote computing device 1058 to show the
available locations, When one of the other avatlable focal computing device 120/ robotic stand
125 combinations 15 scleeted, the view shown m the mam view 302 may change 1o an
associated camera view or inferface schematic of the area,

{H154] The pane 310 may show other local computing devicgs 1207 robotic stand 1235
combinations available to or known by a user, their locanon, and thelr status. A user, for
example, may have a local computing device 120fobotie stand 123 combination at thew
house that they may access through the web portal. These additional locations may be
associated with 3 user profile and stored as such.

{8035] The pane 312 nwy give a user control functions of local computing device
120, For example, a user may be able to adjust a volume level and microphone level of the

focal computing deviee 120, end a session or call with that particalar device. Additionally,
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other views of the office or other mterfacts may boaccessed through this pane. For example,
a pan view of the office complex showing the lovation of the various local computing
devices may be accessed by seleeting the 1con on the feft. Vartous other fimetionalities may
be added to the pane 312 at any time throagh software apdates.

U] FIG. 4 is an example schomatic view of a workspace bterface 400
accordance with an embodiment of the disclosure. The workspace interface 400, which may
simply be referred to as the interface 400, may be displaved as a user interface for interacting
with various individuals located in the workspace using the videoconferencing system 100
The mterface 408 may be a pawrt of a videoconforencing software or standalone software

exceuted by the local compmi;ng device 120, the remote computing device 105 andior the

servers 115 of the systemy 100, The interface 400 may allow a user stationed at a remote
computing device 103 to manpulate one or more of the {ocal compoting deviees 120/robotic

stands 123 combinations.

{6057] A user of a remote computing deviee 103 may select the view 400 from, for
exanple, a hist of availuble views, as shown in the pane 308 of the nterface 300, The
mterface 460 may allow the wser & the remote computing device 103 to intoract with the
various focal computing dovices 120/robotic stands 125 combinations and workspaces shown
therein. The mterface 400 may be part of one or miore of the contol modules 225, 275, the
wib browser module 215, the motion control input modide 230, the video client modale 220,
or combinations thereof. The mterface 400 and all corresponding fanctions accossible therein
may be progranumed so that the user at thew remote conputing device 105 mteracting with
the interface 400 may manipulate one or more local computing devices 120/obotic stands
125 conthinations. The example schenatic mierface 400 shows a plan view of a workspace
weith a number of desks and stations shown throyghout the workspace and may be referred to
as the workspace interface 400 or simply the interface 400, The interface 400 also shows the
focation of several local computing devices 120/robotic stand 123 combinations.

|8058) Three tocal computing device 120fobotic stand 123 combinations are shown
in the workspace labeled 12001251, 120/125-2, and 12¥125-3. The ficld of view of a comera
associated with the focal computing device 120 is depicted by the dashed hines. The three
focal computing device 120/obotic stand 123 combinations mway be accessed by one or more
users from their respoctive remote computing devices 105 m order to inferact with individuals
focated at varous positions within the workspace depicied by the interface 400, Additionally,
not shown in FIG. 4. cach local computing device FH/robotic stand 123 combimation jcon

may be shown in different colors that mform a potential user of their respective state of use.
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For example, a local compuating dovice that is shown in red may naan that it is 1 wse and that
no other user may join, Green may indicate that the local computing deviee 120/robotic stand
125 combination 13 free and available, and yellow may mdicate that the local computing
device 120/robotic stand 123 combination awrently has at least one user but 1s avalable for
maultiple users fo join. A user may select one of the local computing device 128/ohotic stand
125 combinations, as long as it is available, to interact with local positions by cheking {by
mouse or touch screen) the desived local computing device 12robotic stand 123
combination. Once the session has begun, the user may operate the local compuoting device
120 to move its robotic stand 125 and face a destred divection andéor indvvidual within the
workspace. Alternatively, a user may sclect & position on the interface 400, Oliver for
example, and the user mterface 404 may select the best local computing deviee 120/robotic
stand 125 combination for interacting with Oliver. For example, i deviee 120/125-1 15
available, then the user interfzcr 48 may select that device for the user: However, i device
120/125-1 15 not avalable, then the user interface 400 may use the next best option, which
may be the device 12001252 in thus example. As such, a user may have two options for
selecting a device for mteracting with the vavious positions within the workspace -~ by
selecting a specific local computing device 120/robotic stand 125 combination or by selecting
the desired position within the workspace and ketting the user interface 300 deternnne what
dovice to use. It is desoribed that the mterface 400 15 making detcrminations, but the
determinations may be made by the server 15, the control modide 223, the motion control
wput modale 230, or combinations thereaf.

{6859] When multiple users are sharing 8 single focal computing device 20frobotic
stand 125 combination, the conwol of that device may be implemented in various manners.
For example, the user that tmbiated the video conference may maintain control until they
wrminate their feed or until they gramt another user control. Alternatively, control may
periodically transfer from one wser fo another i a detervived or random fashion so that
controd varies dwring the deration of the video conference. Various other methods may be
kuown and smplenwented by those of skill in the art such as voting by all users for & specific
view to place the tocal computing device 120,

{6060 Additionally, cach of the positions shown i the workspace may he stored by
the Tocal computing device 1207obotie stand 128 combinations so that a user of a ronote
commputing device 103 associated with 2 focal computing device 120 may command the
robotic stand 123 to move the local computing device 120 1o view a specific position by

selecting that position on the interface 400, The selection of the position may be through the
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click of & mousce awsor on that position or by touching that position if the remote computing
device 145 includes a touchsoreen display. Coordmates for the pan, tit, or other dircction of
the focal computing devicesrobotic stand combination may be associated with each of the
tfocations shown i FIGL 4, for example.  Selecting one of the lastrated positions in the
displaved interface may cause the robotic stand 125 to pan, tilt, andfor rotate to a position
such that the illustrated individual may be viewed by the remeoete user of the local computing
device 103,

{6061] FIG. § 15 an example schematic view of a conference room which may be
displaved as 3 wser inerface M0 i accordimce with an cobodiment of the disclosige. The
mterface 300 may be ysed with the videoconferencig system 100, and may be accessed
through the interface 300 or it may he accessed divectly throagh a web-portal or ok sentto a
remote user. The example interface 300 shows a plan view of a conference room table with a
mgmber of locations shoown arcund the perimetor of the table and may be referved 1o as the
conference room interface SO0 or simply the interface SO0, The mterface 500 may be partof a
videoconferencing software or standalone software exceuted by the local computing device
120, the romote computing device 108 and/or the serecrs 113 of the svstom 108, The
conference room interface 300 may allow a wser of a remuote computing device 103 to
manipulate a local computing device 120/robotic stand 125 combination located at a position
inn the conference room as reprosented by fhe interface SME The interface 300 may be
accessible to the user through the web browser modale 213, the control module 223, the
motion control nput moduele 230, the video client module 320, or combinations thereof.
{8062} The focal computing device 120/robone stand 125 combination i3 shown on
one side of the table and is shown to be pointed 1n a specific divection. The ficld of view of a
camera associated with the loeal compating device 120 i depicted by the dashed hney and
shows that the local computing device 120 is facing the Parmer 2 location. The Partner
focations 1-3 may each be occupied by an attendee or another local computing device 120
mounted to a respective robotie stand 125, Additionally, each of the Partner locations -5
may be stored by the interface 506 so that o uwser of a remote computing deviee 105
associated with the focal computing device 120 may compand the robotic stand 125 t© move
the locat computing device 120 to view a specific Partner location by selecting that Partmer
{ocation on the interface, The sclection of the Parter location may be through the click of a
mause cursor on that Partner or by touching that Partner location if the remote computing
device 105 inchudes a touchsereen display. Coordinates for the pan, tit. or other direction of

the local computing deviceirobotic stand combination may be associated with vach of the
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igeations shown in FIG. &, for cxample. Selecting one of the ilhustrated pariners @ the
displayed mterface may cause the robotic stand o pan, tilt, andfor rofate to a position such
that the Husteated parer may be viewed by the remote user of the koeal computing device.
63 The lustrated Partnors {and in some examples, other elements which may be
displaved in the schematic view suach as, but not hmuted to, white boards, chalkboards,
displays, scresns, of other objects in the reony) may accordingly be dynansic clemenss baving
coordinates associated with them for causing the robotie stand to otient the local conputing
device toward the object. Coordinates of the Partner locations and any other clements may
aeed to be stoved by the interface 506 1n the memory 233 of the local computing device 120
during a sctup stage, for cxample, which may be performed by a user from a remote
computing device 103 or from a technology adnunistrator mstalling the focal computing
device 120fohotic stand 125 combination in the conference room. The stored locations, as
disouased, may be used ag icons for moving the local computing device 120Achotic stand 125
combination by a user with a single selection of the icon i the mierfuce 300,

{8064] FIGS. 6A and 6B are example interface schomatics of two editing modes of
the conference room wode. FIG. 6A i3 an oxample static object editing interface 6040 of ong
confernce room cditing mode m accordance with an embodiment of the disclosurs and FIG
6B is an cxample dynanue object editing interface 614 of another conference room editing
mode in accordance with an embodiment of the disclosure. The two editing modes may be
part of the conference room mode and may be muplemented when a videoconferencing
session ocours, of prior o the occurrence of the session. Before the videoconferencing
session takes place, a technology adwinistrator or a physical (or wirtual) attendee 1o the
videoconference session may configure the conference room mode of the system 100, The
wehnology  administrator may configure the confersnce room mode through the local
computing device 126 The configaration may wtilize the static object editing mterface 606 o
configere a physical lavout of the conference room, e.g., the shape (square, round, oval) and
size of the conference room fable and the munber and location of the Pacler positions. This
configrration may help virtual attendees to get the feet of the room and have an
understanding of where the other virtualireal attendees are focated with respect to their Jocal
computing device 120 location in the actual conference room. Additionally, the technology
admimstrator may also need to mstall the local compuiting device 20/robotic stand 125
combinations at various positions arcund the confercoce room table.

o863 Afier the static configuration of the conference room is configured, the

technology administrator may then configure the conference roum mode for dynamic objects
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asing the dynamie object oditing mterface 6140, The cditing intorface 610 may be wsed
configure the focal computing device 120/0botie stand 125 combinations that are physically
w the conferenee room to have presct locations for cach of the Partner locattons around the
conference roon {able. Each stored location may include a pan location and a it amowunt 3o
that the local computing device 120 15 properly facing any individeal or other local
computing device 120 at each of the ocoupied Partner locations. The dynamic configuration
may take place before any or all of the attendees ave i place, but may be done once they are
all seated. For example, if a tall attendee is located at Parter location 4 {of FIG. 5), then the
dynamic object editing interface 610 may be used to set a pan location so that the local
computing device {20 pans to Partner location 4 and a ult amount, hikely up in this instance,
may also be get. Ouee the tlt and pan for Parmer location 4 18 set, the eser of the focal
computing device 120 through the conference room mode interface of FIG. § may select the
Partmer 4 location and the local computing device 120 by the robotic stand 125 may be
automatically moved to face the attendee 1 that location,  As shown mm FIG, 6B, a pan
location and il amount may be associated with cach Parner location around the conference
room table schomatic, The shder to the night of the Partner image I for adjusting the ik The
circle o the left of the Partner images head Is for deleting that position indicating that that
focation 15 not accupied. The mmage of the local computing device 128 may be rotated 1o
associate a pan location for each of the Partner locations.

j{H166] Altemnatively or additionally, the technology administtator sefting uwp the
physical confercnce romm with the local computing deviee 120/robotic stand 125
combination sy only configure the static objects of the room, e.g., the size and shape of the
conference room table and the potential Pavtner focanions. Then, once the videoconference
has begun, the user of the local computing device 120 nwy use the dynamic objeet edifing
mterface to set a pan location and a tit angle for each attendec.

{067) The users of the local compating devices 120 through thew respective remote
computing devices 105 may have other opuions through the conference room maode. The
conference room maode iterface 500 may allow & user o set thair local computng deviee
120¢robotic stand 125 combination 0 avtomatically track an attendee so that if e attendee
were to get up and move around the focal computing deviee 120 may continuously face that
attendee. The tracking could be done by monitonng and using the changing pixel patterns of
the video camera assoctated with the local computing device 120, Alternatively, the local

computing device 120 may coplov audio tracking via the speaker array assuming the
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attendes on the move is-also speaking. This fanction may boewseful i there 15 @ white board 1n
the conforence room and an attendes gets up to uiilize the white board while speaking.

{8068] The movoment of the keal computing dovice 120 may also allow a user to
mstruet it to wack the face and eyes of a Partmer when that Partner 1s in view. For example, if
facial and eve wacking are engaged and the person in view looks off to one side and up, the
local computing device 120 may instruct the robotic stand 125 o follow the eyefface
moverant of that person so that the user of the local device 120 may see what caught that
person’s attention. It may be another attendes at o conforcnce room table or another
imdividual wadking into the roon In thas way, the aser of the Tocal computing device 120 may
be able to better interact with the surrounding of the local computing deviee 120,

{106Y] On the other hand, the focal computing device 207robotic stand 125 may be
{imited n ity viewable area andfor control by the user of the remote compusting device based
on access privileges, The acecss privileges mayv be assigned to the remote user based on their
assoctation with the group hosting the local computing device 120/robolic stand 123
combination. Linuting the viewable area, or virtual blinders, may be mmplemented when a
videoconference is initiated with individeals from another organtzation, for example, and
ecourring in a sensitive location. By hmiting the viewable arca or Imiting the control of the
other individual, the videoconference may occur without worry of the person fivim the other
orgamization viewing seasitive mformation,

{9678 The conference room made vig the interface S0 may also allow the user of
the local computing device 120 to control various aspects of the conference room, if
permission to do so s granted. The user may be able {o adjust lighting fovels, volume of
speakers i the conference room and control of a projector system. For instance, if the aser is
giving a prosentation fo be displayed on a screen, the user may be able to control the
presentation sequence, adjust highting levels down for better viewing, and alter the volume on
a local speaker. Additionally, if the wser may also have access and control of a speakerphone
in the conference roon that she can wse to call other individuals during the videoconforae
without asking an attendee n the conference room 1o assist.

{0871 FIG. 7 s 8 schematic diagram of a grid control user interface 700 showing
stored tocations in accordance with an embodiment of the discloswre. The grid view 700 nay
be overlaid on top of the video feed shown at a romote computing device 105 or tuay be an
itertace of the control software of the videccomierencing system 100, The gnd view 706
may be switched to from another viewfinterface of the control software. Puntber, any

pusitions saved on a previous inferface or mode of the contrel software mayv also show op
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after switching to the grid view T8 For example, i a user switched from the conforence
room mode as shown in FIG. 5 and three of the Partner locations were saved, then those three
Partner focations would show up i the grid view 700, The saved Partnper locations may be
represented by the boxes 1-3. The user, however, may be prompted with a box asking if any
ovalt of the saved positions showld be replicated i the new view. The user, at that prompt,
may be able fo clear somwe or all of the saved posttions.

{8672} FIG. 8 is a schomatic diagram of a mobile grid control user interface 800
showing stored locations i accordance with an embodimant of the disclosure. The mobile
iterface 300 may be overdaid on top of the video feed shown at a romole computing device
105 or may be an inferface of the control software of the videoconferencing system 103, The
mobile fnterface 300 may be switched to from another view/tnterface of the control software.
Further, any positions saved on a previous mterface or mode of the control software may also
showw up after switching to the mobile mterface 3 For example, if a aser switched from the
workspace mode as shown in FIG. § and three of the positions were saved, then those three
positions would show up 1 the mobile interface 80{. The saved positions may be represented
by the cireles 14, Tho user, however, may be prompied with a box asking i any ot all of the
saved positions should be replicated In the new view. The aser, af that prompt, may be able o
clear some or alf of the saved positions.

6673} The mobile view 800 offers additional control from a mobile device, which
may allow a aser on a {ablet or smartphone o control the position of a local computing
deviee 120fobotic stand 125 combination. In addition 1o saving locations, as depicted by the
filled 1y cirele 2, which 15 displaved as a snwall cotored dot at the top right of the apper gnid
R02. Each stored position may have a different color that corresponds between the circles 1-4
and the sowall dots displayed on the epper grid 802, After a position s stored, a user may
mave the local computing device 120 with the robotic stand 125 to that position by cither
selecting one of the circles 14 located in the bottom control portion 804 or by selecting a

corresponding small dot located in the wpper grid 302,

{0674] Additionally, a user may be able to manually manipulate the view of the focal
computing device 120 by paing andior tiling the device. A user wmay control the robotic

stand 125 of the local computing device 120 either through the control buttons located i the
bottom control portion 804 or through the upper grid 802, When using the botfom buttons,
the user may hold 3 button pomting m the dircetion the user would bike the local computing
device fo move. The length of tme the user holds the button will deternune the amount of

movement of the device. Further, the device may not move until after the aser removes
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pressure from the butten. Button here rofors to an icon or ocation of a touch sereen devige
The button in the mudidie of the four vontrel buttons may center the local computing device
128, e, conter an individual in the viewing area.

{R75] The user may also move the local computing device 120 by placing & finger on
the upper grid 802 and moving the finger in the divection the user would tike © move the
local compating device 120 as shown by the current position indicator and the goal position
indicator vector labels on FIG. 8 The distance and divection on the upper grid 802 that the
user moves therr finger {ov stylus) may determine the movement and final locanon of the
iocal computing device 129, The local computing device 120, however, may not move untd
the user releases his finger from the touch soreen and/or upper prid 802,

{8076] The provided wser interface examples may be implemented asing any
computing systen, such as bat not Bated to a desktop computer, @ laptop computer, a tablet
cotputer, & smart phone, or other compating svstems. Generally, a compusting system 105 for
use m implementing example user mierfaces described herein may inchude one or move
processing wulsy 210, and may mclude one or more computer readable medinms {which
may be transitory of non-iransitory and may be implomented, for example, wsing any typeof
memry or electronic storage 205 accessible to the compating svstem [05) encoded with
executable mstructions that, when executed by one or more of the processing unit(s) 210,
may cause the compating system 1S to inplement the user iterfaces described horein. In
some examples, thorefore, a competing systom 105 may be programmed to provide the
example user interfaces described beremy, inclading displaying the deseribed images,
recetving deseribed inpmg, angd providing deseribed outputs to a local componing deviee 120,
a motorized stand 125, or both,

{8077 Further, the wierfaces dincussed above may alse mclude kevboard shorta
commands andéor icans configred to make the local conmputing device 120/ obotic stand 125
perform vartous predetermined actions. The keyboard shorteut commands and the clickable
icons may be preset or configurable by a user andfor an administrator. The conumands, using
an initiation meochamism {¢.g. sclecting an jcon, fyping a conwmand}, may cause the local
computing device 120/rebotic stand 123 1o perform motion-based gestures that others would
interpret as body language-type comnumication. For example, 8 user at a remote computer
may click on a bow won on thewr view of the inderface 300 that may cause the robotic stand
125 to move the local conyputing deviee 120/1n aipup and dowa forward are to covegy a bow,
Other gestures may include shaking the local computing device up and down o signify a
“yes” response and side fo side to signify a “no” rosponse. The inchusion of icons or other
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mterfaced for commanding the robotic stand 1o perform 2 selécted gesture may allow the

foval compuiing device {28/robotic stand {23 combination an additional mechamism for
conveying conumuncation to the other user{s} located i the confercuce room or other venue.
{0078] An additional scenario for the videoconferenang system 100 may be where a
single user gt a remote computing device is simuftancousty interacting through and
controlling susdtiple local computing deviges 120/robotic stands 125 combinations. In this
scenanio the user raay be prompted with an tuterface that shows o matrix of boxes with cach
hox showing the view of a respective local computing device 1260 The user may be able to
seleet a box to manipdate the view of the assoctated focal computing devige 120,
{0679 Alternatively, when there are several remote users associated with their own
{ocal compating device 1207obotic stand 125, cach of the romote asers may be able to view
the video feed from ong, some, or all of the other video feads. Similar to above, sach remote
wser may have 3 matrix of boxes on thewr interface with each box showing the view of a
respective local computing device 1200 In thus operational mode, cach remote user may be
granied varying degrees of controliaccess for each of the viewable local computing devices
120 shown on their matrix, The degrees of controlfaccess may rangs from ondy viowing and
listening 1o the feed, being able o speak without sending video, to full access and control o
anather local computing devies 120,
{0688 Farther, the software and intecfaces for contrelling the local computing device
20fobotic stand 125 combination may be web-based and accessible from any remote
computing device 105 with an tuernet conwection. The remate computing device 1035 in this
scenario could be physically located just aboot anywhere. To take advantage of the full video
conferencing capabilities the remote compating device may need a video camera, but the
systern HIO may operate without a video feed from a remote computing device HIS, A user
this scenario may only need (o be sent a link vie cnail or text message that may be followed.
The hnk may lead to a web-based part&i with all of the interfaces discassed herein accessible.
The link may be seat from an administrator setting up the videoconference or from another
remote attendes. H semt by a remote sitendee, the remote attendes may be able to send a bnk
that would pull up a portal that replicates the sender’s portal, eg., & matix of other views,
pre-configured conference room mode with Partner locations, eote. The sending  user,

however, may be able to set control fevels for the sew user on any mumber of the gvailable

local computing devices 124,
{0881 With reference to FIG. 9, the rebotic stand 125, which may be referved to as a

motarized or remotely-controllable stand, may inclode a memory Y05, onc or more processor
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amits 210, o rotary actuator module 13, a power module 935, a sound medule 835, or any
combination thereof. The memory 963 may be In conmmuucation with the one or more
processor units 910, The one or more processor units 910 may receive motion control data
nclading wotion conwnands from the local computing device 120 via a wired or wireless
data conmection. The motion control data nmay be stored 1n memory 903, The one or more
processor anits 91 may process the motion control data and transmit motion commands twa
rotary actoator module Y13, In some implementations, the one or more processor units Y10
include a pndtipoint control unit (MCLD.

{0882} With contimued reforence o FIG. 9, the sotary actaator wmodule 913 may
provide control of an angular position, velocity, andior aceeleration of the focal computing
device 1200 The rotary actuator module @15 may receive a signal containing motion
conpnands from the one or more processor units 910, The motion conpnands may be
associated with one ov owre rotational axes of the robotie stard 125,

{0083] With further reference to FIG. 9, the rotary setuator module 915 may include
one o morg rotary actuators 924, one or more amplifiers 925, one or more encoders Y30, oy
any combination thereof. The rofary achuator(s) 220 may receive a motion command signal
from the processor wnk(s) 910 and produce a rotary motion or forgue in response to recelving
the motion command signal. The amphifier(s) %25 may magmfy the motion command sigral
recoived from the processor unit(s) 210 and transsut the amphified signal to the rotary
actuator(s) 920, For implementations asing nuitiple rotary actuators 928, a separate amplifier
925 may be assoctated with cach rotary actuator 926, The encoder(s) 930 may mweaswe the
position, speed, andfor acceleration of the rotary actuator{s) 920 and provide the measured
data to the processor unit(s) 910, The processor wmt(s) 910 may compare the measured
position, speed, and/or acceleration data to the commanded position, speed, and/or
acceleration. If a discrepancy exists between the measured data and the commanded data, the
provessor umit(s) 910 may generate and tansmit & motion command signal to the rotary
actuator(s} Y20, causing the rotary actuator(s) 920 o produce a rotary motion or forque in the
appropriate dirccton. Once the measured data is the samwe ns the commanded data, the
processor ani{s) Y10 may cease generating & mofion conwnand signal and the rotary
aotuator(s) 920 may stop producing a rotary moOUon or forque.

{0684 The rotary actustor module 913 may include a servomotor or a stepper motor,
for example. In some implementations, the rofary actuator module 915 iacludes multiple
servomotors associated with different axes. The rotary actuator modale 915 may include a

first servomotor associated with a first axis and a second servomator associated with a second



WO 2015/106156 PCT/US2015/010898

axis that is angled relative to the first axds. The first and second axes may be perpendicular or
substantially perpendicular to one another. The first axis may be a pan axis, and the second
axis may be a tilt axis. Upon recetving o motion commnand signal from the processor unit{s)
910, the first servomotor may rotate the local compating device 120 aboot the Ffirst axis.
Likewise, upon recetving & motion command signal from the processor unit(s) @14, the
sceond servormotor may rofate the oeal computing device 120 about the second axis. In some
tmplementations, the rotary actuator module 913 may include a third scrvomotor associated
with a third axis, which may be perpendicular or substantially perpendicular to the first and
second axes. The thud axis way be a roll axys. Upon recetving a motion conmmmand signal
from the processor anii(s) 910, the durd servomotor niy rotate the local computing device
120 about the durd axis. In some implementations, a user of the remote computing device
HES miay control a fourth axis of the local computing device 120 For example, a user of the
remote computing device 108 may remotely control a3 zoom functionabity of the local
computing device 120 real-ime during a videoconferenge. The remote zoom functionality
may be associated with the control modules 225, 273 of the remote and local conyputers 105,

120, for example.

{0085 Still referring to FIG. 9, the power module 935 may provide power to the
robotic stand 125, the local computing device {20, or both, The power module 935 may

include a pover source, such as a battery 940, line power, or both. The battery 940 may be
cleetrically coupled to the robotic stand 125, the local computing device 120, or both. A
hattery managemay module 945 may nontfor the charge of the battery 940 and report the
state of the battery 940 to the processor wut{s) 910 A local device charge control module
956 may be ei&cm‘icaiiy coupled between the battery management module 945 and the local
computing device 120, The {ocal device charge control module 930 may momtor the charge
of the local romputing device 120 and report the state of the local computing device 120 1o
the batfery management module 945, The batiery management module 943 may control the
charge of the battery 940 based on the power demands of the stand 125, the local comiputing
device 120, or both. For example, the battery management module 945 may restrict charging
of the local computing device 120 when the charge of the battery 940 15 below a threshold
charge level; the charge rate of the battery 940 1s below a threshold charge rate level, or both.

{0086] With continued reference to FIG. 9, the sound module 935 may nclude 3
speaker system 960, a microphone array 963, a sound processoy 974, or any combination
thereof. The speaker system 960 may include one or more speakers that convert sound data

e

received from a remote computing device 105 into sound waves that are decipherable by
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videoconference participant(s) at the local computing device 120. The speaker systom 96D
may form pat of an audio svstem of the videoconference system. The speaker system 960
may be infegral to or connecied to the robotie stand 125

|O087) The microphone array 963 may inclade one or more microphones that receive
sownd waves from the envirormment associated with the local compating device 120 and
copvert the sound waves into an cleotrical signal for transmission to the local computing
device 120, the remote computing device 105, or both danng a videoconterence. The
nucrophone array 965 may include three or more microphones spatially separated from one
another for triangulation purposes. The microphone array 963 oy be directional such that
the clectrical signal containing the local sound data includes the divection of the sound waves
received at cach nucrophone. The microphone array 9635 may transmit the directional soand
data in the form of an electical signal to the sound processor 970, which may use the
directional sowmd data fo determine the lecation of the sound source. For example, the spand
progessor Y70 may use irangulation methods 1o determing the sowrce location. The sound
processor 970 may transont the sound data 1o the processor unit(s} $16, which may use the
sourcy data to gengrate motion commands for the rotary acteator(s} 920. The sound processor
970 may transmit the motion control commands to the rotary actuator modide 913, which
may produce rotary motion or iovque based on the copunands. As such, the robotic stand 1258
may awtomatically track the sound originating around the local computing deviee 120 and
may aim the local computing device 120 af the sound sowrce without user interaction. The
sownsd processor 970 oiay transmut the directional sound data to the local computing device
120, which in tum may transwoit the data to the remote compating device(s) 105 for use
connection with a graphical user interface.

{0088 As cxplained above, various modules of the remote computing device(sy 108,
the local computing device 120, and the robotic stand 123 may conununicate with other
modules by way of a wired or wireless connection. For exaraple, various modules may be
cogpled to ong ancther by a serial or parallel data comnection. {n some implementations,
vartous moduales are coupled to one another by way of a serial bus connection.

{0089] With reference to FIGS. 10A and 10B, an example local companng device
1602 is mounted onto an example robotic stand 1M, The local compating device 1002 may
be cleetnically coupled to the stand 1004 via a wued andior wireless connection. The tocal
computing device 1002 is depicted as a tablet computer, but other mobile computing devices

may be supported by the stand 1004

)
b



WO 2015/106156 PCT/US2015/010898

{0696 The focal computing device 1082 mav be securely held by the rebotic stand
1004 such that the stand 1004 may move the foeal computing device 1002 about various axes
without the ocal covoputing device 1002 slipping relative fo the stand 1004, The stand 1004
may include a vertical grip 106 that retains a lower edge of the local compusting device 1002
{see FEG. 10A). The stand 104 may inclode horizoutal grips 1008 that retaim opposing side
edges of the local computing device 1002 {see FIGS. 10A and 10B). The vertical and
horizontad grips 1006, 1008 may be attached o an articulable arm or tltable member 1010
The vertical grip 1006 may be non-movable relative to the tiltable member 1010, whereas the
horizontal grips 1008 owmy be movable relative to the tiltable member 1010, As shown
FIGS. 10B and &, the horizontal grips 1008 may be coupled to the tiltable member 1010 by
elongate arms 1012, The borizontal grips 1008 may be ngidly or rotationally attached to free
ends of the arms 1012, The other ends of the arms 1012 may be pivotally atached to the
tiltable member 1M about pivet pomts 1014 (sep FEG. &), The clonpate arms 1012 may
reside in g common plane {see FIGS, 10A and 10B).

{6091] As shown m FIG, 11, the elongate ams 1012 may be biased toward one
ancther. A spring may be concentrically arranged about-the pivot axds 1014 of at feast one of
the arms 1612 and may apply 2 moment 1016 to the anms 1812 abowt the pivot axis 1014,
The moment 1016 may create a clamping force 1018 at the free onds of the arms 1012, whach
may cause the horizontal grips 1008 to engage opposing sides of the local conmputing device
132 and compress or pinch the local computing device 1002 between the horizontal grips
TOOK. To addution to applying a lateral compressive firce to the local computing device 1042,
the horzontal grips 100R may apply & downward compressive force 1o the focal computing
device 102 sach that the device 1002 is compressed between the horizontal grips 100K and
the vertical grip 1006, For example, the horizontal grips 1088 may pivet m a cam-hike motion
andior be made of an elastomeric material such that, upon engagement with opposing sides of
the focal computing device HHI2, the grips 1008 apply a downward force to the local
computing device 1002, As shown in FIG. 12, the atached ends of the clongate arms 1012
may mnchde mostching gear profiles HHS that roeshingly engage one another such that pivotal
movernent of one of the arms 1012 about s respective pivot axis 1014 causes pivotal
movement of the other of the anms 1012 about it respoctive pivotaxis 1614 in an opposing
direction. This gear meshing allows one-handed operation of the opening and closing of the
arms 1012,

{6092 With veference to FIG. 10B. the tiltable member 1010 may be rotationally
attached to a contral body or riser HIZ0 of the stand 1004 about a tilt axs 1022 which may be
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oriented porpendiculacly to the pivet axis 1014 of the clongate arms 1012, A rotary actuator
madule, such as 3 servontodor, may be placed mside the tiable momber 1010 andéer the wiser
1020 of the stand 1004 and may move the member 1010 rotationally relative w the risor
HI20, resulang i a tilting motion 1124 of the focal computing device HI2 aboat the tilt axss
W22, As shown in FIG. 11, a oser input button 1025 may be coupled to the riser 10260 The
wsgr fnput bytton 1025 may be clectrically coupled to one or more of the stand components
depicted 1w FIG. 9,

{8093] With continued reference to FIG. 10B, the riser 1020 may be rotationally
attached to a pedestal 1026, The siser 1020 may be swivelable relative 1o the pedestal 1026
about a pan axis 1028, which may be oriented perpendicularly to the tilt axis 1022 of the
tiltable member 1010 andfor the pivot axis 1014 of the clongate arms 1120 A rotary actuator
module, such as a servomotor, may be placed inside the rigser 120 and nay move the riser
HI20 rotauonally relative to the pedestal 1024 resulting m a pan mobon 1030 of the local
computing device 1002 gbout the pan axis 1028,

{8094] With reference to FIGS. 10A, 10B, and 11, the pedestal 1026 may be mounted
to a base 1032, such as a oyvlindrical plate. 2 fripod, or other suitable mounting Implement.
The pedestal 1026 may be romoveably attached to the base 1032 with a base mount fastencr
1034, which may be mserted through an apertwre in the base 1032 and thweaded o a
threaded receptacie 1036 formed in the pedestal 1826, The base 1032 may extend outwardly
from the pan axis 1028 bevond an outer surface of the riser 1020 a sufficient distance to
provant the stand 1004 frony tipping over when the local computing device 1002 15 mounted
onto the stand 1004, regardless of the pan andror olt orientation 1024, 1030 of the computing
device 1002, In some implementations, the pedestal 1026 way be formed as a anitary piece
with the base 1032 and together referred to as a base. The components depicted schematically
i FEG. ¢ may be attached to the tiltable member 1010, the viser 1020, the pedestal 1026, the
base 1032, or any combination thereofl In some implementations, the memory 803, the
processor wmi(s) 910, the rotary actugtor modude 913, the power module 935, the sound
module 955, or any combmnation thereof pway be housed at least partally withun the riser
1026,

{6095] With reference to FIG. 124 and 12B, when mounted onto the stand 1604, e
center of mass 1003 of the local computing device 102 may be laterally offset from the tilt
axis 122 of the tiltable member 1010 The weight W of the local computing device 1002
may create 3 moment M1 about the gl axss 1022, which may affect the operation of a rotary

actuator, such as a il motor, associated with the 1l axis 1022, To counteract the moment

fot
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M1, a countorbalance spring 1036 may be wsed to neutrabize the moment MY, The spring
1036 may make the tiable member 10310 and the local computing device 1002 peutrally
buoyant. A first end 1038 of the spring 1036 may be attached to the riser 1020, and a second
end 1040 of the spring 1036 may be attached to the tiltable member 1010, The st end 1038
of the spring 1336 may be rotationally mounted inside the niser 1020 and may be offset from
the tilt axis 1022 of the member 1010 by 3 distance 1042, The second end 1040 of the spring
1036 may be rotationally mounted inside the tiltable momber 1010 and may be offset from
the tltaxis 1022 of the wember 1010 by a distance 1044, The spring force of the spring 1036
may create a woment M2 about the tilt axis 1022 of the member WG, The moment M2 may
mversely mateh the moment M1, thereby neutralizing the weight W of the local computing
device 1002 and faciluating operation of the rotary actaator associated with the tht axis W22,
{3096] FIG. 13 s a flowchart lostrating a set of operations 1300 for orienting a tocal
conputing device supported on 3 robotie stand in aceordance with an embodiment of the
disclosure. At operation 1316, a video sessiom is established between a local compuimg
device 120 and a remote computing device 105, The video sesston may be established by a
aser of the remote compuiing doevice 183 or a user of the local computing device 120
mitiating a video cliont modale 220, 270 associated with the respoctive computing devicg
13, 120, The video scssion may establish a video feed between the computing devices 105,
120,

j0097] At operation 1320, the local compuating device 120 is mounted onta a rebotic
stand 125, which operation may ocour priar ty, concurrently with, or subscquent to
eatablishing the video seasion. To wount the local computing device 120 onto the robotic
stand 135, a lower edge of the local computing device 120 may be positioned on 8 gripping
member 1006 coupled to the stand 1230 Additional gripping mewtbers 08 may be
positioned i1t abuiment with opposing side edges of the local computing device 120, thereby
sceuring the focal computing device 120 to the stand 1235, The additional gripping members
T8 may be coupled to pivotable arms 1012, which may be biased toward one another. In
sopie implementations, a user of the local computing device 126 may pivor the arms 1012
away from one another by applying an outwardly-directed force to one of the arms 1012
Once the free ends of the arms 12 are spread apart from ong another a sufficient distance to
permit the local computing device 120 o be placed between the gripping members 1008, the
focal computing deviee 120 may be positioned between the gripping members {008 and the
user may release the avm 1012 1o permit the arms 1012 o drive the gripping members 1008

into engagement with opposing sides of the local computing device 120,
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{0698] At operation 13390, the local compating dovice 120, the robotic stand 123, or
both may receive motion control data. In seme situations, the motion control data 1 recetved
front the remofe computing dovice 108, The motion control data may be transceived between
the remote and local computing devices 105, 120 by way of the respective control modules
223, 275, In some situations, the motion control data i received from a sound module 933,
The sound module 935 may reocive sound waves with a microphone array 963 and transmit
an cleewical signal containing the sound data to a sound processor 976, which may determine
a location of a source of the sound waves. The sound processor 970 may tansmit the sound
data 1o 9 processing wnit Y10, which may process the sound data into motion control data.
Although referred to as separate components, the sound processor 970 and the processing unit
910 may be a single processing unit. The motion control data may include motion conmands
such as positioming instructions. The positioning mstructions may include instractions to pan
the local computfing device 120 about a pan axis in a specified divection, fo it the {ocal
computing device about a il axas m a specified direction, or hoth,

{8099 Additionally or alternatively, one of the respective control modules 223, 275
may reeetve motion condrol commands from the web browser modoles 215365 via the
processors 210, 260, The web browser modudes 218, 265 may be operating i the workspace
micrface modude as depicted in FIG. 4. A focal administrative oporator that possibly
performed the operation 1320 (setting up the local computing device may mitially set-up the
workspace view. As depicted in FIG. 3, the administrative operator may configee the
workspace, the namber and Jocations of posstions, and the placement of the various local
computing devices 120/0robotic stands 125, Further, the admimstrative operator may also
intalty set up the pan and th locations for each partner located around the workspace.
Howevert, a remote aser may st ap the pan and @it setting for each pariner location along
with any other fixtiwe around the conference room, e.¢., white boards, projection scregns, eic.
{106} After configaration of the workspace view, a local aser may then send motion
controd copunands through the conforence rooms view imterface to view and interact with the
other conference aftendees and o view any additional fixtures of mterest. Addittonally, the
remote user may configare fug settings of the conference room mterface <o that the local
computer! 26fobotie stand 125 combination avtomatically onents iself to face a speaking

partner around the workspace. This automatic control may be operated via the sound moedule

635,
{00101} At operation 1340, the robotic stand 125 may orient the local computing

deviee 120 according to the motion control data andior the conforence room nterface
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settings. The processing unit 910 may actuste a rotary actuator 920 associated with at least
one of a pan axis 1028 or a gl asis 1022 by transmitting 8 signal confaming 3 fngger
characteristic {such as & certain cwrvent or voltage} to the rotary actaator 924, The processing
wiit 910 may continge to transmit the signal to the rotary-actuator 920 antil the robotic stand
125 moves the Jocal computing device 120 into the bwiructed position. A separate yotary
actuator 920 may be associated with cach axis 1028, 1022, The processing unit 918 may
monitor the cwment rotational position of the rotary actuator relative to the instructed
rotattonal position fo ensure the robotie stand 128 moves the local computing deviee 120 into
the desired position.

{00162} FIG. 14 15 a flowchart iflustrating a set of operations 1400 for remotely
controlling an ovientation of a local computing device 120 sopported on a robotic stand 1235
n accordance with an embodiment of the disclosure. At operation 1410, a video session is
cstablished between a remote computing devies 103 and a local computing device 126, The
video session may be established by a user of the remote computing device 105 or a user of
the local computing device 120 mitiating a video chient module 220, 270 assoctated with the
respective computing device 105, 1280 The video session may establish a video feed between
the compating devices 105, 1200 In concert with operation 1210, the wser cstablishing the
video session, whether of the local o remote compating device, may load a workspace view.
The workspace view 400 mav be viewable and accessible by a remote user during the wideo
sesston and may give the user pre-set locations for the local computer 1207 obotic stand 1335
combinatioe.

{06103} At operation 1420, a video feed s displayed on a soreen of the remote
computing device 1. The video display may nclude the conference room view 500 as a
separate control window o the video displaved on the remote computing deviee 105, The
user of the remote computing device may also have the ability to configure or re~configure
the saved pan and ult locations assoctated with the other location around the conference room
table and the view of any additional aveasfixtures through edit mode 610 of FIG. 6B.

{66104} At operation 1430, motion control data is recctved from a user of the romote
computing device 1035, The user of the remote computing device 105 may input @ posthioning
imstruction by way of the motion control input modwle 230, For cxample, an inferactive
workspace view interface may be displaved on a screen of the remote computing device 105,
as noted above, and nwy allow 3 user o npwt positioning mstuctions by sclocting the

various saved positions shown on the conference room view interface. By interacting with the
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wotkspace view ntorface, the user may gonorate positioning instructions for tansmission to
the focal computing device 120, the robotie stand 125, or both.

{00185] At operatiem 1448, the remote computing device 108 may transout motion
control data including positioning instructons to the focal compating device 120, the robotie
stand 123, or both. The motion control data may be transnutted from the remote computing
device 103 fo the local computing device 120 via the respective control madule 225, 275 real-
nme during a video session between the computing deviees 105, 120, The motion control
data may inchide motion commands such as posittoning mstructions. The posthioning
mstructions may include instructions to pan the focal compunng device 120 about 3 pan anis
mn a specified direction, to tilt the local computing device about a tilt axis in a spectfied
direction, or both.

{0106} As discussed, a robotic stand 125 may include pan and sl functionality. &
portion of the stand 125 may be rotatable about a pan axis, and a portion of the stand 125 may
he rotatable about a tilt axis. In some implementations, a user of g remote computing device
105 may remaotely orient a local computing device 120, which nwy be mounted onto the
robotic stad 123, by Issuing motion conmmands via a compuumication network, such as the
Internet, to the local computing device 120, The motion conmmands may canse the stand 123
o move about one or more axes, thereby allowing the remote user o remotely control the
orientation of the local computing device 1200 In some mmplementations, the motion
copumands may be mitiated autonomonsty from within the local computing devieg 120
{8107} The foregning description bas brond application. Whike the provided examples
ave discossed  relation to a videoconference between computing devices, 1t showdd be
appreciated that the robotic stand may be used as a pan and tlt platform for other devices
such as cameras, mobile phones, and digital pictare frames, Further, the robotic stand may
operate via remaote web control following commands manually mput by a remote user or may
be controlled locally by avtonomous features of the software runming on a local computing
device. Accordingly, the discussion of any cmbodiment is meant onldy 10 be explanatory and
is not intended to suggest that the scope of the disclosure, mcluding the clains, 15 himited to
these examples. In other words, while lustrative embodiments of the disclosure have been
described w detail herein, it i3 to be understood that the dnventive concepis may be otherwise
variousty embodicd and emoploved, and that the appended claims are intended fo be construed

o tnchide such variations, excopt as Hnited by the prior art,
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{06108} The term “modude” as wsed herain refers to any known or later devieloped
hardware, software, fimyware, artficial imtelligence, fuzzy logic, or combination of hardware
amd software that is capable of performing the functionality assoctated with that clement.
{00109} All directional references (e.g., proximal, distal, upper, lower, uwpward,
downward, left, right, laterad, longitudingd, Hront, back, top, bottom, above, below, vertical,
horizontal, radial, axial, clockwise, and counterclockwise} are only used for identification
purposes t aid the reader’s understanding of the present discloswre, and do not create
hinutations, particularly as to the position, oricntation, or use of this disclosure. Connection
referenees {o.g., attached, coupled, connected, and joined) ase to be construed broadly and
may include intermediate members between a collecnion of clements and relative movenent
between clements unless otherwise indicated. As such, comnection reforences do not
necessarity ifer that two clements are directly connected and in fixed relation to each other.
fdentification references {e.g., primary, secondary, first, second, third, fourth, eic} are not
intended to comnote importance or priority, hut are used 1o distinguish one feature from
another. The drawings are for purposes of ilustration only and the dimensions, positions,
order and relative sizes reflected in the drawings attached hereto may vary.

{00114 The forcgoing discussion has boen presented for prrposes of ihustration and
deseription and is not mtended to it the disclosure o the form or forms disclosed herem,
For cxample, various foatares of the disclosure are groaped together 3 one or Do aspects,
embodiments, or configurstions for the purpose of streamlining the disclosure. However, #
should be understeod that wvarious featwes of the certain aspects, cmbodinents, or
configurations of the disclosure may be combined i alternate aspects, embodiments, or
configiranons. In methodologies directly or indirectly set forth herein, variogs steps and
operations are described in one possible order of operation, bat those skitled in the art will
recognize that steps and operations may be rearranged, replaced, or eliminated or have other
steps nserted without necessavily departing from the spint and scope of the present
disclosure. Morcover, the following clatms are hereby mcorporated Into thin Detailed
Description by this reference, with cach clamn standing on #s own as a separate embodiment

of the present disclosure,
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CLAIMS

i. A method for operating a robotic stand supporting a computing device, the
method comprising:

displaving, by a display of a remote device, a control interface depicting a conference
room that icludes & schematic of 8 conference room table and a3 plarality of attendee
positions;

providing, responsive o a user of the remote device interacting with the control
iterface, a positioning insiniction (o orient the robotic stand about at least a pan axis or a tilt
axis 50 that a display and 3 camera of the romputing device faces at least one attendes
positon, wherein the robotic stand supporting the computing device is physically located in
the conference room depicted by the control iterface; ad

travsmitting, by the remote device, over a communication network, a signal mdicative

of the positioning mstruction to the robotic stand.

2. The methed of claim |, further comprising:

recoiving & first video feed from the camera of the computing device displaying the
attender position selected m accordance with the positioning instructions; and

transmitting a sccond video foed fromy a camera of the remede device to be shown on

the display of the computing devies.

3. The method of clabm 1, further comprising:

receiving, responsive to the user of the remote device interacting with the contvol
mterface, a configuration instruction to change a shape of the conference room table depivted
by the control interface; and

altering the shape of the conference room table depicted by the control mierface

responsive to the configuration mstruction.
4. The wethod of claim 1, further cormprising:
receiving, from a server coupled fo the computing device and the remote device, the

control interface.

5. The method of claim 1, further comprising:

%)
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displaying a phiality of proset locations on the contrel mterface depicting the
conference room, wherein the plurality of preset locations correspond with attendee locations

arouied 3 perirocter of the conference vonrn table depicted by the control interface.

& The method of clam 1, further comprising:

receiving, from the user of the romote device interacting with the control interface, a
preset instroction 1o scan the conference room for presetting locations of the attendees; and

setting the preset locations on the contrel interface as the robotic stand scans the

conference room depicted by the control interface.

7. The method of claim 1, fiuvther comprising:

providing, responsive to an action of the user of the remote device interacting with the
controd interface, a configuration mstruction fo manpulate 3 video projector located i a
physical conference room depicied by the contvol interface; and

wransnutiing the configuration mstruchon 1o the computing deviees located m the

physical conference room.

8. A method of automatically tracking an object during a videoconference with a
computing device sapported on a robotic stand, the method comprismy

receiving an image with a camera, wherein the camera provides pixel iformation of
the image;

franspitting an clectrical signal containing the pixel information of the image to at
least one processing unit

determimng, by the at legst one processing unit, 3 location of a sowrce of the pixel
wformation of the image; and

rofating the robotic stand about at feast one of 8 pan axis or a gl axis without further
user inferaction o atm the computing device at the location of the source of the pixel

infornuation of the image.

4, The method of claim 8, wherein rotating the robotic stand about at least one of
a pan axds ¢ a i axis conwpriscs actugting a rofary gctuator associated with the at least one

of a pan axis ora ulf adds,
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10, The moethod of claum 9, fiwther comprising generating, by the at loast ong
processing wnil, a motion conunand signal and fransmitting the motion command signal to the

rotary actuator fo actuate the rotary actuator.

I A method for operation of & robotic stand sopporting a computing device, the
method comprising;

displaying, by a display of a remote device, a control interface depicting a physical
location that includes a plurality of robotic stands with respective computing devices;

providing, respessive 1o & user of the mmote device inferacting with the control
mierface, a selection mstruction selecting a region of the physical location for viewing with
one of the plarality of robotic stands with respective computing devices, wherein each of the
plarality of computing deviees at feast nclodes o display and a camera; and

connecting, by the control tterface, o at least one of the phwabity of robotic staruds
including a respective computing device, wherein the at least one of the plurality of robotic
stands including a respective computing device 1s selected based at least on proximity to the

region of the phvsical location.

12, The method of claim 11, wherem connecting, by the control interface, to at
icast one of the plurality of robotic stands inchading 3 vespective computing devies, whercin
the at least one of the plurality of robotic stands including a rospestive congniing device is
selected based at foast on proxmmity to the region of the physical lacation comprises:

determbnng, by the control bmterface, which of the pluality of robotic stands
mchiding a respective computing device in close proximity to the region of the physical
location is available; and

transmitting. by the remote device, a copnechion request OVEr 3 cONUMIMCALions
network to the robotic stand including the computing device determuned to be avarlable: and

recetving, at the remote devicg, a video feed from the rebotic stand incleding the
computing device deternuned o be avmlable, the video feed showing the region of the

physical focation,

13, The method of clam 12, farther comprising:
generating, by the control mterface, a positioning mstruction based on the selected

region of the physical location, the positioning instruction configured to orient the robotic

L)
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stand including the computing device determined to be available to face the region of the
physival focation; and

ransmitting, by the remote device over the communications network, a signal
ndicative of the posttioning nstruction to the robotie stand inchading the computing device

determined to be avatlable.

{4, The method of claim 1, further comprising:

providing, responsive to a user interacting with the control interface, a sclection
command selecting one of the plarality of robotic stands nehiding 3 respective computing
device; amnd

travsmitting, by the control interface, the selection command by & conwnunications
nebwork to the selected one of the phaahity of robotic stands inclading a respective computing

device.

13, The method of clabm 12, further comprising:

providing, responsive to the user of the remote device interacting with the control
mterface, a positioning instruction o ovient the selected one of the plarality of robotic stands
mohuding a respeetive computing dovice about at least a pan axis or a tilt axis so that a
display and a camera of the computing device faces a desired region of the physical location;
and

transnitiing, by the renuse deviee, ovar a compunication network a sipnal indicative

of the positioning Instruction to the robotic stand.

16, A owthod for operation of a robotic stand supporting » compging device, the
method comprising:

displaying, on a display of a remote device, a control interface showmg a plagality of
vieves avatlable from the robotic stand supporting the computing device;

providing, responsive to a user of the remwoie deviee interacting with the control
interface, a selection conupand selecting one of the plorality of views; and

gransnutting, by the remote device over a conununications network, a signal indicative

of the selection command to the robotic stand supporting the computing device,

17. The method of claim 16, further comprising:
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receiving, al the romote devics, a vides feed from a caméra of the computing devics

showing the selected one of the plurality of views,

I8, The method of claim 17, firther comprising:

providing, responsive o the wser of the remote device interacting with the control
interface, a sean conumand o scan 3 viewable arca of the selected one of the phaality of
views for individuals located therein by the robotic stand including the computing device;

wansouting, by the remote device over a compnuncations network, a signal
comprising the scan command o the robotic stand welading the computing device; and

receiving, by the control interface, a video feed from the robotic stand including the

computing device as the scan command is performed, the video feed showing an ndividual.

19, The method of claim 18, fiwther comprising

perfornung, by the remote device, a facial recognition operation o deternunge the
identity of the mdividual shown n the video feed; and

displaying, by the control interface on the display of the romote device, socil nwdia

contents attributed to the individual based on the determination of the individaal's identity.

20, The method of claum 16, Ruther comprising:

displaving, by the remote device, a selection of a plerality of other robotic stands
including a computing deviee located at various Jocations around a physical area: and

displaying, by the romote device, a status of each of the plurality of other robotic

stands eluding a compasting device located &t various locations around a physical area.

21, The method of claim 20, further comprising:

providing, responsive to the user interacting with the control interface, 8 selection
conmmand fo sclect one of the plurality of other robotic stands including a compating device
located at various locations arouwnd s physical arca;

prompiing the user via the control interface with a password input panel for the user
to connect with the selected one of the plurality of other robotic stands mcleding a computing
device;

receiving, from the user interacting with the control mterface, a password o conngct
with the selected ong of the plurality of other robotic stands including a computing device;

and

e
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comnecting, using the control interface, the remote devict to the seleeted one of the

plurality of other robotic stands including 3 computing device.
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