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IMAGE PROCESSINGAPPARATUS AND METHOD 
AND PROGRAM OF THE SAME 

0001. This is a continuation of application Ser. No. 
10/184928, filed Jul. 1, 2002, the entire contents of which 
are hereby incorporated by reference. 

BACKGROUND OF THE INVENTION 

0002) 1. Field of the Invention 
0003. The present invention relates to an image process 
ing apparatus and method and program of the Same capable 
of flexibly changing C-blending, edge enhancement, blur 
ring, and other image processing. 
0004 2. Description of the Related Art 
0005 Computer aided design (CAD) systems, amuse 
ment apparatuses, etc. include built-in rendering circuits for 
computer graphic processing. 

0006 These rendering circuits use exclusive hardware 
for the edge enhancement, blurring, and other image pro 
cessing on the displayed images. 
0007 Since the rendering circuits perform edge enhance 
ment, blurring, and other image processing by using exclu 
Sive hardware, there is the disadvantage that the edge 
enhancement, blurring, and other effects cannot be flexibly 
changed. 

SUMMARY OF THE INVENTION 

0008 An object of the present invention is to provide an 
image processing apparatus and method and program of the 
Same capable of flexibly changing the edge enhancement, 
blurring, and other image effect processing. 
0009. To attain the above object, according to a first 
aspect of the present invention, there is provided an image 
processing apparatus comprising a memory circuit for Stor 
ing image data, a read circuit for reading at least first image 
data, Second image data, and third image data from the 
memory circuit; a first processing circuit for producing 
fourth image data indicating a difference between the first 
image data and the Second image data read by the read 
circuit; a Second processing circuit for multiplying the fourth 
image data with a predetermined coefficient to produce fifth 
image data; a third processing circuit for adding the third 
image data and the fifth image data to produce Sixth image 
data; a write circuit for writing the Sixth image data to the 
memory circuit, and a control circuit for executing a pre 
determined program to control the read circuit, the first 
processing circuit, the Second processing circuit, the third 
processing circuit, and the write circuit in accordance with 
execution of the program. 
0.010 The operation of the first aspect of the present 
invention is as follows. 

0.011 The control circuit executes the program to control 
the following processing in accordance with the execution of 
the program. 

0012 First, the read circuit reads first image data and 
Second image data from the memory circuit. 
0013 Then, the first processing circuit generates fourth 
image data indicating a difference between the first image 
data and the Second image data. 
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0014. Then, the second processing circuit multiplies the 
fourth image data with a predetermined coefficient to pro 
duce fifth image data. 
0015. Further in parallel with the processing of the sec 
ond processing circuit, the read circuit reads third image data 
from the memory circuit. 

0016. Then, the third processing circuit adds the third 
image data and the fifth image data to produce Sixth image 
data. 

0017. Then, a write circuit writes the fifth image data in 
the memory circuit. 

0018. According to a second aspect of the present inven 
tion, there is provided a method of image processing com 
prising a first Step of producing fourth image data indicating 
a difference between first image data and Second image data; 
a Second Step of multiplying the fourth image data with a 
predetermined coefficient to produce fifth image data; and a 
third step of adding the third image data and the fifth image 
data to produce Sixth image data, executing a predetermined 
program, and controlling the first to third Steps in accordance 
with the execution of the program. 
0019. According to a third aspect of the present inven 
tion, there is provided a program executed by a processing 
apparatus to control a first processing circuit, a Second 
processing circuit, and a third processing circuit comprising 
a first routine of producing fourth image data indicating a 
difference between first image data and Second image data 
by the first processing circuit; a Second routine of multiply 
ing the fourth image data with a predetermined coefficient to 
produce fifth image data by the Second processing circuit; 
and a third routine of adding the third image data and the 
fifth image data to produce Sixth image data by the third 
processing circuit. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0020. These and other objects and features of the present 
invention will become clearer from the following descrip 
tion of the preferred embodiments given with reference to 
the attached drawings, in which: 
0021 FIG. 1 is a view of the configuration of an image 
processing apparatus of the present embodiment; 

0022 FIG. 2 is a view for explaining a case of C.-blend 
ing using the image processing apparatus shown in FIG. 1; 

0023 FIG. 3 is a view for explaining another case of 
C.-blending using the image processing apparatus shown in 
FIG. 1; 

0024 FIG. 4 is a view for explaining a case of edge 
enhancement using the image processing apparatus shown in 
FIG. 1; 

0025 FIG. 5 is a view for explaining the effects of the 
edge enhancement shown in FIG. 4; 
0026 FIG. 6 is another view for explaining the effects of 
the edge enhancement shown in FIG. 4; 
0027 FIG. 7 is a view for explaining the case of blurring 
by averaging values of four pixels using the image process 
ing apparatus shown in FIG. 1; 
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0028 FIG. 8 is a view for explaining an example of an 
operation when the image processing apparatus shown in 
FIG. 1 performs processing corresponding to “image 
IM 12ax%+(1%)ximage IM 12” in equation (3); 
0029 FIG. 9 is a view for explaining an example of an 
operation when the image processing apparatus shown in 
FIG. 1 performs processing corresponding to “image 
IM 12bx/3+(1/3)x{image IM 12ax/1;2+(1%)ximage 
IM 12” in equation (3) using a result of the processing 
“image IM 12ax%+(1%)ximage IM 12” shown in FIG.8; 
0030 FIG. 10 is a view for explaining an example of an 
operation when the image processing apparatus shown in 
FIG. 1 performs processing corresponding to equation (3) 
using the result of the processing "image IM 12bx/3+ 
(1/3)x{image IM 12ax%+(1%)ximage IM 12” shown in 
FIG. 9; and 
0.031 FIG. 11 is a view for explaining a case of blurring 
by averaging the values of nine pixels using the image 
processing apparatus shown in FIG. 1. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

0.032 Below, embodiments of an image processing appa 
ratus of the present invention will be explained. 
0.033 FIG. 1 is a view of the configuration of an image 
processing apparatuS 1 of the present embodiment. 
0034. As shown in FIG. 1, the image processing appa 
ratus 1 comprises a CPU 2, a memory 3, and an image 
processing circuit 4. 
0035. The image processing apparatus 1 corresponds to 
the image processing apparatus of the present invention, the 
CPU 2 corresponds to the control circuit of the present 
invention, and the memory 3 corresponds to the memory 
circuit of the present invention. 
0036) CPU 2 
0037. The CPU 2 produces control signals S2a, S2b, S2c, 
S2d, S2e, S2f, and S2g, described later, to be output to a read 
circuit 10, a read circuit 11, a write circuit 18, a selector 12, 
a Selector 13, a Selector 14, and a multiplication circuit 16. 
0.038. The CPU 2 executes a predetermined program to 
produce the control Signals mentioned above in accordance 
with the execution of the program. 
0039 The memory 3 stores various image data (for 
example, texture data) to be used for a processing of the 
image processing circuit 4 So that the image data may be 
read by Specifying a read position by pixel units using 
coordinate data (u, v). 
0040 
0041. The image processing circuit 4, as shown in FIG. 
1, comprises, for example, the read circuits 10 and 11, the 
Selectors 12, 13, and 14, the Subtraction circuit 15, the 
multiplication circuit 16, the addition circuit 17, and the 
write circuit 18. 

Image Processing Circuit 4 

0.042 Here, the read circuits 10 and 11 correspond to the 
read circuit of the present invention, the selectors 12, 13, 14 
correspond to the Selecting circuit of the present invention, 
the Subtraction circuit 15 corresponds to the first processing 
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circuit of the present invention, the multiplication circuit 16 
corresponds to the Second processing circuit of the present 
invention, and the addition circuit 17 corresponds to the 
third processing circuit of the present invention. 

0043. The read circuit 10 reads image data S3a (first 
image data and third image data of present invention) from 
the memory 3 in units of pixel data by using coordinate data 
(u,v) of the image designated by a control signal S2a when 
reading image data from the memory 3 on the basis of the 
control signal S2a from the CPU 2. 
0044) Further, the read circuit 10 reads the image data 
S3a from an address of the memory 3 designated by the 
control signal S2a from the CPU 3. 
004.5 The read circuit 10 outputs the image data S3a read 
from the memory 3 to first input terminals of the selectors 
12, 13, and 14. 

0046) The read circuit 11 reads image data S3b (second 
image data and third image data of present invention) from 
the memory 3 in units of pixel data by using coordinate data 
(u,v) of the image designated by a control signal S2b when 
reading image data from the memory 3 on the basis of the 
control signal S2b from the CPU 2. 

0047. Further, the read circuit 11 reads image data S3b 
from an address of the memory 3 designated by the control 
signal S2b from the CPU 3. 

0.048. The read circuit 11 outputs the image data S3b read 
from the memory 3 to Second input terminals of the Selectors 
12, 13, and 14. 

0049. The selector 12 selects one of the image data S3a 
input from a first input terminal and the image data S3b input 
from a Second input terminal on the basis of the control 
signal S2d from the CPU 2 and outputs the selected image 
data to the Subtraction circuit 15. 

0050. The selector 13 selects one of the image data S3a 
input from a first input terminal and the image data S3b input 
from a Second input terminal on the basis of the control 
signal S2e from the CPU 2 and outputs the selected image 
data to the Subtraction circuit 15. 

0051. The selector 14 selects one of the image data S3a 
input from a first input terminal and the image data S3b input 
from a Second input terminal on the basis of the control 
signal S2f from the CPU 2 and outputs the selected image 
data to the addition circuit 17. 

0052 The subtraction circuit 15 subtracts the image data 
input from the Selector 13 from the image data input from 
the Selector 12 to produce image data S15 (fourth image data 
of present invention) and outputs the image data S15 to the 
multiplication circuit 16. 

0053) The subtraction of the subtraction circuit 15 is 
performed, for example, by using the values of R, G, and B 
(pixel values) indicated by the pixel data for each of the 
pixel data which constitute the image data. 
0054 The multiplication circuit 16 multiplies the image 
data S15 with a coefficient indicated by the control signal 
S2g input from the CPU 2 to produce image data S16 (fifth 
image data of present invention) and outputs the image data 
S16 to the addition circuit 17. 
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0.055 The multiplication of the multiplication circuit 16 
is performed, for example, by multiplying each of the image 
data constituting the image data S15 with the coefficient 
indicated by the control signal S2g. 
0056. The addition circuit 17 adds the image data S16 
input from the multiplication circuit 16 and the image data 
input from the selector 14 to produce image data S17 (sixth 
image data of present invention) and outputs the image data 
S17 to the write circuit 18. 

0057 The addition of the addition circuit 17 is per 
formed, for example, by using the values of R, G, and B 
indicated by the pixel data for each of the pixel data 
constituting the image data. 
0058. The write circuit 18 writes the image data S17 
input from the addition circuit 17 to the address in the 
memory 3 designated by the control signal S2c from the 
CPU 2. 

0059 Below, examples of the operation of the image 
processing apparatus 1 shown in FIG. 1 will be explained. 

FIRST EXAMPLE OF OPERATION 

0060 Below, an example of the operation of the case of 
C.-blending using the image processing apparatus 1 will be 
explained. 
0061 Here, an example of C.-blending between an image 
IM1 and an image IM 2 with a coefficient C, will be 
explained referring to FIG. 2. 
0062). In this case, the read circuit 10 shown in FIG. 1 
reads the image data S3a of the image IM 1 shown in FIG. 
2 from the memory 3, and the Selector 12 Selects the image 
data S3a and outputs it to the subtraction circuit 15. 
0.063. In parallel with this, the read circuit 11 shown in 
FIG. 1 reads the image data S3b of the image IM 2 shown 
in FIG. 2 from the memory 3, and the selector 13 selects the 
image data S3b and outputs it to the subtraction circuit 15. 
0064. Then, the subtraction circuit 15 subtracts the image 
data S3b from the image data S3a, that is, subtracts the 
image IM 2 from the image IM1, and then outputs the 
resultant image data S16 to the addition circuit 17. 
0065. Then, the multiplication circuit 16 multiplies the 
image data S15 by the coefficient a designated by the control 
Signal S2g and then outputs the resultant image data S16 to 
the addition circuit 17. 

0.066 Further, in parallel with the processing of the 
multiplication circuit 16, the read circuit 11 shown in FIG. 
1 reads the image data S3b of the image IM 2 shown in 
FIG. 2 from the memory 3, and then the selector 14 selects 
the image data S3b and outputs it to the addition circuit 17. 
0067. Then, the addition circuit 17 adds the image data 
S16 from the multiplication circuit 16 and the image data 
S3b from the selector 14 to produce the image data S17 of 
an image IM3 blending the image IM1 and the image 
IM 2. 
0068. Then, the write circuit 18 writes the image data S17 
to the memory 3. 
0069. The O.-blending of the image processing apparatus 
1 described above is shown in the following equation (1). 
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Equation (1) may be modified to give an equation of general 
C.-blending as shown in the following equation (2). 

(image IM 1-image IM 2)xC+image IM 2 (1) 

0070 CxIM 1+(1=C-IM 2 (2) 
0071 FIG. 2 shows an example of C.-blending the image 
IM1 of a heart and the image IM 2 of an arrow. The image 
shown in FIG. 3 is obtained when using the image IM1 of 
the letter “B” and the image IM 2 of the letter “A”. 

SECOND EXAMPLE OF OPERATION 

0072 Below, an example of the operation of the case of 
edge enhancement using the image processing apparatus 1 
will be explained. 
0073. In this case, the read circuit 10 shown in FIG. 1 
reads the image data S3a of the image IM 12 of the letter 
“A” shown in FIG. 4 from the memory 3, and the selector 
12 Selects the image data S3a and outputs it to the Subtrac 
tion circuit 15. 

0074. In parallel with this, the read circuit 11 shown in 
FIG. 1 reads the image data S3b of the image IM 12a 
obtained by shifting the image IM 12 of the letter “A” 
shown in FIG. 4 to the right direction by one pixel from the 
memory 3, and the selector 13 selects the image data S3b 
and outputs it to the subtraction circuit 15. 
0075. In this case, the read operation of the image data 
S3b of the image IM 12a by the read circuit 11 is performed 
by using coordinate data (u,v) of the texture image of the 
letter “A” stored in the memory 3. That is, the read circuit 
11 reads the image IM 12a obtained by shifting the image 
IM 12 by one pixel to the right direction by using a function 
of texture mapping. Then, the Subtraction circuit 15 Sub 
tracts the image data S3b from the image data S3a, that is, 
Subtracts the image IM 12a from the image IM 12, and then 
outputs the resultant image data S15 to the multiplication 
circuit 16. 

0076. Then, the multiplication circuit 16 multiplies the 
image data S15 with the coefficient C(=%) designated by the 
control Signal S2g and outputs the resultant image data S16 
to the addition circuit 17. The coefficient C. is determined in 
accordance with the degree of the edge enhancement. 
0077. Further, in parallel with the processing of the 
multiplication circuit 16, the read circuit 11 shown in FIG. 
1 reads the image data S3a of the image IM 12 from the 
memory 3, and the selector 14 selects the image data S3b 
and outputs it to the addition circuit 17. 
0078. Then, the addition circuit 17 adds the image data 
S16 from the multiplication circuit 16 and the image data 
S3a from the selector 14 to produce the image data S17 and 
then outputs it to the write circuit 18. 
007.9 Then, the write circuit 18 writes the image data S17 
to the memory 3. 
0080 Below, the operation and effects of the edge 
enhancement of the image processing apparatuS 1 explained 
by using FIG. 4 will be explained. 
0081. As shown in FIG. 5, when viewing the pixel values 
(R, G, and B values) of the pixel data on line 50 of the image 
IM 12 shown in FIG. 4, the levels of the pixel values 
become, for example, as shown in FIG. 6A. 
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0082) Further, the pixel values of the pixel data on line 50 
of the image IM 12a obtained by shifting the image IM 12 
by one pixel to the right direction become as shown in FIG. 
6B. 

0083. Further, the pixel values on line 50 of the image 
data Si 5 obtained by Subtracting the pixel values of the 
image IM 12a shown in FIG. 6B from the pixel values of 
the image IM 12 shown in FIG. 6A become as shown in 
FIG. 6C. 

0084. Further, the pixel values on line 50 of the image 
S16 resulting from multiplying the pixel values of FIG. 6C 
with a become as shown in FIG. 6D. 

0085. Then, the pixel values on line 50 of the image S17 
resulting from adding the pixel values of FIG. 6A to the 
pixel values of FIG. 6D become as shown in FIG. 6E. As 
shown in FIG. 6E, it is understood that the image IM 13 
shown in FIG. 4 becomes an edge enhanced image. 

THIRD EXAMPLE OF OPERATION 

0.086 Below, an example of the operation of the image 
processing apparatuS 1 when performing filtering used for 
blurring an image, Suppressing glittering due to the aliasing 
component at the time of compressing an image, and Sup 
pressing the mosaic at the time of enlarging it will be 
explained. 

0087. For example, as shown in FIG. 7, an example of 
filtering for averaging pixel values of four adjacent pixels P. 
Pa, Pb, and P c to produce a blurred image will be 
explained. 

0088. In this case, when considering filtering with respect 
to the image IM 12 of the letter “A” explained using FIG. 
4, if the image obtained by shifting the image IM 12 by one 
pixel to the right direction is designated as the image 
IM 12a, the image obtained by shifting the image IM 12 by 
one pixel to the right direction and by one pixel to the lower 
direction is designated as the image IM 12b, and the image 
obtained by shifting the image IM 12 by one pixel to the 
lower direction is designated as the image IM 12c, the 
image processing apparatus 1 filters these images based on 
the following equation (3): 

image IM 12x4+image IM 12ax4+image IM 12 

0089 bx'4+image IM 12cyx'4=image IM 12c)x4+(1/4)x 
image IM 12bx/3+(1/3)x{image IM 12ax%+(1%)ximage 
IM 12} (3) 
0090 The image processing apparatus 1 performs pro 
cessing corresponding to equation (3) as shown in FIG. 8 to 
FIG 10. 

0.091 FIG. 8 is a view for explaining an example of the 
operation when performing processing corresponding to 
“image IM 12ax%+(1%)ximage IM 12” in equation (3). 
0092 FIG. 9 is a view for explaining an example of 
operation when performing processing corresponding to 
“image IM 12bx/3+(1/3)x{image IM 12ax%+(1%)xim 
age IM 12” in equation (3) using a result of the processing 
“image IM 12ax%+(1%)ximage IM 12” shown in FIG.8. 
0093 FIG. 10 is a view for explaining an example of the 
operation when performing processing corresponding to 
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equation (3) using the result of the processing “image 
IM 12bx/3+(1/3)x{image IM 12ax%+(1%)ximage 
IM 12” shown in FIG. 9. 
0094) Below, an example of the operation of the image 
processing apparatus 1 when performing the processing 
shown in FIG. 8 and FIG. 9 will be explained. 
0095 First, in the image processing apparatus 1, as 
shown in FIG. 8, the read circuit 10 shown in FIG. 1 reads 
the image data S3a of the image IM 12a obtained by 
shifting the image IM 12 of the letter “A” by one pixel to 
the right direction from the memory 3, while the selector 12 
Selects the image data S3a and outputs it to the Subtraction 
circuit 15. 

0096] At this time, the read operation of the image data 
S3a of the image IM 12a by the read circuit 10 is performed 
using the coordinate data (u,v) of the image (for example, 
texture image) of the letter “A” stored in the memory 3 on 
the basis of the control signal S2a from the CPU 2. That is, 
the read circuit 11 reads the image IM 12a obtained by 
shifting the image IM 12 by one pixel to the right direction 
from the memory 3 using the texture mapping function. 
0097. In parallel with this, the read circuit 11 shown in 
FIG. 1 reads the image data S3b of the image IM 12 of the 
letter “A” from the memory 3, and then the selector 13 
Selects the image data S3b and outputs it to the Subtraction 
circuit 15. 

0098. Then, the subtraction circuit 15 subtracts the image 
data S3b from the image data S3a, that is, subtracts the 
image IM 12 from the image IM 12a, and then outputs the 
resultant image data S15 to the multiplication circuit 16. 
0099] Then, the multiplication circuit 16 multiplies the 
image data S15 with the coefficient a (=%) indicated by the 
control Signal S2g and then outputs the resultant image data 
S15 to the addition circuit 17. 

0100 Further, in parallel with the processing of the 
multiplication circuit 16, the read circuit 11 shown in FIG. 
1 reads the image data S3b of the image IM 12 shown in 
FIG. 4 from the memory 3, and the selector 14 selects the 
image data S3b and outputs it to the addition circuit 17. 
0101 Then, the addition circuit 17 adds the image data 
S16 from the multiplication circuit 16 and the image data 
S3b from the selector 14 to produce the image data S17 of 
the image IM 31 corresponding to the result of the process 
ing “image IM 12ax%+(1%)ximage IM 12” of equation 
(3) and outputs the image data S17 to the write circuit 18. 
0102) Then, the write circuit 18 writes the image data S17 
to an address in the memory 3 designated by the control 
Signal S2g. 
0103) Next, in the image processing apparatus 1, as 
shown in FIG. 9, the read circuit 10 shown in FIG. 1 reads 
the image data S3a of the image IM 12b obtained by 
shifting the image IM 12 of the letter “A” by one pixel in 
the right direction and a lower direction from the memory 3, 
and the Selector 12 Selects the image data S3a and outputs 
it to the Subtraction circuit 15. 

0104. At this time, the read operation of the image data 
S3a of the image IM 12b by the read circuit 10 is performed 
by using the coordinate data (u,v) of the image of the letter 
“A” stored in the memory 3 on the basis of the control signal 
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S2a from the CPU 2. That is, the read circuit 11 reads the 
image IM 12b obtained by shifting the image IM 12 by one 
pixel in the right direction and a lower direction from the 
memory 3 by using the texture mapping function. 

0105. In parallel with this, the read circuit 11 shown in 
FIG. 1 reads the image data S3b of the image IM 31 
explained using FIG. 8, and the selector 13 selects the image 
data S3b and outputs it to the subtraction circuit 15. 
0106 Then, the subtraction circuit 15 subtracts the image 
data S3b from the image data S3a, that is, subtracts the 
image IM 31 from the image IM 12b, and then outputs the 
resultant image data S15 to the multiplication circuit 16. 
0107 Then, the multiplication circuit 16 multiplies the 
image data S15 with the coefficient a (=/3) indicated by the 
control Signal S2g and then outputs the resultant image data 
S16 to the addition circuit 17. 

0108 Further, in parallel with the processing of the 
multiplication circuit 16, in a way Similar to the operation 
described above, the read circuit 11 shown in FIG. 1 reads 
the image data S3b of the image IM 31 shown in FIG. 8 
from the memory 3, and the Selector 14 Selects the image 
data S3b and outputs it to the addition circuit 17. 
0109 Then, the addition circuit 17 adds the image data 
S16 from the multiplication circuit 16 and the image data 
S3b from the selector 14 to produce the image data S17 of 
the image IM 32 corresponding to the result of the process 
ing “image IM 12ax%+(1%)ximage IM 12” of equation 
(3) and outputs the image data S17 to the write circuit 18. 
0110. Then, the write circuit 18 writes the image data S17 
to an address of the memory 3 designated by the control 
Signal S2g. 

0111 Next, in the image processing apparatus 1, as 
shown in FIG. 10, the read circuit 10 shown in FIG. 1 reads 
the image data S3a of the image IM 12c obtained by 
shifting the image IM 12 of the letter “A” by one pixel in 
the lower direction from the memory 3, and the selector 12 
Selects the image data S3a and outputs it to the Subtraction 
circuit 15. 

0112 At this time, the read operation of the image data 
S3a of the image IM 12c by the read circuit 10 is performed 
by using the coordinate data (u,v) of the image of the letter 
“A” stored in the memory 3 on the basis of the control signal 
S2a from the CPU 2. That is, the read circuit 11 reads the 
image IM 12c obtained by shifting the image IM 12 by one 
pixel in the lower direction from the memory 3 by using the 
texture mapping function. 

0113. In parallel with this, the read circuit 11 shown in 
FIG. 1 reads the image data S3b of the image IM 32 from 
the memory 3, and then the Selector 13 Selects the image data 
S3b and outputs it to the subtraction circuit 15. 
0114. Then, the subtraction circuit 15 subtracts the image 
data S3b from the image data S3a, that is, subtracts the 
image IM 32 from the image IM 12c, and then outputs the 
resultant image data S15 to the multiplication circuit 16. 
0115 Then, the multiplication circuit 16 multiplies the 
image data S15 with the coefficient a (=4) indicated by the 
control Signal S2g and then outputs the resultant image data 
S16 to the addition circuit 17. 
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0116 Further, in parallel with the processing of the 
multiplication circuit 16, the read circuit 11 shown in FIG. 
1 reads the image data S3b of the image IM 32 shown in 
FIG. 8 from the memory 3, and the selector 14 selects the 
image data S3b and outputs it to the addition circuit 17. 
0117 Then, the addition circuit 17 adds the image data 
S16 from the multiplication circuit 16 and the image data 
S3b from the selector 14 to produce the image data S17 of 
the image IM 33 corresponding to the result of the process 
ing of equation (3) and outputs the image data S17 to the 
write circuit 18. 

0118. Then, the write circuit 18 writes the image data S17 
to an address in the memory 3 designated by the control 
Signal S2g. 

0119) As described above, according to the image pro 
cessing apparatus 1, it is possible to flexibly perform various 
processing Such as C.-blending, edge enhancement, and 
blurring of images, as described above, by having the CPU 
2 control the read circuits 10 and 11, the write circuit 18, the 
selectors 12 to 14, and the multiplication circuit 16 on the 
basis of control Signals S2a to S2g produced in accordance 
with the execution of the program. 
0120) That is, according to the image processing appa 
ratus 1, it is possible to easily change the control Signals S2a 
to S2g produced by the CPU 2 to change the content of the 
processing just by changing the program without changing 
the hardware configuration. 

0121 The present invention is not limited to the above 
described embodiment. 

0.122 For example, in the embodiment shown in FIG. 7, 
an example of filtering for producing blurred images by 
averaging the values of pixels of four adjacent pixels P, Pa, 
P b, and Pc was illustrated, but the image processing 
apparatus 1 also may produce blurred images by processing 
based on the following equation (4) when weighting nine 
adjacent or neighboring pixels PA, PB, PC, P D, PE, 
PF, PG, PH, and P, as shown in FIG. 11. 
0123. In equation (4), the image IMA is the original 
image, the image IMB is an image obtained by shifting the 
image IMA by one pixel to the right direction, the image 
IMC is an image obtained by shifting the image IMA by 
two pixels to the right direction, the image IMD is an image 
obtained by shifting the image IMA by one pixel to the 
lower direction, the image IM E is an image obtained by 
shifting the image IMA by one pixel to the right direction 
and the lower direction, the image IMF is an image 
obtained by shifting the image IMA by two pixels to the 
right direction and by one pixel to the lower direction, the 
image IM G is an image obtained by shifting the image 
IMA by two pixels to the lower direction, and the image 
IM H is an image obtained by shifting the image IMA by 
two pixels to the right direction and lower direction. 

0.125 Further, in the embodiment described above, an 
example of using the image processing apparatuS 1 for 
C.-blending, edge enhancement, and blurring was described, 
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but the image processing apparatus 1 may perform other 
image processing as well by using the configuration shown 
in FIG. 1. 

0.126 Summarizing the effects of the invention, as 
explained above, according to the present invention, it is 
possible to provide an image processing apparatus capable 
of flexibly changing edge enhancement, blurring, and other 
image effect processing. 

0127. While the invention has been described with ref 
erence to Specific embodiments chosen for purpose of illus 
tration, it should be apparent that numerous modifications 
could be made thereto by those skilled in the art without 
departing from the basic concept and Scope of the invention. 
0128. The present disclosure relates to subject matter 
contained in Japanese Patent Application No. 2001-203336, 
filed on Jul. 4, 2001, the disclosure of which is expressly 
incorporated herein by reference in its entirety. 

1. An image processing apparatus comprising: 
a memory circuit for Storing image data; 
a read circuit for reading at least first image data, Second 
image data, and third image data from Said memory 
circuit; 

a first processing circuit for producing fourth image data 
indicating a difference between Said first image data 
and Said Second image data read by Said read circuit; 

a Second processing circuit for multiplying Said fourth 
image data with a predetermined coefficient to produce 
fifth image data; 

a third processing circuit for adding Said third image data 
and Said fifth image data to produce Sixth image data; 

a write circuit for writing Said Sixth image data to Said 
memory circuit; and 

a control circuit for executing a predetermined program to 
control Said read circuit, Said first processing circuit, 
Said Second processing circuit, Said third processing 
circuit, and Said write circuit in accordance with the 
execution of Said program; 

wherein Said read circuit reads plural image data in 
parallel. 

2. The image processing apparatus as Set forth in claim 1, 
wherein Said read circuit comprises plural read circuits for 
respectively reading image data in parallel. 

3. The image processing apparatus as Set forth in claim 1, 
wherein Said plural image data comprises Said first image 
data and Said Second image data. 

4. The image processing apparatus as Set forth in claim 1, 
wherein 

Said read circuit reads one image data Stored in Said 
memory circuit as Said first image data and Said third 
image data and reads another image data as Said Second 
image data; and 

Said Second processing circuit multiplies Said fourth 
image data with an O-blending coefficient as Said 
predetermined coefficient to produce Said fifth image 
data. 

5. The image processing apparatus as Set forth in claim 3, 
wherein 
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Said read circuit reads Single image data Stored in Said 
memory circuit as Said first image data and Said third 
image data from a predetermined read position from 
Said memory circuit and reads said Second data corre 
sponding to an image obtained by shifting an image 
corresponding to Said Single image data by one pixel to 
a predetermined direction; 

Said first processing circuit produces a difference between 
Said first image data and Said Second image data read by 
Said read circuit; 

Said Second processing circuit multiplies Said difference 
with a value corresponding to a degree of edge 
enhancement; and 

Said third processing circuit adds a result of the multipli 
cation and Said third image data to produce edge 
enhanced image data. 

6. The image processing apparatus as Set forth in claim 3, 
wherein 

Said read circuit reads image data Stored in Said memory 
circuit a plurality of times on the basis of Said coordi 
nate data while shifting read positions by one pixel; and 

Said control circuit performs control to combine process 
ing of Said first processing circuit, Said Second process 
ing circuit, and Said third processing circuit and aver 
age the plurality of image data obtained by the plurality 
of the read operations to produce image data of an 
image blurring an image corresponding to image data 
Stored in Said memory circuit. 

7. The image processing apparatus as Set forth in claim 6, 
wherein 

Said read circuit reads image data Stored in Said memory 
circuit from a predetermined position, reads the image 
data from a position shifted from Said predetermined 
position by one pixel to the right direction, reads the 
image data from a position shifted from Said predeter 
mined position by one pixel to the lower direction, and 
reads the image data from a position shifted from Said 
predetermined position by one pixel to the right direc 
tion and the lower direction; and 

Said control circuit performs control to average the four 
Series of image data read from the four read positions 
to produce image data of an image blurring an image 
corresponding to image data read from Said predeter 
mined read position by the operations of Said first 
processing circuit, Said Second processing circuit, and 
Said third processing circuit. 

8. The image processing apparatus as Set forth in claim 1, 
wherein Said control circuit performs control to combine 
operations of Said first processing circuit, Said Second pro 
cessing circuit, and Said third processing circuit and per 
forms processing while giving predetermined weights to 
Said plurality of image data to produce image data of an 
image blurring an image corresponding to image data Stored 
in Said memory circuit. 

9. A method of image processing comprising: 
a first Step of producing fourth image data indicating a 

difference between first image data and Second image 
data; 

a Second Step of multiplying Said fourth image data with 
a predetermined coefficient to produce fifth image data; 
and 
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a third Step of adding Said third image data and Said fifth 
image data to produce Sixth image data and 

executing a predetermined program and controlling Said 
first to third Steps in accordance with the execution of 
Said program. 

10. A program executed by a processing apparatus and 
controlling a first processing circuit, a Second processing 
circuit, and a third processing circuit, comprising: 

a first routine of producing fourth image data indicating a 
difference between first image data and Second image 
data by Said first processing circuit; 

a Second routine of multiplying Said fourth image data 
with a predetermined coefficient to produce fifth image 
data by Said Second processing circuit; and 

a third routine of adding Said third image data and Said 
fifth image data to produce Sixth image data by Said 
third processing circuit. 

11. A method of image processing comprising: 
a first Step of reading first image data and Second image 

data from a memory circuit in parallel; 
a Second step of producing fourth image data indicating a 

difference between Said first image data and Said Sec 
ond image data; 

a third Step of multiplying Said fourth image data with a 
predetermined coefficient to produce fifth image data; 

a fourth Step of reading third image data from Said 
memory circuit; and 
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a fifth Step of adding Said third image data and Said fifth 
image data to produce Sixth image data and 

executing a predetermined program and controlling Said 
first to third Steps in accordance with the execution of 
Said program. 

12. The method as set forth in claim 11, wherein said 
fourth Step is operated in parallel with Said third step. 

13. A program executed by a processing apparatus and 
controlling a memory circuit, a read circuit, a first proceSS 
ing circuit, a Second processing circuit, and a third proceSS 
ing circuit, comprising: 

a first routine of reading first image data and Second image 
data from Said memory circuit in parallel by Said read 
circuit; 

a Second routine of producing fourth image data indicat 
ing a difference between Said first image data and Said 
Second image data by Said first processing circuit; 

a third routine of multiplying Said fourth image data with 
a predetermined coefficient to produce fifth image data 
by Said Second processing circuit; 

a fourth routine of reading third image data from Said 
memory circuit by Said read circuit; and 

a fifth routine of adding Said third image data and Said 
fifth image data to produce Sixth image data by Said 
third processing circuit. 

14. The method as set forth in claim 13, wherein said 
fourth routine is operated in parallel with said third routine. 
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