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특허청구의 범위

청구항 1 

복수의  트레이닝  이미지(training  image)들의  각각에  불균일  패턴에  대한 이산 등급 라벨(discrete  rating

label)을 자동으로 할당하고, 트레이닝 샘플들에 할당된 등급 라벨들을 기반으로 분류 모델을 계산하는 등급화

소프트웨어 - 상기 등급화 소프트웨어는 트레이닝 이미지들의 서브세트(subset)만을 위한 입력을 사용자로부터

수신하고, 상기 입력을 기반으로 나머지 트레이닝 이미지들 모두를 위한 등급 라벨들을 계산함 - 를 컴퓨터 상

에서 실행하는 단계와, 

전산화 검사 시스템 내에 통합된 파이프라인형(pipelined) 그래픽 처리 유닛(graphical processing unit, GP

U)의 하드웨어 구성요소들을 사용하여, 제조된 웨브(web) 재료로부터 포착된 샘플 이미지를 실시간으로 처리하

여 상기 이미지로부터 제1 복수의 특징부들을 병렬로 추출하는 단계와, 

상기 분류 모델에 따라 제1 복수의 특징부들로부터 상기 전산화 검사 시스템을 사용하여 웨브 재료의 샘플 이미

지에 대한 불균일성 패턴의 심각도 수준을 계산하는 단계를 포함하는

방법.

청구항 2 

제 1 항에 있어서, 

이산 등급 라벨들을 자동으로 할당하는 단계는,

등급화 소프트웨어로, 트레이닝 이미지들의 대표적인 서브세트에 대한 복수의 이미지 클러스터들을 계산하는 단

계와, 

사용자에 의해 이미지 클러스터들에 할당된 개별 등급 라벨들을 수신하는 단계와, 

사용자에 의해 이미지 클러스터들에 할당된 개별 등급 라벨들을 각자의 이미지 클러스터들 내의 트레이닝 이미

지들 모두에게 자동으로 전파하는 단계와, 

등급 라벨들을 자동으로 계산하고, 계산된 등급 라벨들을 패턴들의 클래스들의 각각에 대한 트레이닝 이미지들

의 대표적인 서브세트 내에 포함되지 않는 트레이닝 이미지들 중 나머지 모든 트레이닝 이미지들에게 할당하는

단계를 포함하는

방법.

청구항 3 

제 1 항에 있어서,

모델에  따라  이미지로부터  추출할  제2  복수의  특징부들을  동적으로  선택하도록  트리거(trigger)들의  체인

(chain)을 정의하는 의사 결정 모델을 갖는 검사 시스템으로 제1 복수의 특징부들을 처리하는 단계와, 

의사 결정 모델에 따라, 제2 복수의 특징부들이 샘플 이미지로부터 추출되면, 불균일성 패턴에 대해 샘플 이미

지를 오분류하는 비용의 예상되는 감소를 결정하는 단계와,

비용의 예상되는 감소가 임계치를 초과할 때, 검사 시스템의 파이프라인형 GPU의 하드웨어 구성요소들로 샘플

이미지를 처리하여 제2 특징부 세트를 추출하는 단계와, 

이미지로부터 추출된 제1 복수의 특징부들 및 제2 복수의 특징부들을 사용하여 검사 시스템으로 웨브 재료에 대

한 불균일성 패턴의 심각도 수준을 계산하는 단계를 더 포함하는 
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방법.

청구항 4 

제 1 항에 있어서, 

등급 라벨들을 자동으로 할당하는 단계는, 트레이닝 이미지들의 대표적인 서브세트 내에 포함되지 않는 라벨링

되지 않은 트레이닝 이미지들의 각각에 대해,

라벨링되지 않은 트레이닝 이미지의 수치화된 디스크립터(descriptor)에 대해 트레이닝 이미지들의 대표적인 서

브세트 내의 라벨링된 이미지들 각각의 수치화된 디스크립터까지의 쌍대 거리(pair-wise distance)를 계산하는

단계와, 

각각의 특정된 패턴 클래스에 대해 확률 세트를 계산하는 단계 - 각각의 패턴 클래스에 대한 확률 세트는 패턴

클래스에 대해 특정된 등급 라벨들의 각각에 대한 확률을 포함하며, 라벨링되지 않은 트레이닝 이미지가 그 특

정 패턴 클래스에 대한 그 특정 라벨을 할당받은 트레이닝 이미지들의 구성원일 확률을 나타냄 - 와, 

패턴 클래스들의 각각 내에서 최고 확률을 갖는 등급 라벨들을 라벨링되지 않은 트레이닝 이미지에 할당하는 단

계를 포함하는 

방법.

청구항 5 

제 1 항에 있어서,

등급화 소프트웨어를 이용하여, 트레이닝 이미지들에게 할당된 이산 등급 라벨들을 기반으로 트레이닝 이미지들

의 연속 순위를 계산하는 단계와, 

전산화 검사 시스템을 이용하여, 트레이닝 이미지의 연속 순위를 기반으로 웨브에 대한 불균일 패턴의 심각도

수준을 계산하는 단계를 더 포함하는

방법.

청구항 6 

웨브  재료가  제조될  때  상기  웨브  재료를  실시간으로  검사하여,  불균일성  패턴의  심각도를  계산하는

방법으로서,

온라인 전산화 검사 시스템을 이용하여, 제조되고 있는 웨브 재료로부터 포착된 이미지를 수신하는 단계와, 

상기 검사 시스템으로 상기 이미지를 처리하여 제1 특징부 세트를 추출하는 단계와, 

의사 결정 모델에 따라 상기 이미지로부터 추출할 제2 특징부 세트를 동적으로 선택하기 위해 트리거들의 체인

을 정의하는 의사 결정 모델을 갖는 상기 검사 시스템으로 상기 제1 특징부 세트를 처리하는 단계와, 

상기 제2 특징부 세트가 상기 이미지로부터 추출되는 경우, 상기 불균일성 패턴에 대한 상기 이미지의 오분류의

비용의 예상되는 감소를 상기 의사 결정 모델에 따라 결정하는 단계와, 

상기 비용의 예상되는 감소가 임계치를 초과할 때, 상기 검사 시스템 내에 통합된 파이프라인형 그래픽 처리 유

닛(GPU)의 하드웨어 구성요소들을 호출하여 상기 검사 시스템과 함께 상기 이미지를 처리하여 상기 제2 특징부

세트를 추출하는 단계와, 

상기 이미지로부터 추출된 상기 제1 특징부 세트 및 상기 제2 특징부 세트를 사용하여 상기 검사 시스템으로 상

기 웨브 재료에 대한 불균일성 패턴의 심각도 수준을 계산하는 단계를 포함하는
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방법.

청구항 7 

제 6 항에 있어서, 

모델은 이미지로부터 추출할 제2 특징부 세트 및 추출할 임의의 부가적 특징부 세트의 선택을 제어하기 위한 하

나 이상의 동적 트리거들의 체인을 정의하는 마르코프 모델(Markov model)을 포함하는 

방법.

청구항 8 

제 6 항에 있어서, 

심각도 수준을 사용자에게 출력하기 위한 사용자 인터페이스를 제공하는 단계를 추가로 포함하는 

방법.

청구항 9 

제 8 항에 있어서, 

사용자 인터페이스를 제공하는 단계는, 차트를 업데이트하여 시간의 흐름에 따라 웨브 재료에 대한 불균일 패턴

의 심각도 수준을 그래프화하는 단계를 포함하는 

방법.

청구항 10 

제 8 항에 있어서,

사용자로부터 입력을 받는 단계와, 

입력에 응답하여, 제조된 웨브 재료에 대한 하나 이상의 공정 제어 파라미터들을 조절하는 단계를 더 포함하는

방법.

청구항 11 

웨브 재료가 제조될 때 웨브 재료를 실시간으로 검사하여, 불균일성 패턴의 심각도를 계산하는 온라인 전산화

검사 시스템으로서,

이미지로부터 어느 특징부를 추출할 것인지를 실시간으로 선택하기 위해 동적 트리거들의 체인을 정의하는 의사

결정 모델을 저장하기 위한 메모리와, 

현재 제조되고 있는 제조된 웨브 재료로부터 포착된 샘플 이미지를 처리하여 제1 특징부 세트를 추출하는 소프

트웨어를 실행하는 컴퓨터를 포함하고,

상기 소프트웨어는 의사 결정 모델을 적용하여 샘플 이미지로부터 추출할 부가적 특징부 세트들의 선택을 반복

적으로 동적으로 트리거링하며, 추출된 특징부들이 상기 웨브 재료에 대한 불균일성 패턴의 심각도 수준을 정의

된 신뢰 수준 내에서 계산하기에 충분할 때까지 부가적인 특징부 세트들을 추출하도록 상기 검사 시스템의 파이

프라인형 그래픽 처리 유닛(GPU)의 하드웨어 구성요소들을 호출하는
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온라인 전산화 검사 시스템.

청구항 12 

제 11 항에 있어서,

소프트웨어가 모델을 적용하여 새로운 이미지로부터 추출할 제2 특징부 세트의 선택을 트리거링하며,

트리거링될 경우에 소프트웨어는 이미지로부터 추출된 제1 특징부 세트를 기반으로 전체 특징부 세트로부터 제2

특징부 세트를 동적으로 선택하고,소프트웨어는 샘플 이미지를 처리하여 이미지로부터 제2 특징부 세트를 추출

하고 제1 특징부 세트 및 제2 특징부 세트를 기반으로 불균일성 패턴의 심각도 수준을 계산하는 

온라인 전산화 검사 시스템.

청구항 13 

제 12 항에 있어서, 

모델은 마르코프 모델을 포함하는 

온라인 전산화 검사 시스템.

청구항 14 

웨브 재료를 실시간으로 검사하는 온라인 전산화 검사 시스템으로서,

다차원 특징부 공간 내의 복수의 지점들 - 다차원 공간 내의 지점들의 각각은 트레이닝 이미지들 중 상이한 트

레이닝 이미지에 대한 특징부 벡터에 대응함 - 로서 트레이닝 이미지들의 연속 순위를 나타내는 모델을 저장하

는 메모리와, 

상기 검사 시스템의 파이프라인형 그래픽 처리 유닛(GPU) - 상기 GPU는 GPU의 병렬 하드웨어 구성요소들을 사용

하여 샘플 이미지로부터 복수의 특징부들을 병렬로 추출하도록, 제조된 웨브 재료로부터 포착된 샘플 이미지를

처리함 - 을 포함하며,

상기 전산화 검사 시스템은 상기 트레이닝 이미지들의 모델을 기반으로 상기 웨브 재료의 샘플 이미지에 대한

추출된 특징부들로부터의 불균일 패턴의 심각도 수준을 연속적인 척도로 계산하는

온라인 전산화 검사 시스템.

청구항 15 

복수의 트레이닝 이미지들의 각자의 트레이닝 이미지의 화소 값들로부터 트레이닝 이미지들의 각각에 대하여 수

치화된 디스크립터를 계산함으로써 각각의 트레이닝 이미지로부터 특징부들을 추출하고, 트레이닝 이미지들의

수치화된 디스크립터들을 처리하기 위한 제1 클러스터링 공정을 수행하여 트레이닝 이미지들의 대표적 서브세트

를 자동으로 선택하며 트레이닝 이미지들의 대표적 서브세트에 대하여 복수의 이미지 클러스터를 계산하는, 프

로세서 상에서 실행되는 등급화 소프트웨어와, 

대표적인 트레이닝 이미지들 내에 존재하는 하나 이상의 패턴 클래스들 및 패턴 클래스들의 각각에 대한 등급

라벨 세트를 특정하는 입력을 사용자로부터 수신하는 입력 메커니즘들을 가지며, 등급화 소프트웨어에 의해 제

공되며, 특정된 패턴 클래스들의 각각에 대한 이미지 클러스터들의 각각에 개별 등급 라벨을 할당하는 입력을

수신하는 입력 메커니즘들을 추가로 포함하는 사용자 인터페이스 - 이미지 클러스터들의 각각에 대해, 등급화

소프트웨어는 이미지 클러스터에 대한 패턴 클래스들에 할당된 개별 등급 라벨들의 각각을 그 이미지 클러스터

내의 모든 트레이닝 이미지들에 자동으로 전파시킴 - 와, 

트레이닝 샘플들에게 할당된 등급 라벨들을 기반으로 분류 모델을 계산하는 트레이닝 소프트웨어와, 
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제조된 웨브 재료로부터 포착된 새로운 이미지를 처리하여, 상기 새로운 이미지로부터 복수의 특징부들을 병렬

로 추출하고 상기 분류 모델을 기반으로 상기 웨브 재료에 대한 분균일 패턴의 심각도 수준을 연속적인 척도로

계산하는 파이프라인형 그래픽 처리 유닛(GPU)을 포함하는 온라인 전산화 검사 시스템을 포함하는

시스템.

청구항 16 

사용자를 트레이닝하는 방법으로서,

복수의 트레이닝 이미지들의 각각에 불균일 패턴에 대한 이산 등급 라벨을 자동으로 할당하고, 하나 이상의 전

문가들에 의해 트레이닝 샘플들에게 할당된 등급 라벨들을 기반으로 분류 모델을 계산하는 등급화 소프트웨어를

컴퓨터 상에서 실행하는 단계와, 

전산화 검사 시스템을 사용하여, 제조된 웨브 재료로부터 포착된 샘플 이미지를 실시간으로 처리하여 상기 이미

지로부터 제1 복수의 특징부들을 추출하는 단계와, 

상기 분류 모델에 따라 제1 복수의 특징부들로부터 전산화 검사 시스템을 사용하여 상기 웨브 재료의 샘플 이미

지에 대한 불균일성 패턴의 심각도 수준을 계산하는 단계와, 

전문가들과 동일한 방식으로 불균일성 패턴을 시각화하기 위한 트레이닝 정보로서, 상기 분류 모델로부터 계산

된 심각도 수준 및 샘플 이미지 둘 모두를 사용자에게 표시하는 단계를 포함하는

방법.

청구항 17 

제 16 항에 있어서,

불균일성 패턴에 대한 심각도 수준의 증가 또는 감소를 요청하는 입력을 사용자로부터 수신하는 단계와, 

입력에 응답하여, 제조된 웨브 재료에 대한 하나 이상의 공정 제어 파라미터들을 조절하는 단계를 포함하는 

방법.

청구항 18 

제 16 항에 있어서, 

등급화 소프트웨어는 트레이닝 이미지들의 서브세트만에 대한 입력을 사용자로부터 수신하고, 입력을 기반으로

모든 나머지 트레이닝 이미지들에 대한 등급 라벨들을 계산하는 

방법.

명 세 서

기 술 분 야

관련 출원에 대한 상호 참조[0001]

본 출원은 2011년 2월 24일자로 출원된 미국 가특허 출원 제61/446,404호의 이익을 주장하며, 이 출원의 개시[0002]

내용은 전체적으로 본 명세서에 참고로 포함된다.

본 발명은 이동하는 웨브(web)의 검사를 위한 전산화 시스템과 같은 자동화 검사 시스템에 관한 것이다.[0003]

배 경 기 술
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이동하는 웨브 재료의 분석을 위한 전산화 검사 시스템은 현대의 제조 작업에 중요한 것으로 판명되었다.  제조[0004]

라인의 목적은 완벽하게 균일하고 가변성이 배제된 재료를 제조하는 것이다.  그러나, 웨브-기반의 재료를 제조

할 때 불균일성은 통상적인 문제점이다.  이는 많은 공정 변수 또는 제형화 오차에 의해 유발될 수 있다.  결과

적으로, 광학적 검사 센서(예를 들어, 카메라)에 의해 포착된 디지털 이미지를 기반으로 제조된 제품의 품질을

자동으로 분류할 수 있는 이미지화-기반 검사 시스템을 활용하는 것이 점점 보편화되고 있다.  일부 검사 시스

템은 흔히 "분류기"라고 지칭되는 알고리즘을 적용하며, 이는 각각의 포착된 디지털 이미지(즉, "샘플")에 등급

의 할당을 시도하여, 가장 단순한 경우에 샘플 또는 그의 일부가 합격인지 불합격인지를 지시한다.

이들 검사 시스템은 흔히, 각각의 결함이 제조된 재료의 단일 영역에 국한된 "점" 결함의 식별을 시도한다.  그[0005]

러나, "불균일성" 결함 또는 "패턴"으로 지칭되는 다른 유형의 결함이 존재할 수 있으며, 여기에서는 웨브 재료

가 넓은 영역에 걸쳐 불균일한 가변성을 나타낸다.  이러한 불균일성의 예는 얼룩(mottle), 채터(chatter), 밴

딩(banding), 및 줄무늬(streak)를 포함한다.  이들과 같은 불균일성-유형의 결함은 정의상 분포되며 비-국한적

이다.  결과적으로, 이러한 결함은 국한된 점 결함에 비해 전산화 검사 시스템이 검출하고 정량화하기가 더 어

려울 수 있다.

제조된 재료에서 불균일성 결함의 검출을 시도하는 경우, 검사 시스템은 전형적으로 샘플 이미지를 수집 및 처[0006]

리하여 특정 불균일성을 지시하는 특징부를 추출한다.  이들 특징부를 기반으로, 검사 시스템은 하나 이상의 분

류기를 적용하여 불균일성의 심각도의 평가를 생성시킨다.  특징부 추출은 계산 집약적일 수 있으며, 검사 공정

의 제한 인자일 수 있다.  예를 들어, 이 단계에서는, 필터링, 형태학적, 시간적, 스펙트럼, 또는 통계적 처리

를 포함할 수 있는 루틴(routine)을 통해, 수백만 화소를 포함하는 고해상도 이미지를 아마도 50개 이하의 대표

적 수(또는 특징부)로 감소시킨다.  이어서, 얻어진 수는 기본 제품(underlying product)의 품질을 평가하기 위

한 기반을 형성한다.  수백만개의 화소값을 수십개의 정보성 수로 축약하기 위해 필요한 시간의 양은 상당할 수

있으므로, 이와 같이, 현대 컴퓨터 상에서도 빠른 제조 속도에 대해 실시간으로 수행될 수 없다.  하나의 가능

성은 더 고품질인 더 고가의 컴퓨터를 구입하는 것일 수 있으나, 이 해결책은 검사 시스템의 비용을 엄청나게

고가로 만들고 데이터 분배 및 결과 종합의 부가적 시행 문제점을 일으킬 수 있다.

발명의 내용

일반적으로,  본  개시  내용은 제조된 재료에서 불균일성들을 다루는 전체 전산화 시스템을 기술한다.   예를[0007]

들어, 시스템은 주어진 제품의 샘플을 대표하는 다량의 디지털 이미지들에 전문 등급(즉, 라벨)을 효율적이고

일관성 있게 할당함에 있어서 사용자를 지원할 수 있는 전산화 등급화 도구를 포함한다.  게다가, 등급화 소프

트웨어는, 전산화 검사 시스템이 제조된 웨브 재료에서 불균일성 결함들의 존재를 실시간으로 검출하게 하고,

각각의 결함의 심각도 수준을 나타내는 출력을 연속적인 척도로 제공하게 하는 모델을 개발할 수 있다.  즉, 전

산화 검사 시스템은, 불균일성 결함들, 즉 패턴들의 존재를 검출하기 위해 그리고 각각의 결함의 심각도를 나타

내는 출력을 제공하기 위해 실시간으로 적용될 트레이닝 데이터로서 전문 등급들을 이용한다.  본 기술은 불균

일성 심각도의 연속 차트화를 제공하는 실시간 출력을 제공할 수 있다.  다시 말하면, "합격" 또는 "불합격",

또는 "1", "3", 또는 "5"와 같은 이산 등급 라벨로 제한되는 것이 아니라, 전산화 검사 시스템은 더욱 연속적인

샘플의 순위를 제공할 수 있다.  게다가, 웨브-제조 재료 내의 특정 패턴을 검출 및 분류하도록 설계된 검사 시

스템의 처리량을 증가시키는 기술이 기술된다.  대부분 균일할 것으로 예상되는 주어진 분량의 재료를 검사하기

위해 필요한 평균 시간량을 현저하게 감소시키기 위한 알고리즘 및 하드웨어 접근방법이 기술된다.  본 명세서

에 기술된 알고리즘 기술은, 기초 특징부 세트로 시작하여 단지 부가적 특징부 계산을 필요에 따라 트리거링함

으로써 어느 이미지 특징부를 계산할 것인지의 동적(즉, 온라인) 결정을 포함한다.  몇몇 실시예에서, 많은 이

미지 처리 루틴들에 대해 최적화될 수 있는 그래픽 처리 유닛(graphics processing unit, GPU)들에서 계산이 수

행된다.  따라서, 본 기술은 상당한 생산성 이득을 유발할 수 있다.

일 실시예에서, 복수의 트레이닝 이미지들의 각각에 불균일 결함에 대한 이산 등급 라벨을 자동으로 할당하고,[0008]

트레이닝 샘플들에게 할당된 등급 라벨들을 기반으로 분류 모델을 계산하는 등급화 소프트웨어를 컴퓨터 상에서

실행하는 단계를 포함한다.  등급화 소프트웨어는 트레이닝 이미지들의 서브세트(subset)만에 대한 입력을 사용

자로부터 수신하고, 입력을 기반으로 모든 나머지 트레이닝 이미지들에 대한 등급 라벨들을 계산한다.  방법은

전산화 검사 시스템 내에 통합된 파이프라인형(pipelined) 그래픽 처리 유닛(GPU)의 하드웨어 구성요소들을 사

용하여, 제조된 웨브 재료로부터 포착된 샘플 이미지를 실시간으로 처리하여 이미지로부터 제1 복수의 특징부들

을 병렬로 추출하는 단계; 및 분류 모델에 따라 제1 복수의 특징부들로부터 전산화 검사 시스템을 사용하여 웨
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브 재료의 샘플 이미지에 대한 불균일성 결함의 심각도 수준을 계산하는 단계를 추가로 포함한다.

다른 실시예에서, 웨브 재료가 제조될 때 웨브 재료를 실시간으로 검사하여, 불균일성 결함의 심각도를 계산하[0009]

기 위한 온라인 전산화 검사 시스템이 기술된다.  검사 시스템은 이미지로부터 어느 특징부를 추출할 것인지를

실시간으로 선택하기 위한 동적 트리거(dynamic trigger)들의 체인(chain)을 정의하는 의사 결정 모델을 저장하

기 위한 메모리; 및 현재 제조되고 있는 제조된 웨브 재료로부터 포착된 샘플 이미지를 처리하여 제1 특징부 세

트를 추출하는 소프트웨어를 실행하는 컴퓨터를 포함한다.  소프트웨어는 의사 결정 모델을 적용하여 샘플 이미

지로부터 추출할 부가적 특징부 세트들의 선택을 동적으로 트리거링하며, 추출된 특징부들이 웨브 재료에 대한

불균일성 결함의 심각도 수준을 정의된 신뢰 수준 내에서 계산하기에 충분할 때까지 부가적인 특징부 세트들을

추출하도록 검사 시스템의 파이프라인형 그래픽 처리 유닛(GPU)의 하드웨어 구성요소들을 호출한다.  동적 트리

거링 및 계산들은 신규 재료가 검사 시스템에 제공될 때 필요한 대로 반복된다.

다른 실시예에서, 웨브 재료를 실시간으로 검사하기 위한 온라인 전산화 검사 시스템이 기술된다.  검사 시스템[0010]

은 다차원 특징부 공간 내의 복수의 지점들로서 트레이닝 이미지들의 연속 순위를 나타내는 모델을 저장하는 메

모리를 포함하는데, 다차원 공간 내의 지점들의 각각은 트레이닝 이미지들 중 상이한 트레이닝 이미지에 대한

특징부 벡터에 대응한다.  검사 시스템은 검사 시스템의 파이프라인형 그래픽 처리 유닛(GPU)를 추가로 포함하

며, 이 GPU는 GPU의 병렬 하드웨어 구성요소들을 사용하여 샘플 이미지로부터 복수의 특징부들을 병렬로 추출하

도록, 제조된 웨브 재료로부터 포착된 샘플 이미지를 처리한다.  전산화 검사 시스템은 트레이닝 이미지들의 모

델을 기반으로 웨브 재료의 샘플 이미지에 대한 추출된 특징부들로부터의 불균일 결함의 심각도 수준을 연속적

인 척도로 계산한다.

본 명세서에 기술된 기술은 웨브 상에 제조되는 임의의 재료를 포함하는 다수의 제품 라인에서 응용성 및 유용[0011]

성을 갖는다.  본 기술은, 균일성이 중요한 광범위한 제품에 넓은 응용성을 갖는다.  몇가지 예는 광학 필름,

창문 필름, 및 연마재이다.

본 발명의 하나 이상의 실시예들의 상세 사항이 첨부 도면 및 이하의 설명에 기술되어 있다.  본 발명의 다른[0012]

특징부, 목적 및 이점이 설명 및 도면, 그리고 특허청구범위로부터 명백하게 될 것이다.

도면의 간단한 설명

도 1은 본 명세서에 기술된 기술이 적용될 수 있는, 예시적인 웨브 제조 및 전환 시스템을 도시하는 블록도.[0013]

도 2는 예시적인 웨브 제조 공장에서의 검사 시스템의 예시적인 실시예를 도시하는 블록도.

도 3은 본 명세서에 기술된 시스템의 예시적 작동을 도시하는 흐름도.

도 4는 소프트웨어 등급화 도구의 예시적 작동을 도시하는 흐름도.

도 5 내지 도 10은 등급화 도구에 의해 제공되는 사용자 인터페이스의 예시적 특징부를 도시하는 도면.

도 11은 "매니폴드"라고 지칭되는 연속 3차원(3D) 표면을 도시하며, 이를 참조하여 연속 순위 모델을 생성시키

기 위해 트레이닝 소프트웨어에 의해 적용되는 알고리즘이 용이하게 이해되는 도면.

도 12는 트레이닝 소프트웨어가 트레이닝 이미지로부터 추출된 특징부 벡터를 처리하여 트레이닝 이미지의 연속

순위를 개발하고 연속 순위 모델을 생성시키는 예시적인 공정을 더욱 상세하게 나타내는 흐름도.

도 13은 차트화 모듈이 실시간으로 연속 순위 모델을 이용하여 불균일성 결함의 존재를 검출하고 각각의 결함에

대한 심각도 수준의 연속 차트화를 제공하는 예시적인 공정을 더욱 상세하게 나타내는 흐름도.

도 14는 2차원 특징부 공간 내에서 k-최근방 이웃을 찾는 논리적 표현을 제공하는 그래프.

도 15는 해싱 알고리즘(hashing algorithm)을 사용하여 k-최근방 이웃을 찾는 제2 기술을 도시하는 도면.

도 16은 특징부 추출 모듈이 연이어 더 큰 특징부 세트들로부터의 결과를 사용하여 부가적 특징부 계산을 트리

거링함으로써 실시간으로 "최상의 특징부 세트"를 구축하는 동적 시스템 구성의 예를 나타내는 흐름도.

도 17은 ROC-공간 내의 3-단계 순서의 성능을 나타내는 도면.

도 18 및 도 19는 시뮬레이션 연구를 기반으로 성능 결과를 나타내는 플롯(plot).
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도 20은 특정 트리거링 전략이 더 낮은 비용을 산출한 샘플들의 (시험 전체에 걸친) 평균 분율을 나타내는 비교

플롯.

발명을 실시하기 위한 구체적인 내용

도 1은, 본 명세서에 기술된 기술이 적용될 수 있는, 예시적 시스템(2)을 도시하는 블록도이다.  웨브 제조 공[0014]

장(6A 내지 6N)(웨브 제조 공장(6))은 웨브 롤(7)의 형태로 웨브 재료를 제조 및 운송하는 제조 현장을 나타낸

다.  웨브 제조 공장(6)은 지리적으로 분산되어 있을 수 있고, 각각의 웨브 제조 공장은 하나 이상의 제조 공정

라인을 포함할 수 있다.  일반적으로, 웨브 롤(7)은 제조 공장(6) 중 어느 하나에 의해 제조되고 부가적 처리를

위해 웨브 제조 공장 사이에 운송될 수 있다.  완성된 웨브 롤(10)은 제품(12A 내지 12N)(제품(12))으로의 전환

을 위해 전환 현장(8A 내지 8N)(전환 현장(8))으로 운송된다.  도 1에 나타낸 바와 같이, 전환 제어 시스템(4),

웨브 제조 공장(6A 내지 6N)(웨브 제조 공장(6)), 및 전환 현장(8A 내지 8N)(전환 현장(8))은 웨브 재료의 제조

및 제품(12)으로의 전환에 관련된 정보(예를 들어, 결함 정보) 교환을 위하여 컴퓨터 네트워크(9)에 의해 상호

연결된다.

일반적으로, 웨브 롤(7, 10)은, 하나의 방향으로 고정된 치수를 갖고 직교하는 방향으로 미리설정된 또는 부정[0015]

의 길이를 갖는 임의의 시트형 재료일 수 있는 제조된 웨브 재료를 포함할 수 있다.  웨브 재료의 예는 금속,

종이, 직물(woven), 부직물(non-woven), 유리, 중합체 필름, 연성 회로 또는 이들의 조합을 포함하지만, 이에

한정되는 것은 아니다.  금속은 강철 또는 알루미늄과 같은 재료를 포함할 수 있다.  직물은 일반적으로 다양한

천(fabric)을 포함한다.  부직물은 종이, 필터 매체, 또는 절연 재료와 같은 재료를 포함한다.  필름은 예를 들

어 라미네이트 및 코팅된 필름을 비롯한 투명 및 불투명 중합체 필름을 포함한다.

전환 현장(8)은 완성된 웨브 롤(10)을 웨브 제조 공장(6)으로부터 받아 고객(14A 내지 14N)(고객(14))에게 판매[0016]

하기 위한 제품(12) 내로 혼입시키기 위하여 완성된 웨브 롤(10)을 개별 시트로 전환할 수 있다.  전환 시스템

은 제품에 연계된 등급 수준과 같은 다양한 기준을 기반으로 주어진 완성된 웨브 롤(10)을 어느 제품(14)으로

전환시킬 것인지를 결정할 수 있다.  즉, 어느 시트가 어느 제품(12)에 혼입되어야 하는지의 선택 공정은 각각

의 시트가 만족시키는 특정 등급 수준을 기반으로 할 수 있다.  본 명세서에 기술된 기술에 따르면, 전환 현장

(8)은 완성된 웨브 롤(10)에서의 이상(anomaly), 즉 잠재적인 결함에 관한 데이터를 또한 수신할 수 있다.  궁

극적으로, 전환 현장(8)은 완성된 웨브 롤(10)을 고객(14A 내지 14N)(고객(14))에 판매하기 위한 제품(12)에 포

함될 수 있는 개별 시트들로 전환할 수 있다.

제품(12)에 포함시킬 개별 시트로 개조할 준비가 된 완성된 웨브 롤(10)을 생산하기 위해, 미완성된 웨브 롤[0017]

(7)은 하나의 웨브 제조 공장, 예를 들어, 웨브 제조 공장(6A) 내에서 또는 다수의 제조 공장 내에서 다수의 공

정 라인의 처리를 거칠 필요가 있을 수 있다.  각각의 공정에 대해, 웨브 롤은 전형적으로 그로부터 웨브가 제

조 공정으로 공급되도록 하는 소스 롤(source roll)로서 사용된다.  각각의 공정 후, 웨브는 전형적으로 웨브

롤(7)로 다시 수집되고, 상이한 제품 라인으로 이동되거나, 상이한 제조 공장으로 운송된 다음, 그곳에서 풀리

고, 처리되며, 다시 롤로 수집된다.  이 공정은 궁극적으로 완성된 웨브 롤(10)이 제조될 때까지 반복된다.  많

은 응용에 대해, 각각의 웨브 롤(7)을 위한 웨브 재료는 하나 이상의 웨브 제조 공장(6)의 하나 이상의 제조 라

인에서 적용되는 다수의 코팅을 가질 수 있다.  코팅은 일반적으로 제1 제조 공정의 경우에는 베이스 웨브 재료

의 노출된 표면에, 또는 후속 제조 공정의 경우에는 이전에 적용된 코팅의 노출된 표면에 적용된다.  코팅의 예

는 접착제, 하드코트(hardcoat), 낮은 접착성의 배면 코팅, 금속화된 코팅, 중성 밀도 코팅, 전기 전도성 또는

비전도성 코팅, 또는 이들의 조합을 포함한다.

웨브 롤(7)들 중 주어진 것을 위한 각각의 제조 공정 동안에, 하나 이상의 검사 시스템이 웨브에 대한 이상 정[0018]

보를 획득한다.  예를 들어, 도 2에 도시된 바와 같이, 제조 라인을 위한 검사 시스템은 웨브가 처리될 때, 예

를 들어 하나 이상의 코팅이 웨브에 적용될 때, 연속적으로 이동하는 웨브에 아주 근접하게 위치되는 하나 이상

의 이미지 획득 장치를 포함할 수 있다.  이미지 획득 장치는 디지털 이미지를 얻기 위해 연속적으로 이동하는

웨브의 순차적인 부분들을 스캔한다.  검사 시스템은 하나 이상의 알고리즘으로 이미지를 분석하여 웨브가 전환

되는 궁극적 제품(12)에 따라 실제의 "결함"을 나타낼 수 있는 소위 "국소" 이상 정보를 생성시킨다.  검사 시

스템은, 예를 들어, 각각의 결함이 단일 영역에 국한된 "점" 결함에 대한 이상 정보를 생성시킬 수 있다.  다른

예로서,  검사  시스템은  웨브  재료가  점  결함의  영역보다  넓은  영역에  걸쳐  불균일한  가변성을  나타내는

"불균일" 결함 또는 "불균일성"에 대한 이상 정보를 생성시킬 수 있다.  이러한 불균일성의 예는 얼룩, 채터,

밴딩, 및 줄무늬를 포함한다.
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웨브 제조 공장(6) 내의 검사 시스템은, 웨브가 제조됨에 따라 실시간으로 불균일성 결함의 존재를 검출하고 각[0019]

각의 결함의 심각도를 지시하는 출력을 제공하는 알고리즘을 적용할 수 있다.  예를 들어, 전산화 검사 시스템

은 웨브 제조 공장(6) 내의 공정 기술자와 같은 사용자에게 불균일성의 존재 및 그들의 심각도에 관하여 실시간

피드백을 제공할 수 있으며, 이에 의해, 제조를 현저하게 지연시키거나 사용할 수 없는 재료를 다량으로 제조하

지 않으면서 공정 조건을 조정하여 문제점을 해소함으로써, 발생하는 불균일성에 사용자가 신속하게 대응하는

것을 가능하게 한다.  불균일성에 대한 등급 라벨(예를 들어, "양호" 또는 "불량")을 궁극적으로 할당하거나 주

어진 샘플의 불균일성 심각도의 측정값을, 0 내지 10의 척도의 1.63과 같이 연속적인 척도 또는 더욱 정확하게

샘플링된 척도로 생성시킴으로써, 전산화 검사 시스템들은 알고리즘을 적용하여 심각도 수준을 계산할 수 있다.

이 공정 동안에, 검사 시스템은 본 명세서에 기술된 기술을 적용하여 어느 이미지 특징부를 계산할 것인지를 동[0020]

적으로(즉, 웨브 재료의 제조 동안에 실시간으로) 결정할 수 있다.  일례에서, 검사 시스템들은, 시스템에 따라

그 내용이 변할 수 있는 베이스 특징부 세트를 추출함하고, 이어서 필요한 대로 부가적인 특징부(들)의 계산을

트리거링함으로써 시작된다.  각각의 획득된 샘플 이미지에 대하여, 본 기술은 연이어 더 큰 특징부 세트들로부

터의 결과를 사용하여 필요한 대로 부가적 특징부 계산을 트리거링함으로써 실시간으로 "최상의 특징부 세트"를

구축한다.  각각의 검사 시스템은 적절한 베이스라인 특징부 세트로 시작하며, 이어서 베이스 특징부 세트의 값

들에 기초하여, 어느 여분의 특징부들(존재한다면)을 계산할지를 결정한다.  유사하게, 이들 부가적인 특징부들

은, 존재한다면, 어떠한 부가적인 특징부들이 필요한지를 결정하도록 분석될 수 있다.  특징부 추출 공정의 각

각의 단계에서의 결정을 본 명세서에서는 잠재적 트리거 사건이라고 지칭한다.  일 실시예에서, 제어된 마르코

프(Markov) 체인 모델 하에 예상되는 분류 정확도의 이득의 최적화와 관련하여, 검사 시스템은 각각의 잠재적

트리거 사건에서 부가적 특징부의 계산을 트리거링할 것인지를 결정한다.

일부 실시예에서, 검사 시스템의 분석 컴퓨터는 트레이닝 데이터를 기반으로 개발된 연속 순위 모델의 적용에[0021]

의해 포착된 디지털 이미지를 처리한다.  트레이닝 데이터는 전형적으로, 오히려 "합격" 또는 "불합격" 혹은

"1", "3" 또는 "5"와 같은 조악한 이산 등급 라벨들을 흔히 채용하는 알고리즘들의 "트레이닝 단계" 동안에 처

리되며, 연속 순위 모델이 트레이닝 데이터에 가장 잘 맞춤되도록 개발된다.  즉, 트레이닝 단계 및 연속 순위

모델의 개발 후에, 트레이닝 데이터에 연속 순위 모델을 적용하는 것은 정확성의 높은 확률을 동반하여 트레이

닝 데이터에 라벨링할 것이다.  일단 트레이닝 데이터로부터 모델이 개발되었으면, 분석 컴퓨터들은 프로세싱의

"분류" 단계 동안 그 모델을 새롭게 제조된 제품으로부터 포착된 샘플들에 잠재적으로 실시간으로 적용하며, 이

산 등급 라벨들로 제약되지 않는 불균일성 심각도의 연속 차트화를 제공한다.  전산화 검사 시스템들은 이에 의

해 샘플들의 연속 순위를 제공할 수 있다.  예를 들어, 전산화 검사 시스템은 0 내지 10의 척도에서 1.63과 같

은 연속적인 척도로 웨브 재료 내의 불균일성 결함들에 대한 심각도의 측정치들을 생성하는 알고리즘들을 적용

할 수 있다.

일부 실시예들에서, 주어진 제조된 웨브에 대한 디지털 이미지의 부가적 분석은 전환 제어 시스템(4)에 의해 오[0022]

프라인으로 수행될 수 있다.  주어진 웨브에 대한 분류를 기반으로, 전환 제어 시스템(4)은 각각의 웨브 롤(1

0)에 대해 전환 플랜을 선택하고 생성시킬 수 있다.  소정의 불균일성이 하나의 제품, 예를 들어 제품(12A)에서

는 결함을 유발할 수 있는 반면에, 그 이상이 상이한 제품, 예를 들어 제품(12B)에서는 결함을 유발하지 않을

수 있다는 점에서, 디지털 이미지의 분석 및 심각도 수준의 결정은 응용-특이적(application-specific)일 수 있

다.  각각의 개조 계획은 궁극적으로 고객(14)에게 판매될 수 있는 제품(12)을 만들기 위해 대응하는 완성된 웨

브 롤(10)을 처리하는 정의된 명령어를 나타낸다.  예를 들어, 웨브 롤(10)은 노트북 컴퓨터의 디스플레이에 적

용하기 위한 최종 제품, 예를 들어 소정 크기의 시트(sheet)로 전환될 수 있다.  또 다른 예로서, 동일한 웨브

롤(10)이 대신에 휴대 전화의 디스플레이에 적용하기 위한 최종 제품으로 개조될 수 있다.  전환 제어 시스템

(4)은, 이상에 적용될 수 있는 상이한 결함 검출 알고리즘들을 고려하여, 어느 제품이 웨브의 최대 이용도와 같

은 소정의 파라미터들을 최상으로 달성하는지를 식별할 수 있다.

도 2는 도 1의 예시적인 웨브 제조 공장(6A)에서 웨브 공정 라인(21)의 일부분 내에 위치하는 검사 시스템의 예[0023]

시적인 실시예를 도시하는 블록도이다.  이 예시적인 실시예에서, 웨브(20)의 세그먼트가 2개의 지지 롤(22,

24)들 사이에 위치된다.  이미지 획득 장치(26A 내지 26N)(이미지 획득 장치(26))는 연속적으로 이동하는 웨브

(20)에 아주 근접하여 위치하며, 연속적으로 이동하는 웨브(20)의 순차적인 부분을 스캔하여 이미지 데이터를

얻는다.  획득 컴퓨터(27)는 이미지 획득 장치(26)로부터 이미지 데이터를 수집하여 분석 컴퓨터(28)로 이미지

데이터를 전송한다.

이미지 획득 장치(26)는, 이동하는 웨브(20)의 순차적인 부분을 판독할 수 있고 디지털 데이터 스트림의 형태로[0024]

출력을 제공할 수 있는 종래의 이미징 장치일 수 있다.  도 2에 도시된 바와 같이, 이미지화 장치(26)들은 디지
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털 데이터 스트림들을 직접 제공하는 카메라, 또는 부가적인 아날로그-디지털 컨버터를 구비한 아날로그 카메라

들일 수 있다.  예를 들어 레이저 스캐너들과 같은 다른 센서들이 이미지화 획득 장치들로서 사용될 수 있다.

웨브의 순차적인 부분은 데이터가 연속하는 단일 라인에 의해 획득됨을 지시한다.  단일 라인은 단일 열의 센서

요소 또는 화소에 매핑되는 연속적으로 이동하는 웨브의 영역을 포함한다.  이미지를 획득하는 데 적합한 장치

의 예는 달사(Dalsa)(캐나다 온타리오주 워털루 소재)의 피라냐(Piranha) 모델, 또는 아트멜(Atmel)(미국 캘리

포니아주 새너제이 소재)의 모델 아비이바(Aviiva) SC2 CL과 같은 라인스캔 카메라를 포함한다.  추가의 예는

아날로그-디지털 컨버터와 함께 서피스 인스펙션 시스템즈 게엠베하(Surface Inspection Systems GmbH)(독일 뮌

헨)로부터의 레이저 스캐너를 포함한다.

이미지 데이터는 이미지의 입수를 지원하는 광학 조립체의 이용을 통해 임의로 획득될 수 있다.  이 조립체는[0025]

카메라의 부품일 수 있거나, 카메라와는 별개일 수 있다.  광학 조립체는 이미지화 공정 동안에 반사된 광, 투

과된 광, 또는 반투과반사된(transflected) 광을 이용한다.  반사된 광은 예를 들어 표면 스크래치와 같은 웨브

표면 변형부에 의해 야기된 결함의 검출에 흔히 적합하다.

몇몇 실시예들에서, 기준 마크 제어기(fiducial mark controller)(30)는 웨브(20)로부터 롤 및 위치 정보를 수[0026]

집하기 위해 기준 마크 판독기(fiducial mark reader)(29)를 제어한다.  예를 들어, 기준 마크 제어기(30)는 웨

브(20)로부터 바코드 또는 다른 표지를 판독하기 위한 하나 이상의 사진-광학 센서(photo-optic sensor)를 포함

할 수 있다.  게다가, 기준 마크 제어기(30)는 웨브(20) 및/또는 롤러(22, 24)에 관여된 하나 이상의 고정밀 인

코더로부터 위치 신호를 수신할 수 있다.  이 위치 신호에 기초하여, 기준 마크 제어기(30)는 각각의 검출된 기

준 마크에 대한 위치 정보를 결정한다.  기준 마크 제어기(30)는 롤 및 위치 정보를 검출된 이상과의 연계를 위

해 분석 컴퓨터(28)에 전달한다.

분석 컴퓨터(28)는 획득 컴퓨터(27)로부터의 이미지 데이터의 스트림을 처리한다.  본 명세서에 기술된 기술에[0027]

따라, 특징부 추출 모듈(43)이 분석 컴퓨터(28) 상에서 실행되고, 웨브 재료(20)의 제조 동안에 실시간으로 어

느 이미지 특징부를 이미지당 기준으로 계산할 것인지를 동적으로 결정한다.  즉, 제조 동안에 획득된 각각의

샘플 이미지에 대하여, 각각의 유형의 잠재적 불균일성에 대해 심각도 수준을 계산할 수 있을 때까지 특징부 추

출 모듈(43)이 연이어 더 큰 특징부 세트들로부터의 결과를 사용하여 부가적 특징부 계산을 트리거링함으로써

실시간으로 "최상의 특징부 세트"를 구축한다.  예시적인 일 실시예에서, 전산화 불균일성 차트화 모듈(39)("차

트화 모듈(39)")은 트레이닝 데이터(35)를 기반으로 개발된 연속 순위 모델(34)("모델(34)")을 이용하는 알고리

즘을 적용함으로써 추출된 특징부를 처리하여 불균일성 결함의 존재를 검출하고 각각의 결함의 심각도 수준의

연속 차트화를 제공한다.

전형적으로 트레이닝 데이터(35)는 하나 이상의 전문가(38)에 의해 등급이 할당된 대표적 샘플 디지털 이미지들[0028]

의 방대한 세트로 구성된다.  이전에 자동으로 순위화된 데이터 또한 트레이닝에 사용할 수 있다.  디지털 이미

지는, 예를 들어, 웨브(20) 또는 웨브 공정 라인(21)에 의해 이전에 제조된 다른 웨브로부터 채취된 샘플을 나

타낼 수 있다.  트레이닝 서버(36)는 전산화 전문 등급화 도구(37)("등급화 도구(37)")를 제공하는 소프트웨어

의 실행을 위한 작동 환경을 제공하여, 샘플을 나타내는 다량의 디지털 이미지에 전문가(38)가 효율적이고 일관

성 있게 등급(즉 라벨)을 할당하는 것을 지원할 수 있다.

일단 트레이닝 데이터(35)가 확립되었으면, 트레이닝 모듈(41)은 웨브 재료(20)에 대해 획득 컴퓨터(27)로부터[0029]

수신한 이미지 데이터의 실시간 분석을 위하여 트레이닝 데이터를 처리하여 차트화 모듈(39)에 의한 후속 용도

로 연속 순위 모델(34)을 생성시킨다.  이러한 방식으로, 웨브 재료(20)의 구역의 새로운 이미지를 연속 순위

모델(34)에 따라 분류할 수 있다.  검출될 수 있는 예시적인 결함은 얼룩, 채터, 밴딩, 및 줄무늬와 같은 불균

일성과 더불어, 반점(spot), 스크래치, 및 오일 드립(oil drip)을 포함하는 점 결함을 포함한다.

분석 컴퓨터(28)는, 웨브(20)에 대한 롤 식별 정보 및 가능하게는 각각의 이상에 대한 위치 정보를 포함하는,[0030]

웨브(20)에 대한 이상 정보를 데이터베이스(32) 내에 저장할 수 있다.  예를 들어, 분석 컴퓨터(28)는 기준 마

크 제어기(30)에 의해 생성되는 위치 데이터를 이용하여 공정 라인의 좌표계 내에서 각각의 이상의 이미지 구역

또는 공간적 위치를 결정할 수 있다.  즉, 기준 마크 제어기(30)로부터의 위치 데이터를 기반으로, 분석 컴퓨터

(28)는 현재의 공정 라인에 의해 사용되는 좌표계 내에서 각각의 이상에 대한 x, y, 및 가능하게는 z 위치 또는

범위를 결정한다.  예를 들어, x 치수가 웨브(20)를 가로지른 거리를 나타내고, y 치수가 웨브의 길이를 따른

거리를 나타내며, z 치수가 웨브에 이전에 적용된 코팅, 재료 또는 다른 층의 수에 기초할 수 있는 웨브의 높이

를 나타내도록, 좌표계가 정의될 수 있다.  게다가, x,y,z 좌표계에 대한 원점은 공정 라인 내의 물리적 위치에

정의될 수 있고, 전형적으로 웨브(20)의 초기 공급 배치와 연관된다.  데이터베이스(32)는 데이터 저장 파일 또
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는 하나 이상의 데이터베이스 서버에서 실행되는 하나 이상의 데이터베이스 관리 시스템(DBMS)을 비롯한 다수의

상이한 형태들 중 임의의 형태로 구현될 수 있다.  데이터베이스 관리 시스템은 예를 들어 관계형(RDBMS), 계층

형(HDBMS), 다차원(MDBMS), 객체 지향형(ODBMS 또는 OODBMS) 또는 객체 관계형(ORDBMS) 데이터베이스 관리 시

스템일 수 있다.  일례로서, 데이터베이스(32)는 마이크로소프트 코포레이션(Microsoft Corporation)으로부터의

SQL 서버(SQL Server)™에 의해 제공된 관계형 데이터베이스로서 구현된다.

일단 공정이 종료되었으면, 분석 컴퓨터(28)는 데이터베이스(32)에 수집된 데이터를 네트워크(9)를 통해 전환[0031]

제어 시스템(4)으로 전송할 수 있다.  예를 들어, 분석 컴퓨터(28)는 롤 정보와 더불어 이상 정보 및 각각의 이

상에 대한 각각의 서브-이미지를 연속 순위 모델(34)에 따른 후속의 오프라인 상세 분석을 위해 전환 제어 시스

템(4)에 전달할 수 있다.  예를 들어, 정보는 데이터베이스(32)와 개조 제어 시스템(4) 사이의 데이터베이스 동

기화에 의해 전송될 수 있다.  몇몇 실시예들에서, 분석 컴퓨터(28)보다는, 개조 제어 시스템(4)이 제품(12)들

중의 각각의 이상이 결함을 야기할 수 있는 그 제품을 결정할 수 있다.  일단 완성된 웨브 롤(10)에 대한 데이

터가 데이터베이스(32)에 수집되었으면, 데이터는 전환 현장(8)에 전달되고/되거나, 웨브 롤 상에, 제거가능하

거나 세척가능한 마크로 웨브의 표면 상에 직접, 또는 웨브 상에 이상을 마킹하기 전에 또는 마킹하는 동안에

웨브에 적용될 수 있는 커버 시트 상에, 이상을 마킹하기 위해 사용될 수 있다.

분석 컴퓨터(28) 및 트레이닝 서버(36)의 구성요소는 적어도 부분적으로, 하나 이상의 하드웨어 마이크로프로세[0032]

서,  디지털 신호 프로세서(digital  signal  processor,  DSP),  응용 특이적 집적 회로(application  specific

integrated circuit, ASIC), 필드 프로그램 가능 게이트 어레이(field programmable gate array, FPGA), 또는

임의의 다른 균등한 집적 또는 개별 논리 회로와 더불어 이러한 구성요소의 임의의 조합을 포함하는, 분석 컴퓨

터(28)의 하나 이상의 프로세서에 의해 실행되는 소프트웨어 명령어로서 구현될 수 있다.  소프트웨어 명령어는

랜덤 액세스 메모리(random access memory, RAM), 판독 전용 메모리(read only memory, ROM), 프로그램 가능

판독 전용 메모리(programmable read only memory, PROM), 소거 및 프로그램 가능 판독 전용 메모리(erasable

programmable  read  only  memory,  EPROM),  전자적 소거 및 프로그램 가능 판독 전용 메모리(electronically

erasable programmable read only memory, EEPROM), 플래시 메모리, 하드 디스크, CD-ROM, 플로피 디스크, 카

세트, 자기 매체, 광학 매체, 또는 다른 컴퓨터-판독가능 저장 매체와 같은 비-일시적 컴퓨터 판독가능 매체 내

에 저장될 수 있다.  예시를 목적으로 제조 공장(6A) 내에 위치하는 것으로 나타내지만, 분석 컴퓨터(28)는 트

레이닝 서버(36)와 더불어 제조 공장의 외부, 예를 들어 중앙 위치 또는 전환 현장에 위치할 수 있다.  예를 들

어, 분석 컴퓨터(28) 및 트레이닝 서버(36)는 전환 제어 시스템(4) 내에서 작동할 수 있다.  다른 예에서, 기술

된 구성요소는 단일 계산 플랫폼 상에서 실행되며 동일한 소프트웨어 시스템 내에 집적될 수 있다.

도 3은 도 2의 검사 시스템의 개요를 제공하는 순서도이다.  본 예에서, 공정은 하기의 2개의 일반적인 처리 단[0033]

계를 포함한다: 트레이닝 단계(45) 및 온라인 추산 단계(47).

초기에, 트레이닝 모듈(41)은, 심각도 순위가 아마도 조악하게 구분된 척도로 이미 알려진, 전형적으로는 이미[0034]

지 세트 형태의 트레이닝 데이터(35)를 입력으로서 수신한다(50).  다음에, 트레이닝 서버(36) 상에서 실행되는

특징부 추출 소프트웨어 모듈은 이미지들의 각각을 처리하여 특징부들을 추출한다(52).  특징부 추출은 각각의

이미지에 내재적인 관련 정보의 간결한 수치적 표현으로서 각각의 이미지의 수치화된 디스크립터를 제공한다.

트레이닝 단계 동안에 오프라인에서 특징부 추출이 일어남에 따라, 특징부 추출 소프트웨어 모듈은 각각의 트레

이닝 이미지에 대하여 완전한 세트의 특징부 추출 계산을 수행할 수 있다.  트레이닝 세트 내의 이미지들 사이

의 관계에 대한 유용한 정보를 보존하면서, 동시에 정보성이 없는 이미지 특징을 제거하는 임의의 방식으로 특

징부를 추출할 수 있다.  통상적인 특징부 추출 기술의 예는 필터의 세트로 이미지를 컨볼빙(convolving)하고

필터링된 이미지의 통계를 계산하는 단계, 또는 색 또는 강도 히스토그램을 기반으로 특징부를 추출하는 단계를

포함한다.  간혹 화소값을 특징부로서 사용할 수 있으나, 이 경우에는 전형적으로 전체 이미지가 저장되어야 하

므로 디스크립터에 간결성이 없다.  일반적으로, 얻어진 특징부를 상응하는 이미지 내의 관련 정보의 간결한 표

현으로서 처리한다.

본 명세서에 기술된 기술은 임의의 특정 특징부 추출 방법론을 동반하는 용도로 한정되지 않으며, 다른 유형의[0035]

특징부가 더욱 적절한 응용에 용이하게 적용될 수 있다.  일반적으로, 이미지로부터 추출된 특징부는, 그들이

특정 유형의 불균일성에 대해 이미지에 관한 식별 정보를 포함한다는 점에서 표현적이다.  그러므로, 일단 특징

부가 추출되었으면, 각각의 이미지에 상응하는 특징부 벡터는 그 이미지에 포함된 대부분의 관련 정보를 나타낸

다.

하나의 예시적인 특징부 추출 알고리즘은, 특히 그것이 텍스처와 관련될 경우, 이미지에 걸쳐 또는 이미지의 서[0036]
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브영역들에 대해서, 화소 특징부들의 작은 공분산 매트릭스(small covariance matrix)를 계산하는 것이다.  일

단 이러한 작은 공분산 매트릭스(예를 들어, 5x5)가 추출되면, 이미지를 직접 취급하는 대신에 이들 매트릭스만

을 기반으로 이미지들 사이의 쌍대(pair-wise) 비교를 효율적으로 실행할 수 있다.  예를 들어, 흑백 이미지는

I(x, y)와 같이 화소 좌표 x 및 y에 의해 지표화된 2차원 어레이로서 정의된다.  각각의 화소 위치(x, y)에서,

화소의 강도값 및 그 화소에서의 그들의 1차 및 2차 도함수를 기반으로 특징부 벡터를 추출한다:

수학식 1

[0037]

각각의 화소에서 단순히 강도값 사이의 전향차분 또는 중심차분을 계산함으로써 이미지 도함수(구배)를 근사화[0038]

할 수 있다.  고차 도함수 또는 필터링된 이미지(들)로부터의 결과들을 포함하는 다른 특징부들이 또한 수학식

1의 벡터에 포함될 수 있다.  유사하게, 모든 도함수가 포함될 필요는 없으며, 예를 들어, 주어진 방향의 도함

수가 특정 결함에 대한 정보를 제공하지 않는다면, 이는 수학식 1로부터 제거될 수 있다.  최종적으로, 전체 이

미지에 걸쳐 이들 화소 특징부의 공분산 매트릭스를 계산한다:

수학식 2

[0039]

여기서 N은 이미지 내의 화소의 수이고,[0040]

수학식 3

[0041]

는 화소 특징부들의 평균이다.  후속의 처리 단계에서는, 이미지들 사이의 쌍대 거리를 계산하는 것이 유용할[0042]

수 있다.  이들 공분산 매트릭스 디스크립터의 경우, 쌍대 거리는 하기와 같이 계산된다:

수학식 4

[0043]

여기서 λi(CI1;CI2)는 2개 공분산 매트릭스의 i 번째 일반화된 고유값이다.  추가의 상세 사항은 문헌[O. Tuzel,[0044]

F.  Porikli,  and  P.  Meer.  "Region  Covariance:  A  Fast  Descriptor  for  Detection  and  Classification."

Proceedings of the European Conference on Computer Vision, 2006]에서 확인할 수 있다.

트레이닝 이미지들의 각각에 대한 특징부들을 추출한 후, 전문가(38)들은 전산화 전문 등급화 도구(37)와 상호[0045]

작용하여 후술하는 방식으로 추출된 특징부 벡터들의 견지에서 디지털 이미지들의 각각에 이산 등급(53)들을 할

당한다(55).

다음에, 트레이닝 모듈(41)은 추출된 특징부 벡터들 및 전문 등급(53)들을 처리하여, 트레이닝 이미지들의 연속[0046]

순위를 생성하고 그들의 불균일성들의 심각도를 기반으로 연속 순위 모델(34)을 생성한다(54).  초기에, 각각의
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트레이닝 이미지에 관해 알려진 모든 것은, 대응하는 샘플이 특정 유형의 불균일성에 대해 "양호" 또는 "불량"

혹은 수준 "1", "3" 또는 "5"인지를 표기하는 전문 등급이다.  이들 전문 등급은 트레이닝 이미지들의 흔히 조

악한 오더링(ordering)을 제공하는데, 즉 트레이닝 이미지들은 2개 또는 3개의 이산 카테고리들로 또는 전문가

가 그러한 더 미세한 척도 정보를 제공할 수 있다면 그 이상의 카테고리들로 순위화될 수 있다.  트레이닝 모델

(41)은 이 조악한 오더링을 입력으로서 사용하여, 특정 불균일성에 대한 연속적인 척도에 따라 트레이닝 이미지

가 최상으로부터 최하까지 순위화되는 연속 순위를 학습한다.  양호한 순위는 가능한 한 전문 등급을 중시해야

하지만(예를 들어, "양호" 이미지를 할당하는 것은 "불량"으로 라벨링된 것들에 비해 심각도 순위를 낮춤), 일

부 경우에는 트레이닝 모듈(41)이 이산 라벨들에 의해 제시되는 조악한 순위를 위반하는 것이 완전히 방지되지

는 않는데, 이는 트레이닝 데이터의 수동 라벨링에서의 주관적인 사람 인지 특성 또는 심지어 명백한 실수로 인

해 전문 등급에 오류가 존재한다는 것이 가능하고 사실상 통상적이기 때문이다.

온라인 추산 단계(47) 동안에, 차트화 모듈(39)은 학습된 연속 순위 모델(34)을 제조 라인에 실시간으로 적용한[0047]

다.  생성되고 있는 웨브의 샘플 이미지가 포착됨에 따라(56), 특징부 추출 모듈(43)이 이미지로부터 특징부를

추출한다(58).  하기에 추가로 상세히 기술된 바와 같이, 특징부 추출 모듈(43)은 웨브 재료(20)의 제조 동안에

실시간으로 어느 이미지 특징부를 이미지당 기준으로 계산할 것인지를 동적으로 결정한다.  제조 동안에 획득된

각각의 샘플 이미지에 대하여, 특징부 추출 모듈(43)은 연이어 더 큰 특징부 세트들로부터의 결과들을 사용하여

부가적 특징부 계산들을 트리거링함으로써 "최상의 특징부 세트"를 실시간으로 구축한다.  특징부 추출 모듈

(43)은 샘플 이미지로부터 어느 특징부들을 추출할 것인지를 실시간으로 선택하기 위한 동적 트리거들의 체인을

정의하는 의사 결정 모델(예를 들어, 마르코프 모델)을 저장할 수 있다.  추출된 특징부가 웨브 재료에 대한 불

균일성 결함의 심각도 수준을 계산하기에 충분할 때까지 샘플 이미지로부터 추출할 부가적 특징부 세트의 선택

을 반복하여 동적으로 트리거링하기 위하여 특징부 추출 모듈(43)은 모델을 적용한다(59, 60).  그러므로, 임의

의 주어진 샘플 이미지에 대하여 추출된 특징부들의 수, 및 특징부가 추출되는 순서는, 특징부 추출 모듈(43)에

의해 실시간으로 동적으로 결정된다.  "양호" 또는 "불량"과 같은 심각도 등급 라벨을 할당하거나, 1 내지 10의

척도의 "1.63"과 같은 심각도 값을 생성시킴으로써, 컴퓨터 검사 시스템이 심각도 수준을 계산할 수 있다.  이

어서, 불균일성 결함에 대하여 계산된 심각도를 사용자에게 출력할 수 있다.  예를 들어, 일단 추출된 특징부가

연속  순위  모델(34)을  기반으로  심각도  등급이  할당되기에  충분하면,  심각도  등급을  사용자에게  출력할  수

있다.

본 명세서에서 설명되는 기술들은 전문 평가자들이 될 새로운 개인들을 트레이닝시키는 데 이용될 수 있다.[0048]

즉, 본 명세서에서 설명되는 기술들은, 가능하게는 특정 불균일성 결함들의 수 및 심각도를 증가시키거나 감소

시키도록 조작자들에 의해 이루어지는 조절들에 응답하여, 특정 불균일성 결함들의 예들을 시각적으로 표현하는

데 사용될 수 있다.  이는 새로운 개인이 기존 전문가들과 동일한 방식으로 결함을 시각화하게 하고, 전문 등급

화 시스템을 트레이닝시키는 데 사용되는 이미지들의 더 양호한 이해를 개발하게 한다.  예를 들어, 전산화 검

사 시스템은 제조된 웨브 재료로부터 포착된 샘플 이미지를 실시간으로 처리하여 이미지로부터 제1 복수의 특징

부들을 추출할 수 있다.  사용자를 위한 트레이닝 소프트웨어로서 구현된 등급화 도구(37)는, 분류 모델에 따라

서 제1 복수의 특징부들로부터 전산화 검사 시스템으로 웨브 재료의 샘플 이미지에 대한 불균일성 결함의 심각

도 수준을 계산할 수 있으며, 이어서 분류 모델로부터 계산된 심각도 수준 및 샘플 이미지 둘 모두를 트레이닝

정보로서 사용자에게 표시할 수 있다.

도 4는 이산 등급(53)들을 트레이닝 데이터(35)에 할당하는 데 있어서 전문가(38)들을 지원하는 등급화 도구[0049]

(37)의 예시적인 동작(도 3의 단계 55)을 예시하는 흐름도이다.  초기에, 등급화 도구(37)는 전술된 바와 같은

특징부 추출 소프트웨어 모듈에 의해 추출된 특징부 벡터 세트 및 트레이닝 데이터(35)를 수신한다.

이때, 등급화 도구(37)는 클러스터링 단계(63)에 진입하며, 여기서 이미지들로부터 추출된 서술적 특징부들을[0050]

기반으로 이미지들이 클러스터링된다.  트레이닝 및 시험 분류 알고리즘에 사용되는 이미지 세트들이 흔히 대략

수만개의 이미지로 매우 방대한 것은 드문 일이 아니다.  대부분의 방대한 데이터세트는 현저한 중복을 포함하

기 때문에 대표적 서브세트만 상세히 분석하면 되므로, 이렇게 많은 이미지를 상세하게 시각화하고 클러스터링

하는 것은 전형적으로 짧은 기간에 실현가능하지 않으며 더욱이 불필요할 수 있다.  이러한 이유들로, 등급화

도구(37)는 대표적인 이미지 서브세트를 자동으로 선택하여 라벨링 공정(64)에서 전문가(38)를 보조한다.  전문

가(38)가 활발히 데이터를 탐색하고 존재하는 결함의 유형을 식별하는 것을 지원하기 위하여, 등급화 도구(37)

는 정상 수준의 불완전성을 가진 이미지의 예와 더불어 트레이닝 데이터(35) 내에 존재하는 결함의 상이한 유형

의 극단적인 예를 포함하도록 서브세트를 자동으로 선택한다.

일례에서, 등급화 도구(37)는 상대적으로 극단적인 불완전성의 경우들을 구별하기 위해 화소 강도의 분산을 이[0051]
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용하며, 이는 웨브-기반의 제품의 이미지에서 불균일성(즉, 텍스처)을 특성화하기에 충분한 것으로 관찰되었다.

추가로, 화소 분산을 계산하는 단계는 상대적으로 계산상 저가이며, 이는 트레이닝 이미지의 매우 방대한 세트

에 유리할 수 있다.  상기 개관된 공분산 매트릭스 디스크립터의 경우, 추가의 계산이 필요하지 않도록 화소 강

도 분산이 매트릭스 CI의 좌상단 요소에 주어진다.  이러한 예에서, 서브 세트 선택의 제1 단계는 최고 분산을

가진 N1 이미지를 식별하는 것이다(64).  이들은 트레이닝 데이터(35) 내의 가장 결함이 있는 N1 이미지에 대략

상응한다.  서브세트가 전체로서의 세트를 대표하는 것 또한 중요하므로, 등급화 도구(37)는 또한 나머지 세트

로부터 무작위로 N2 이미지를 선택한다.  N1 + N2 이미지의 이러한 세트는 초기 서브세트 S0(도 3에서 "서브세트

(0)"으로 표기함)을 포함한다.  크기 N1 및 N2는 사용자에 의해 선택된다.

게다가, 등급화 도구(37)는 S0에 의해 잘 대표되지 않는 S0 에 이미 포함되지 않는 임의의 범위외 값(outlier)을[0052]

포함하도록 서브세트를 생성시킨다(65).  S0 내에 있지 않은 각각의 나머지 이미지를 처리하여, 상기 거리 함수

(수학식 4)를 사용하여 특징부 공간 내에서 그의 k 최근방 이웃(kNN)을 식별한다.  용어 "특징부 공간"은 수학

식 1에 상기 정의된 특징부 벡터와 같은 특징부 벡터의 차원에 의해 정의되는 다차원 공간을 지칭한다.  그의

모든 kNN까지의 거리가 임계치 Td를 초과한다면, 이미지는 범위외 값으로 간주된다.  파라미터 k 및 Td는, 내정

값을 사용할 수 있지만, 전문가(38)에 의해 구성될 수도 있다.  이는 전문가(38)가 상이한 값을 시도하여 결과

를 관찰하는 것을 가능하게 한다.  예시적인 내정값은, 예를 들어, k = 5이고 Td = 1.0일 수 있다.  등급화 도

구(37)는 이 방식으로 선택된 임의의 범위외 값을 사전에 선택된 N1 + N2 이미지에 첨가하여 완전한 서브세트

S1(도 1에서 "서브세트(1)"로 표기함)을 형성시킨다.

트레이닝 이미지의 대표적 서브세트 S1을 선택한 후에, 등급화 도구(37)는 클러스터링 알고리즘을 서브세트에 적[0053]

용하여 서브세트 S1 내의 것들로부터 상대적으로 유사한 이미지의 작은 그룹을 형성시킨다(66).  등급화 도구

(37)는 클러스터를 형성시켜 트레이닝 데이터세트의 더욱 직관적인 시각화를 제공하며 전문가(38)가 탐색하는

것을  더욱  용이하게  한다.   일례에서,  등급화  도구(37)는  상향  병합식  클러스터링  알고리즘(bottom-up

agglomerative clustering algorithm)을 적용하여 그들의 공분산 매트릭스 디스크립터에 따라 서브세트 S1 내에

이미지 클러스터를 형성시킨다.  이 공정에서, 각각의 이미지는 초기에 별도의 클러스터로서 처리되며, 사전에

확립된 클러스터를 사용하여 연속되는 클러스터를 식별한다.  예를 들어, 수학식 4를 사용하여 계산한 이미지간

거리를 기반으로, 등급화 도구(37)는 병합식 계층형 연결 트리(agglomerative  hierarchical linkage tree)를

형성시키며, 이는 트레이닝 데이터 사이의 계층형 상호관계를 압축한다.  전문가(38)에 의해 특정되는 바와 같

이, 구성된 수의 클러스터 Nc를 생성시키기 위하여, 등급화 트리는 소정의 지점에서 공정을 종료한다(즉, 연결

트리를 마감함).   병합식 계층형 클러스터링에 대한 추가의 정보를 문헌[W.H.E.  Day  and  H.  Edelsbrunner,

"Efficient  Algorithms  for  Agglomerative  Hierarchical  Clustering  Methods",  Journal  of Classification,

vol. 1, no. 1, pp. 7-24, 1984]에서 볼 수 있다.

다수의 클러스터(예를 들어, 일부 경우에 수백개)가 존재할 수 있으므로, 등급화 도구(37)는 또한, 가장 유사한[0054]

그룹이 서로 아주 근접하여 표시되도록 클러스터를 서로에 대해 오더링한다.  이는 제2 병합식 계층형 연결 트

리를 형성하는 등급화 도구(37)에 의해 이루어지며, 이 경우에 클러스터 자체 사이의 상호관계를 압축한다.  따

라서, 제2 트리의 최저 수준(단말 노드(leaf node))을 관찰함으로써 클러스터의 오더링을 얻을 수 있다.  제2

계층형 연결 트리를 형성시키기 위하여, 등급화 트리(37)는 이미지 클러스터를 쌍대 양식으로 분석하고 각각의

클러스터 쌍 사이의 쌍대 클러스터간 거리를 계산한다.  각각의 클러스터 사이의 클러스터간 거리를 사용하여

제2 연결 트리를 형성시킨다.  일례에서, 등급화 트리(37)는 2개 클러스터 내의 이미지들 사이의 개별적인 거리

의 중앙값으로서 2개 클러스터 사이의 거리를 계산한다.  등급화 도구(37)는 제2 트리의 단말 노드의 배열을 이

용하여 이미지 클러스터의 디스플레이를 제어함으로써, 공간적으로 서로 아주 근접한 가장 유사한 이미지 클러

스터를 표시한다.  이는 전문가(38)가 트레이닝 테이터에 의해 대표되고 그 안에 존재하는 결함을 이해하는 것

을 보조한다.

연결 트리들을 개발함으로써 트레이닝 이미지들을 클러스터링한 후에, 등급화 도구(37)는 사용자 인터페이스를[0055]

제공하며, 이에 의해 클러스터링이 시각적으로 불합격인 경우에 클러스터를 시각화하고 이미지를 재할당하는 기

회가 전문가에게 주어진다(67).  이어서, 사용자는 각각의 이미지를 독립적으로 라벨링하는 것이 아니라 이미지

의 각각의 클러스터에 전문 등급을 할당하며(68), 등급화 도구(37)는 이들 전문 등급을 추가의 사용자 상호작용
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이 필요 없이 이미지의 나머지 세트에 전파함으로써, 전체 데이터세트에 대한 전문 등급이 얻어진다(69).  즉,

등급화 도구(37)는 본 명세서에 기술된 알고리즘을 적용하여 트레이닝 이미지의 전체 데이터세트에 전문 등급을

자동으로 할당한다.  다시 말하면, 전문가(38)는 등급화 도구(37)에 의해 제공되는 사용자 인터페이스를 사용하

여, 각각의 식별된 결함 클래스 내에서, 서브세트 S1 내의 이미지 클러스터의 전부(또는 일부)에 전문 등급만 할

당하면 된다.  등급화 도구(37)는 서브세트 S1 내에 있지 않은 이미지를 포함하는, 라벨링되지 않은 나머지 이

미지에 이들 전문 등급을 자동으로 전파한다.

라벨링되지 않은 각각의 이미지 Iu에 대하여, 이 이미지로부터 라벨링된 각각의 이미지 Il까지의(즉, 전문 등급[0056]

이 할당된 서브세트 S1 내의 각각의 이미지까지의) 쌍대 거리를, 등급화 도구(37)가 거리 함수(수학식 4)를 사

용하여 계산한다.  이어서, 하기 수학식에 따라 이들 거리를 쌍대 친화도로 전환한다:

수학식 5

[0057]

여기서 대역폭(bandwidth) 파라미터 σ는 거리 에 대한 발견적 작동(heuristic operating)에 따라 선[0058]

택된다.  이들 친화도는 하기와 같은 가중치에 대해 정규화된다:

수학식 6

[0059]

분량 는 특징부 공간을 통한 무작위 행보(random walk)에서 이미지 Iu로부터 이미지 Il로 이행하는 확률[0060]

에 상응하며 w는 이도록 정규화된다.

최종적으로, 이 결함 클래스 내에서 전문 등급 e에 속하는 이미지 Iu의 확률은 하기와 같이 계산된다:[0061]

수학식 7

[0062]

여기서 는 표시 함수(indicator function)로서, 라벨링된 이미지 가 이 결함 클래스 내에서 전문 등급 e[0063]

로 할당되었으면 이고, 그렇지 않으면 0이다.  각각의 가능한 전문 등급 e에 대해 구성원 pe(Iu)의

확률을 계산하고, 최고 확률을 가진 것을 라벨링되지 않은 이미지 Iu에 대한 전문 등급으로서 선택한다.  각각의

결함 클래스 내에서 라벨링되지 않은 모든 이미지에 대하여 등급화 도구(37)는 이 공정을 반복한다.  또한, 라

벨 전파에 관련된 예시적인 정보를 문헌[X. Zhu and Z. Ghahramani, "Learning from Labeled and Unlabeled

Data with Label Propagation", CMU CALD Technical Report CMU-CALD-02-107, 2002]에서 볼 수 있다.

도 4로 돌아가면, 이미지들의 각각의 클러스터에 전문가(38)가 전문 등급을 할당하고 나머지 이미지들에 라벨이[0064]

자동으로 전파된 후에, 등급화 도구(37)는 전문가가 트레이닝 데이터(35)를 탐색하게 하고 필요한 경우에 라벨

할당을 조정하게 하여(70) 궁극적으로 트레이닝 데이터(35)의 전체 세트에 대해 전문 등급들을 생성시키게 한다

(71).  이러한 방식으로, 등급화 도구(37)는 자동 서브세트 선택 및 트레이닝 데이터(35) 내의 이미지의 더 방

대한 세트에 대한 전문 등급의 후속 전파를 위한 기능을 제공한다.  결과적으로, 이미지가 현저한 중복을 포함
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하더라도 등급화 도구(37)는 전문가(38)가 방대한 데이터세트(예를 들어, 대략 수만개의 이미지)에 등급을 할당

하고 용이하게 취급하는 것을 가능하게 할 수 있다.

도 5는 등급화 도구(37)의 사용자 인터페이스에 의해 제공되는 예시적인 윈도우(80)의 도시이며, 이에 의해 전[0065]

문가(38)는 파라미터를 구성하여 클러스터링 공정을 제어한다.  이러한 예에서, 윈도우(80)는 전문가(38)가 트

레이닝 이미지의 디렉토리, 트레이닝 이미지의 체제, 결과 출력 및 등급화 도구가 이미지의 새로운 클러스터링

을 수행해야 하는지 또는 판독이 이전의 클러스터링 공정으로부터의 결과를 입력하는 것인지를 지시하는 선택을

위한 디렉토리를 특정하는 입력 메커니즘을 포함한다.

게다가, 전문가(38)는 클러스터링 공정을 제어하기 위한 소정의 파라미터를 특정할 수 있다.  특히, 윈도우(8[0066]

0)는 등급화 도구(37)가 그 안에 트레이닝 이미지를 체계화하고자 하는 클러스터들의 수를 특정하기 위한 입력

필드를 포함한다.  전술된 바와 같이, 등급화 도구(37)는 사용자에 의해 특정된 클러스터들의 원하는 수를 이용

하여, 제1 연결 트리를 생성시킴에 있어서 특정된 클러스터들의 수를 충족하거나 초과하는 단말 노드들의 수를

갖도록 클러스터링 공정을 단축한다.  게다가, 전문가(38)는 트레이닝 데이터(35)가 방대한 데이터세트인지, 그

리고 본 명세서에 기술된 바와 같이 등급화 도구(37)가 클러스터링을 위한 이미지의 대표적 서브세트를 자동으

로 식별해야 하는지를 특정할 수 있다.  이 경우에, 전문가(38)는 또한 대표적 서브세트 S0의 크기, 즉, 포함할

최고 분산을 갖는 이미지들의 수 N1(도 5에서 150) 및 나머지 이미지로부터 무작위로 선택할 이미지들의 수 N2

(도 5에서 50)를 제어하기 위한 파라미터를 특정할 수 있다.  이러한 N1 + N2 이미지의 세트는 초기 서브세트 S0

을 포함한다.  게다가, 전문가(38)는 등급화 도구(37)가 대표적 세트 S1 내에 범위외 값을 포함할 것인지를 특

정할 수 있으며, 그렇다면 각각의 이미지에 대한 특징부 공간 내에서 조사할 최근방 이웃들의 수 k(kNN)(도 5에

서 5) 및 이미지를 범위외 값으로서 특성화하기 위한 임계치 Td(도 5에서 1.0)를 특정할 수 있다.

도 6은 클러스터링 작동의 결과를 표시하기 위하여 등급화 도구(37)에 의해 제공되는 예시적인 클러스터 관찰[0067]

윈도우(90)의 도시이다.  보이는 바와 같이, 이미지 클러스터는 2개의 별도 패널(91A, 91B)들 내에 시각적으로

표시되며, 이를 통해 사용자는 내장된 하이퍼링크를 사용하여 클러스터를 검색하고 탐색할 수 있다.  좌측 패널

(91A)은 각각의 클러스터(92A 내지 92N)로부터 단일 대표적(중심) 이미지를 표시함으로써 클러스터링 결과의 고

수준 개요를 제공한다.  각각의 클러스터에 대하여, 패널(91A)은 대표적 이미지, 클러스터와 연계된 식별자, 및

괄호 안에 그 클러스터에 할당된 이미지들의 수를 표시한다.  예를 들어, 클러스터(92A)는 "10"의 식별자를 가

지며 3개의 이미지들이 그 클러스터에 할당되었다.  등급화 도구(37)는 스크롤이 가능한 패널(91A) 내에 상기

제2 병합식 계층형 연결 트리에 따라 클러스터(94A 내지 94N)를 배열하여 유사한 이미지를 포함하는 클러스터가

패널 내에서 서로 아주 근접하여 위치되도록 한다.  다시 말하면, 등급화 도구(37)는 스크롤이 가능한 패널

(91A) 내에 제2 병합식 계층형 연결 트리의 단말 노드에 따라 클러스터를 배열할 수 있다.

더욱 상세하게 탐색하기 위하여, 전문가(38)는 이어서 임의의 클러스터(92)에 대한 대표적 이미지 또는 식별자[0068]

를 선택(예를 들어, 클릭)하여 그 안에 포함된 이미지를 우측 패널(91B) 내에서 볼 수 있다.  도 6의 예에서,

전문가(38)는 검토를 위해 클러스터(92A)(즉, 식별자 "10"을 갖는 클러스터)를 선택하였다.  이러한 예에서, 패

널(91B)은 클러스터에 할당되고 모두 서로 강력한 유사성을 지닌 3개의 이미지들을 나타내며, 이는 클러스터링

알고리즘이 그들을 적절하게 그룹화하였음을 나타낸다.  패널(91A)에 의해 제공되는 바와 같이 서브세트 S1 내

의 이미지들의 그룹화 및 오더링으로 인하여, 전문가(28)는 클러스터링된 트레이닝 데이터(35)를 매우 직관적인

방식으로 탐색할 수 있다.  이는 수동 검토 및 라벨 할당을 위해 사용자에게 다량의 체계화되지 않은 이미지들

이 단순히 제공될 수 있는 다른 기술에 비해 유리할 수 있다.  본 명세서에 기술된 클러스터링 및 시각화 역량

은 전문가(38)를 위해 데이터 탐색 작업을 단순화할 수 있으며, 전문가가 대표적 트레이닝 데이터 내에 존재하

는 결함의 유형을 신속하게 식별하는 것을 가능하게 한다.

도  6에  나타낸  바와  같이,  클러스터  관찰  윈도우(90)는  입력  구역(96)을  포함하며,  이를  이용하여[0069]

전문가(38)는, 이미지를 상이한 클러스터 또는 새로운 클러스터로 이동시키는 능력을 포함하여, 개별적인 이미

지의 클러스터 할당을 수정하기 위해 상호작용한다.  몇몇 경우들에서, 등급화 도구(37)는 이미지가 상이한 클

러스터에 재할당되어야 하는 것을 사용자가 지시할 때를 기록하고, 이 정보를 이용하여 이 새로운 입력을 기반

으로 클러스터링을 자동으로 업데이트한다.  예를 들어, 등급화 도구(37)는 이동된 이미지와 유사한 원래의 클

러스터 내의 이미지들을 자동으로 결정할 수 있으며, 또한 이 결정을 기반으로 이들 이미지들을 새로운 클러스

터로 이동시킨다.  게다가, 입력 구역(98)은, 2개의 클러스터를 합병하는 능력, 및 표시 순서의 상이한 위치로

클러스터를 물리적으로 이동시키는 능력을 포함하여, 사용자가 클러스터 자체와 상호작용하는 것을 가능하게 한
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다.  등급화 도구(37)는 클러스터 관찰 윈도우(90) 내의 디스플레이 패널(91A, 91B)을 실시간으로 자동 업데이

트하여 클러스터 할당 중에 생긴 변화를 반영한다.  이러한 방식으로, 등급화 도구(37)는 전문가(38)가 트레이

닝 데이터(35) 내의 대표적 이미지의 그룹화 또는 할당의 임의의 유형에 관한 최종 결정(final say)을 가질 수

있도록 하는 방식으로 사용될 수 있다.  궁극적으로 클러스터링 및 오더링 작동의 목적은 트레이닝 데이터를 시

각화하고 등급화하는 향상된 능력을 제공하는 것이므로, 이는 또한 시각화의 관점에서 유연한 추가 수단을 제공

한다.

게다가, 클러스터 관찰 윈도우(90)는 트레이닝 데이터(35) 내에 존재하는 결함 클래스들의 수를 정의하기 위한[0070]

입력 구역(100)을 포함한다.  클러스터 관찰 윈도우(90)는 또한, 이미지에 전문 등급을 할당하기 위한 입력 구

역(104)을 포함한다.  각각의 입력 구역(100, 102)은 하기에 추가로 상세히 논의된다.

도 7은 관찰 윈도우(90)의 입력 구역(100)을 추가로 상세히 나타낸다.  이러한 예에서, 전문가(38)는 클러스터[0071]

관찰 윈도우(90)를 통한 클러스터링된 트레이닝 데이터(35)의 검토 및 탐색을 기반으로 트레이닝 데이터 내에 3

개의 결함 클래스가 존재함을 지시하였다.  도 8에 나타낸 바와 같이, 일단 전문가(38)가 결함 클래스들의 수를

설정하면, 클러스터 관찰 윈도우(90)는 다른 메뉴(102)를 동일한 위치에 제공하여 사용자가 결함 클래스들의 명

칭들을 입력할 수 있도록 하며, 이는 그들을 식별하기 위한 의미있는 방식을 제공한다.  도 8의 예에서, 전문가

(38)는 트레이닝 데이터(35) 내에 식별된 결함 클래스들의 3개 유형들에 대해 "채터", "얼룩", 및 "줄무늬"의

명칭을 입력하였다.  대표적 트레이닝 데이터에 대한 결함 클래스들의 수 및 각각의 결함 클래스에 대한 명칭을

할당하는 동안 클러스터링된 트레이닝 데이터를 검색하고 시각화하는 선택사항을 전문가가 여전히 갖도록, 클러

스터 관찰 윈도우(90) 내의 디스플레이 패널(91A, 91B)은 전문가(38)가 입력 구역(100) 및 메뉴(102)와 상호작

용하는 동안 개방된 채로 유지된다.

도 9는 트레이닝 데이터(35)의 대표적 서브세트 S1  내의 이미지 클러스터에 전문 등급 라벨을 할당하기 위한 클[0072]

러스터 관찰 윈도우(90)의 입력 구역(104)을 나타낸다.  일단 전문가(38)가 입력 구역(100) 및 메뉴(102)와 상

호작용하여 데이터 내에 존재하는 결함 클래스들의 수 및 명칭을 할당하였으면, 등급화 도구(37)는 전문가가 입

력 구역(104)과 상호작용하여 트레이닝 데이터(35)의 이미지에 전문 등급을 할당하게 한다.  이 작업을 크게 단

순화하기 위하여, 등급화 도구(37)는 전문가(38)가 개별적인 이미지에 라벨링해야 하는 대신에(이는 상당히 지

루하고 오차가 발생하기 쉬울 수 있음), 전체 클러스터에 등급 라벨을 할당하게 한다.  게다가, 전문가(38)는

어떠한 클러스터도 라벨링하지 않는 선택사항을 갖는다.  후속 처리에서, 서브세트 S1 내에 있지 않은 나머지 이

미지에 라벨이 전파될 때, 라벨링되지 않은 임의의 클러스터 내의 이미지에도 라벨이 전파된다.  도 9에서 알

수 있는 바와 같이, 클러스터 관찰 윈도우(90)는 전문가(38)가 클러스터 내의 모든 결함 클래스들을 동시에 라

벨링하게 한다.  예를 들어, 도 9에서, 전문가(38)는 트레이닝 데이터의 클러스터 "13" 내에서 결함 "채터", "

얼룩" 및 "줄무늬"에 대한 "5", "1" 및 "1"의 특정 라벨들을 갖는다.  추가로, 일례에서는, 할당될 수 있는 전

문 등급의 유형에 등급화 도구(37)가 제한을 두지 않는다.  라벨은 여기에 나타낸 "1" 및 "5" 라벨과 같이 수치

화될 수도 있거나, 이들은 문자형 "합격" 및 "불합격" 라벨일 수도 있을 것이다.  일단 클러스터에 전문 등급이

할당되었으면, 패널 디스플레이(91)는 실시간으로 업데이트되어 이들 변화를 반영한다.

도 10은 등급화 도구(37)에 의해 제공되는 최종 전문 등급 관찰 윈도우(110)의 도시이며, 이를 이용하여 전문가[0073]

(38)는 각각의 결함 클래스 내의 전문 등급을 시각화하고 수정할 수 있다.  전문 등급 관찰 윈도우(110)는 모든

이미지에 대해 최종 전문 등급 라벨을 표시한다.  도 10에 나타낸 바와 같이, 전문 등급 관찰 윈도우(110)는 2

개의 병렬 HTML 디스플레이 패널(112, 114)들을 포함하며, 이를 통해 사용자는 내장된 하이퍼링크를 사용하여

페이지 전반을 검색함으로써 결과를 시각화할 수 있다.  전문 등급 관찰 윈도우(110)는 또한 전문 등급을 수정

하기 위한 메뉴 선택사항(120)을 좌측에 포함한다.

시각화의 관점에서, 전문 등급 관찰 윈도우(110)는 직관적이고 전문가(38) 또는 다른 사용자가 이해하기 용이한[0074]

방식으로 라벨링 공정의 결과를 표시한다.  일례로서, 전문 등급 관찰 윈도우(110)는 별도의 HTML 페이지 내의

각각의 결함 클래스에 대한 결과를 표시한다.  각각의 결함 클래스에서, 각각의 가능한 전문 등급을 가진 이미

지를 그 결함 클래스에 대한 HTML 페이지의 별도 부분으로서 패널(114) 내에 나타낸다.  예를 들어, 도 9에 나

타낸 바와 같이, HTML 패널(112)은 결함 클래스를 열거한다.  결함 클래스 중 하나의 선택시에, HTML 패널(11

4)은 각각의 가능한 전문 등급에 대한 이미지를 나타낸다.  이는 이미지에 할당된 바와 같은 그 결함의 상이한

라벨을  기반으로  전문가(38)가  클러스터  의존적  방식으로  결함을  관찰하는  것을  가능하게  한다.   도  9의

예에서, 소프트웨어 도구는 페이지의 상단에 "1"의 라벨을 받은 이미지로 시작하여 "결함 클래스 1 (채터)" 내

의 결과를 제공한다.  결함 클래스에 이용된 각각의 라벨 및, 그 라벨에 대하여, 그 라벨로 할당된 각각의 이미
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지를 전문가(38)가 검토할 수 있도록, HTML 패널(114)은 수직으로 스크롤이 가능하다.

데이터를 이해하는 사용자의 능력을 추가로 향상시키기 위하여, 등급화 도구(37)는 다른 클러스터링 작동을 수[0075]

행하여 주어진 결함 클래스 내의 각각의 가능한 전문 등급 내에서 이미지를 유사한 이미지의 상대적으로 작은

그룹으로 클러스터링한다.  등급화 도구(37)는 각각의 클러스터의 중심 이미지만을 도시하는 현재 선택된 결함

클래스(예컨대, "결함 클래스 1(채터)")에 대한 HTML 패널(114)을 생성한다.  이것은 작은 관리가능한 수의 이

미지들만을 디스플레이 상에서 유지하는 것을 돕는다.  예를 들어, "채터" 결함 클래스 내의 라벨 "1"에 대해,

등급화 도구(37)는 HTML 패널(114)을 생성시켜 중심 이미지(116)를 표시했다.  전문가(38)는 각각의 클러스터에

대한 중심 이미지를 클릭하여, 그 클러스터 내에 포함된 모든 이미지가 표시되는 다른 HTML 페이지를 검색할 수

있다.

HMTL 패널(114)을 생성시키기 위한 클러스터링 작동에 관하여, 등급화 도구(37)는 각각의 가능한 전문 등급 내[0076]

에서 모든 결함 클래스에 대해 별도의 클러스터링 계산을 수행한다.  즉, 기술된 바와 같이, 모든 결함 클래스

내에서 각각의 이미지는 전문 등급을 받는다.  다시 말하면, 각각의 결함 클래스는 모든 이미지를 포함하지만,

일반적으로 이미지는 각각의 결함 클래스 내에서 가능한 전문 등급들 사이에 상이하게 분포한다.  예를 들어,

소정의 이미지는 결함 클래스 "채터" 내에서 "1"의 전문 등급을 가질 수 있으나, 결함 클래스 "얼룩" 내에서는

"5"의 전문 등급을 가질 수 있다.  등급화 도구(37)는 별도의 클러스터링을 수행하여 각각의 결함 클래스의 각

각의 라벨에 대해 독립적인 연결 트리를 계산한다.  일례로서, 등급화 도구(37)는 결함 클래스 "채터" 내에서

전문 등급 "1"을 가진 이미지 및 전문 등급 "5"를 가진 것들에 대해 클러스터링을 계산할 수 있으며, 다른 결함

클래스 내에서도 마찬가지이다.

예시적인 일 실시예에서, 클러스터들은 다음과 같이 계산된다.  결함 클래스 c 내에서 전문 등급 e를 가진 이미[0077]

지들의 세트를 라고 지칭한다.  세트 는 초기 서브세트 S1로부터의 이미지와 더불어, 로부터의 다른

이미지 둘 모두로 이루어지며, 여기에 전문 등급이 전파되었다.  이미지 은 결함 클래스 c 내에서 전문 등

급 e를 가진 이미지를 대표하며, 이는 본 발명자들이 사전에 라벨링한 초기 서브세트 S1 내에 존재했다.  S1 내

의 이미지가 사전에 클러스터링되었으므로, 내의 각각의 이미지는 이미 클러스터에 할당되었다.  등급화

도구(37)는 이들 클러스터 할당을 사용하여 의 클러스터링을 초기화한다.  즉, 이를 초기 클러스터링으로

사용하여 공정을 시작한 후,  새로운 이미지가 순차적으로 그들에 첨가됨에 따라 이들 클러스터를 수정한다.

내의 각각의 이미지(즉, 클러스터 할당을 이미 갖지 않은 내의 이미지)에 대해, 본 발명자들은 그 이

미지가 가장 가까운 내의 클러스터에 그 이미지를 할당한다.  이 절차는 각각의 세트 에 대해 완전히

새로운 클러스터링을 계산하는 것보다 더 효율적이며, 이는 그것이 본 발명자들의 S1의 이전 클러스터링을 탐색

하고 나머지 이미지 을 점진적으로 클러스터링하기 때문이다.

전문 등급 관찰 윈도우(110)는 또한, 이미지 명칭을 입력함으로써 임의의 이미지에 대한 전문 등급을 수정하기[0078]

위한 좌측의 메뉴 선택사항(120)을 포함한다.  메뉴 선택사항(120)을 사용하여, 사용자는 모든 결함 클래스 내

의 이미지의 현재 전문 등급을 관찰함과 더불어 필요한 경우에 그들을 변경하는 것 둘 모두를 할 수 있다.

등급화 도구(37)에 의해 궁극적으로 생성된 전문 등급(53)들은, 트레이닝 이미지들의 연속 순위를 생성하고 그[0079]

리고 그들의 불균일성의 심각도를 기반으로 연속 순위 모델(34)을 생성하도록 트레이닝 모듈(41)에 의해 이용될

수 있다.  도 11은 "매니폴드"(116)라고 지칭되는 연속 3차원(3D) 표면을 도시하며, 이를 참조하여 연속 순위

모델(34)을 생성시키기 위해 트레이닝 모듈(41)에 의해 적용되는 알고리즘이 용이하게 이해된다.  각각의 이미

지에 연계된 특징부 벡터는 고차원 공간에서 단일한 점이라고 생각할 수 있다.  그러나, 모든 이미지가 동일한

유형의 재료의 이미지가고 동일한 이미지화 조건 및 기하형태 하에서 동일한 이미지화 장치 또는 다른 센서를

이용하여 채취되므로, 자유도의 기본 수(underlying number)는 내장된 특징부 공간의 차원수(dimensionality)보

다 낮을 수 있다.  그러므로, 각각의 트레이닝 이미지를 매니폴드(116)(즉, 연속 3D 표면) 또는 매니폴드의 집

합 상에 놓인 고차원의 점 중의 하나로서 관찰하는 것이 유용하며, 이는 이 공간 내에 내장되지만, 전체 공간에

비해 낮은 고유 차원수(intrinsic dimensionality)(자유도)를 가질 수 있다.  2차원 물체가 그 안에 내장된 3차

원 공간의 단순한 경우에 대하여 도시된 예를 도 11에 나타내지만, 실제로 특징부 벡터의 차원수는 전형적으로

공개특허 10-2014-0031201

- 20 -



훨씬 더 높다.  고차원 공간 내의 매니폴드 내장에 관한 추가의 예시적인 상세 사항은 문헌[H.S. Seung and

Daniel D. Lee, "Cognition: The Manifold Ways of Perception," Science, vol. 290, no. 5500, pp. 2268-

2269, Dec. 22, 2000]에 기술되어 있다.

도 11에 대한 단순한 일례로서, 모든 트레이닝 이미지가 상이한 수준의 웨브-하류측 채터(down-web chatter)를[0080]

가진 동일한 웨브 재료를 나타내는 트레이닝 이미지의 세트를 나타낸다.  이러한 단순한 경우에, 각각의 트레이

닝 이미지가 다양한 텍스처-관련 특징을 포착하는 고차원 특징부 벡터에 의해 나타내어질 수 있지만, 이 경우에

는 채터의 수준에 상응하는 단 하나의 기본 자유도(underlying degree of freedom)만이 이러한 이미지의 세트

내에 존재할 수 있다.  이와 같이, 이들 트레이닝 이미지가 1차원 매니폴드, 예를 들어, 도 11의 고차원 공간

내의 곡선형 경로를 통해 만곡하는 선 상에 놓인 점으로서 관찰될 수 있다.

매니폴드 상의 점으로서의 특징부 벡터의 이러한 표현의 한가지 이점은 트레이닝 모듈(41)의 알고리즘이 트레이[0081]

닝 데이터 내의 이러한 기본 구조를 탐색하여 그 안에 포함된 가장 관련이 있고 유용한 정보만을 이용한다는 것

이다.  추가로, 상대적으로 적은 고차원 특징부 벡터로부터 학습하는 경우에는, 더 낮은 차원의 공간 내에 내장

되는 것이 유용할 수 있다.  매니폴드 내장을 수행하기 위한 알고리즘이 존재하며, 이는 기본 구조를 보존하는

중에 고차원 데이터의 저차원 표현을 회복하는 작업에 대해 본 명세서에서 사용하는 용어이다.  이러한 알고리

즘의  일부  예는  자기조직화(코호넨(Kohonen))  맵,  다차원  척도화(Multi-Dimensional  Scaling),  아이소맵

(Isomap), 및 국소-선형 내장(Locally-Linear Embedding)을 포함한다.  하기에 추가로 상세하게 기술되는 바와

같이, 하나의 예시적 알고리즘은 확산 맵(Diffusion Map)이다.  확산 맵에 관한 추가의 상세 사항을 문헌[S.

Lafon  and  A.B.  Lee,  "Diffusion  Maps  and  Coarse-Graining:  A  Unified  Framework  for  Dimensionality

Reduction, Graph Partitioning, and Data Set Parameterization," IEEE Transactions on Pattern Analysis

and Machine Intelligence, vol. 28, no. 9, pp.1393-1403, Sep. 2006]에서 볼 수 있다.

각각의 트레이닝 이미지의 표현이 특징부 공간 내의 매니폴드 상에 점으로서 주어지면, 트레이닝 모듈(41)의 알[0082]

고리즘은 특징부 공간 주위에서 이산적 무작위 행보(discrete random walk)를 수행한다.  이러한 무작위 행보

동안에, 각각의 시간 단계에 있어서, 무작위 행보체(random walker)는 매니폴드를 전혀 이탈하지 않으면서 매니

폴드 상의 한 점으로부터 다른 점으로 이동할 수 있다.  이러한 맥락에서, 알고리즘은 매니폴드 상의 한 점으로

부터 다른 모든 점으로 이행하는 확률을 계산한다.  일반적으로, 이러한 이행 확률은 전형적으로 매니폴드 내의

가까운 점에서 더 높고 먼 점에서 더 낮다.  그러나, 알고리즘은 전문 등급을 고려하여, 상이한 이산 라벨들을

가진 점들 사이의 이행에 페널티를 부과한다.  이어서, 이들 이행 확률을 사용하여 각각의 점으로부터 주변의

모든 점으로 전문 등급을 전파함으로써, 모든 점이 다른 점으로부터의 이산 라벨의 일부 분율로 마감되며, 이는

본 발명자들이 연속 표면을 따라 트레이닝 이미지들 중 하나에 상응하는 각각의 점에 대한 연속 심각도값을 계

산하게 한다.  추출된 특징부 및 제공된 (전문) 순위 둘 모두를 이 단계에서 탐색한다.

도 12는, 트레이닝 모듈(41)이 특징부 벡터를 처리하여 트레이닝 이미지들의 연속 순위를 학습하고 연속 순위[0083]

모델(34)을 생성시키는 예시적인 공정을 더욱 상세하게 나타내는 흐름도이다.

먼저, 트레이닝 모듈(41)은 크기가 N x N인 친화도 매트릭스 K를 계산하며, 여기서 N은 트레이닝 샘플의 수이다[0084]

(단계(120)).  예를 들어, N개의 트레이닝 이미지들의 연속 순위를 학습하기 위하여, 특징부 벡터들의 세트를

상응하는 전문 등급 을 가진 으로서 정의한다.  각각의 이산 등급을 "1", "3", 또는

"5"로 가정하며(즉, ), 여기서 "1"은 합격인 샘플이고, "5"는 명확하게 불합격인 샘플이다.  전문

등급을 이보다 다소 미세하게 구분할 수 있으며, 알고리즘은 이러한 특정 예에 한정되지 않는다.  특징부 벡터

가 주어지면, 트레이닝 모듈(41)은 크기가 N x N인 친화도 매트릭스 K를 계산하며, 여기서 각각의 요소는, 예를

들어 하기 수학식에 의해 주어질 수 있다:

수학식 8

[0085]

친화도 매트릭스는 특징부 공간 내의 각 쌍의 트레이닝 샘플들 사이의 유사성의 측정값을 제공하며, 수학식 8과[0086]

는 상이한 다른 것들, 예를 들어 다항식을 사용할 수 있다.  대역폭(bandwidth) 파라미터 σ는 한 쌍의 점들 사

이의 거리가 증가함에 따라 얼마나 신속하게 지수함수가 감쇠하는지를 정의한다.  실제로, 국소 파라미터 σ는,
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그의 k-최근방 이웃까지의 중앙값 거리와 같이 발견법(heuristic)에 따라 각각의 트레이닝 샘플에 대해 추산된

다.  이 경우에, 수학식 8의 분모는 샘플 xi 및 xj에 상응하는 국소 대역폭의 곱이 된다.

친화도 매트릭스에 사용되는 거리는 수학식 8의 예에서와 같이 단순히 유클리드 거리(Euclidean distance)이거[0087]

나, 공분산 거리 또는 쿨백-라이블러 거리(Kullback-Leibler distance)와 같이 특징부에 따라 더 복잡한 것들일

수 있다.

그 다음에, 친화도 매트릭스로부터, 하기 수학식에 따라 이행 확률을 계산할 수 있다(단계 122):[0088]

수학식 9

[0089]

이는 점들 사이의 친화도만을 기반으로 하는, 특징부 공간 내의 무작위 행보 상에서 xi로부터 xj로 이행할 확률[0090]

에 상응한다.  이는 친화도 매트릭스 K의 정규화한 것으로서, 그것의 행이 타당한 확률 분포임을(즉, 1로 합산

됨) 보장한다.

전문 등급에 의해 주어진 이산 라벨을 감안하기 위하여, 트레이닝 모듈(41)은 xi로부터 xj로 이행할 사전 확률을[0091]

계산한다:

수학식 10

[0092]

여기서 σp는 이러한 사전 확률 항에 대한 대역폭 파라미터이다(단계(123)).  pb(i,j)에 대한 표현은 더 먼 부분[0093]

인 전문 등급에 더 무거운 페널티를 부과하므로, 이산 라벨에 할당된 수치값의 선택이 이러한 맥락에서 중요하

다.

이어서, 트레이닝 모듈(41)은 pa(i,j) 및 pb(i,j)의 곱에 의해 각 쌍의 트레이닝 샘플에 대한 전체 이행 확률을[0094]

계산한다(단계(124)에서):

수학식 11

[0095]

자동 확산 매트릭스의 구성요소 및 전문 등급 위반에 대한 페널티를 다른 방식으로 조합할 수 있다.  종합적으[0096]

로, 전체 이행 확률 p(i,j)는 매트릭스 P를 형성한다.  P 내의 각각의 성분은 하나의 시간 단계에서 상응하는

점들의 쌍 사이의 이행 확률을 나타낸다.

트레이닝 모듈(41)은 매트릭스 P를 거듭제곱 t로 상승시킴으로써 t 시간 단계에 대한 무작위 행보 이행 확률을[0097]

전파한다(단계(125)):

수학식 12

[0098]

여기서 Pt(i,j)는 t 시간 단계에서 xi로부터 xj로 이행할 확률에 상응한다.  시간 단계 t의 수는 물리적 의미를[0099]

갖지 않으나, 사용자에 의해 소프트웨어 적용 중에 설정될 수 있는 구성가능한 파라미터이다.

이들 이행 확률을 기반으로, 트레이닝 모듈(41)은 확산 거리를 계산한다(단계(126)).  이러한 각각의 거리는 매[0100]
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니폴드 상의 각 쌍의 점들 사이의 비유사성의 측정값이다.  2개의 점들의 이행 확률의 분포가 유사하다면, 더

낮은 확산 거리가 그들에게 할당된다(즉, 확산 공간 내에서 서로 더 가깝다고 표현함).  다시 말하면, 그들의

매트릭스의 각 행 Pt가 서로 유사하다면, 2개의 점들에 더 낮은 확산 거리가 할당된다.  일례에서, 확산 거리의

제곱은 하기의 균등한 표현에 따라 계산된다:

수학식 13

[0101]

여기서 이며, 즉, Ψl 및 λl은 각각 P의 고유 벡터 및 고유값이다.  이는 매트릭스 P를 거듭제곱 t[0102]

까지 분명하게 상승시키는 것(다수의 트레이닝 샘플이 입수가능하다면, 이는 계산상 고가의 작업일 수 있음)에

연계된 자원의 사용을 피할 수 있다.  고유 벡터를 계산하기 위한 고속 기술, 특히 최대 고유값에 상응하는 제1

고유 벡터를 계산하기 위해 개발된 것들을 사용할 수 있다.

샘플들의 쌍 사이의 비유사성에 비례하는 이들 확산 거리는, 트레이닝 모듈(41)에 의해 하기 수학식에 따라 유[0103]

사성에 비례하는 가중치로 전환된다(단계(129)):

수학식 14

[0104]

여기서 σw는 다른 대역폭 파라미터이고, η는 단순히 정규화 상수로서 가중치 매트릭스 W의 행들이 1로 합산됨[0105]

을 보장한다.  최종적으로, 트레이닝 모듈(41)은 하기 수학식에 의해 각각의 트레이닝 샘플 xi에 대한 불균일성

심각도 순위값을 계산함으로써 연속 순위 모델(34)("모델(34)")을 생성시킨다(단계(130)):

수학식 15

[0106]

얻어진 순위값 ri는 모든 트레이닝 이미지들의 전문 등급들의 가중 평균이다.  그러나, 전문 등급들이 고도로 이[0107]

산적일 수 있어도(예를 들어, "1", "3", 또는 "5"), 순위값은 연속 미세 척도 상에 있다.  또한, 전체적으로 연

속 순위를 제공하도록 사용자 인터페이스에 의해 알고리즘 파라미터를 조정할 수 있다.  수학식 15)의 가중치는

전문 순위와의 자동 이미지/특징부 비교를 조합하는 확산 거리 공정에 의해 유도된다.  정규화 가중(normalized

weighting)의 다른 방식, 예를 들어, 지수 가중 함수를 고려할 수 있다.

도 12에 대한 상기 공정은 전문 등급 내의 부정확한 라벨을 무시할 수 있다.  즉, 전문가가 실수로 소정 이미지[0108]

에, 예를 들어 "5" 대신에 "1"로 라벨링했다면, 본 공정은 여전히 이 점에, 다른 "5" 점들에 더 가까운 순위값

을 할당할 수 있을 것이다.  이는 주로 수학식 14의 곱의 상이한 2개의 항들의 영향에 기인한다.  두번째 항은

이산 라벨을 감안하는 반면에, 첫번째 항은 매니폴드 상의 데이터의 고유 구조만을 기반으로 한다.  이들 항의

상대적 효과는 그들 각각의 대역폭 파라미터에 의해 제어된다.  σp가 큰 값으로 설정된다면, 사전 확률 항은 이

행 확률에 아주 작은 영향을 가질 것이다.

더욱이, 다수의 전문가들을 또한 조합할 수 있다.  이러한 경우에, 트레이닝 모듈(41)은 각자의 전문가에 대해[0109]

친화도 매트릭스의 계산에 추가의 가중치를 이용한다.  상이한 전문가들의 신뢰도를 동일한 양식으로 평가할 수

있다.

도 13은 차트화 모듈(39)이 실시간으로 연속 순위 모델(34)("모델(34)")을 이용하여 불균일성 결함의 존재를 검[0110]

출하고 각각의 결함에 대한 심각도 수준의 연속 차트화를 제공하는 예시적인 공정을 더욱 상세하게 나타내는 흐
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름도이다.

제조되는 웨브의 새로운 이미지가 포착됨에 따라(130), 트레이닝 이미지에서와 동일한 방식으로 특징부를 추출[0111]

한다(132).  구체적으로, 트레이닝 샘플의 특징부 벡터 이 트레이닝 단계에서 학습된 상응하는 순

위값 과 함께 주어지면, 실시간 차트화 모듈(39)의 함수는 새로운 이미지로부터 추출된 새로운 특징부

벡터 에 대한 순위값을 추산할 것이며, 이를 본 명세서에서는 쿼리 샘플(query sample)이라고 지칭한다.

초기에, 차트화 모듈(39)은 주어진 결함에 대해 트레이닝 샘플 중에서 의 k-최근방 이웃의 위치[0112]

를 정한다(134).  일 실시예에서, 차트화 모듈(39)은 특징부 공간 내의 유클리드 거리를 사용하여 하기 수학식

에 의해 주어지는 최근방 이웃을 찾는다:

수학식 16

[0113]

차트화 모듈(39)은 인터페이스를 제공할 수 있으며, 이에 의해 사용자는 최근방 이웃의 수, k를 구성가능한 파[0114]

라미터로서 특정할 수 있다.  도 14는 2차원 특징부 공간 내에서 k-최근방 이웃을 찾는 논리적 표현을 제공하는

그래프이다.  이러한 예에서는, 특징부 공간 내의 쿼리 점(135)에 대해 6개의 최근방 이웃이 식별된다.

몇몇 기술을 사용하여 k-최근방 이웃의 위치를 정할 수 있다.  하나의 기술은 (쿼리 점)로부터 트레이닝 세[0115]

트 내의 각각의 샘플 까지의 거리를 계산함으로써 전체 검색(exhaustive search)을 수행하는 것이

다.  그러나, 특히 트레이닝 샘플의 수가 크고 특징부 공간이 고차원이라면, 이러한 유형의 전체 검색은 계산상

고가일 수 있다.  2개의 다른 기술이 기술되어 있다.  하나는 완전일치 검색(exact search)이고(즉, 본 기술은

전체 검색과 동일한 결과를 내지만 더 효율적인 방식임), 다른 하나는 근사 검색(approximate search)이다.  전

체 검색에 비교하여 계산 경비의 관점에서 둘 모두의 기술이 현저한 개선을 제공한다.  임의의 k-최근방 이웃

검색 방법을 사용할 수 있으며, 이들은 단지 2개의 예를 나타낸다.

더 효율적인 k-최근방 이웃(kNN) 검색을 수행하지만, 전체 검색과 동일한 결과를 여전히 제공하는 하나의 기술[0116]

은, 먼저 트레이닝 샘플 을 "볼 트리(ball tree)"로 조직화하는 것이다.  볼 트리는 특징부 공간

내에서 트레이닝 샘플의 근접성을 기반으로 트레이닝 샘플을 계층형 그룹화로 조직화하는 데이터 구조이다.  트

리의 최저 수준에서, 각각의 "단말" 노드는 서로 가까운 하나 또는 몇몇 샘플을 포함할 것이다.  차트화 모듈

(39)이 트리 위로 더 높이 진행함에 따라, 그룹화는 많은 수의 점을 포함하지만, 여전히 근접성을 기반으로 그

룹화된다.  최종적으로, 트리의 상단에서, "뿌리(root)"  노드는 이 트레이닝 세트 내의 모든 점을 포함한다.

이 구조는 트레이닝 샘플에 대해 단 한번 계산된 후에, 쿼리에서 여러 번 사용될 것임에 유의한다.  볼 트리의

용도에 관한 추가의 상세 사항은 문헌[A.W. Moore, "The Anchors Hierarchy: Using the Triangle Inequality

to  Survive  High  Dimensional  Data,"  Proceedings  of  the  12
th
 Conference  on  Uncertainty  in  Artificial

Intelligence, pp. 397-405, 2000]에 기술되어 있다.

일단 트레이닝 샘플이 이러한 계층형 볼 트리 내에 조직화되면, 그들을 효율적으로 검색하여 새로운 쿼리 점의[0117]

kNN을 정확하게 찾을 수 있다.  이러한 검색을 수행하기 위한 알고리즘은 반복성일 수 있으며, 트레이닝 데이터

의 고유 구조를 탐색하여 그것을 효율적으로 검색한다.  예를 들어, 쿼리 점 가 볼 트리 내의 하나의 특정

노드에 가깝다는 것이 알려져 있다면, 차트화 모듈(39)은 멀리 떨어진 다른 노드 내의 쿼리 점의 kNN에 대한 검

색을 계속하기 위해 시간을 낭비하지 않는다.  검색 시간에서의 이러한 증가된 효율에 대한 계산 비용은 트리

구축의 복잡성에 있으며, 이는 트레이닝 샘플만을 포함하므로 오프라인으로 제작될 수 있다.

두번째 예로서, 전체 검색의 결과와 정확하게 동일함이 보장되지는 않지만 유사한 결과를 제공하도록 설계된 근[0118]

사 kNN 검색을 사용함으로써 추가의 계산 효율을 달성할 수 있다.  하나의 이러한 접근 방법은 국소성-감지 해

싱(LSH: Locality-Sensitive Hashing)이다.  앞에서와 같이, 신속한 kNN 검색을 가능하게 하기 위하여 차트화

모듈(39)은 트레이닝 샘플을 특징부 공간 내의 그들의 구조를 기반으로 조직화한다.  이 경우에, 트레이닝 샘플
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을 지표화하는 몇몇 해시 표(hash table)가 형성된다.  각각의 해시 표는, 각각의 샘플에 대한 1차원 표현을 유

발하는 트레이닝 샘플의 무작위 투영(random projection)을 취한 후에 이 선을 따라 샘플을 이산 그룹의 세트로

비닝(binning)함으로써 형성된다.  이러한 절차를 반복하여, 몇몇 해시 표를 형성시키고 이들 해시 표를 기반으

로 점의 근사 kNN을 높은 확률로 신속하게 찾을 수 있다.  3개 해시 표(140)(그 안에 3개의 트레이닝 샘플

(141A, 141B, 및 141C) 및 쿼리 샘플(142) 각각이 해싱됨)의 단순한 경우에 대하여 이것의 도시를 도 15에 나타

낸다.  이 경우에, 얻어지는 해시 표의 지표화는 쿼리 샘플의 2개의 최근방-이웃(141A, 141B)의 정확한 식별을

유발한다.  국소성-감지 해싱(LSH)에 관한 추가의 상세 사항은 문헌["Locality-sensitive hashing: A. Andoni

and  P.  Indyk,  Near-Optimal  Hashing  Algorithms  for  Approximate  Nearest  Neighbor  in  High  Dimensions,"

Communications of the ACM, vol. 51, no. 1, pp. 117-122, Jan. 2008]에 기술되어 있다.

도 13의 흐름도로 돌아가면, k-최근방 이웃을 식별한 후에, 차트화 모듈(39)은 쿼리 점을 그의 k-최근방 이웃의[0119]

선형 조합으로서 가장 잘 표현하는 쿼리 점에 대한 재건 가중치(reconstruction weight)를 계산한다(136).  가

중치는 양성 또는 음성일 수 있으며, 하기의 오차를 최소화함으로써 계산할 수 있다:

수학식 17

[0120]

여기서  wi는  재건  가중치이고,  Ω는  k-최근방 이웃의 세트이다.   오차  함수(17)는  폐쇄형으로 최소화할 수[0121]

있다.  가중치 또한 폐쇄형으로 계산할 수 있다.

그 다음에, 차트화 모듈(39)은 특정 결함에 대한 쿼리 점의 심각도 순위값을, 그 결함에 대한 그의 k-최근방 이[0122]

웃의 순위값의 가중 평균으로서 계산한다(138).  일례에서는, 심각도 순위값을 하기와 같이 계산할 수 있다:

수학식 18

[0123]

앞에서와 같이, 쿼리 점의 불균일성 심각도 순위값은 연속적인 척도 상에 있다.  이러한 접근 방법은, 쿼리 점[0124]

이 트레이닝 세트 내의 가장 유사한 이미지의 순위값에 가까운 순위값을 받는 것을 가능하게 한다.  최근방-이

웃 기술 대신에 다른 표본외(out-of-sample) 기술을 사용할 수 있다는 것이 고려된다.

최종적으로, 차트화 모듈(39)은 계산된 심각도 순위값을 작업자에게 출력한다(140).  결함에 대한 심각도 순위[0125]

의 경향을 나타내도록 출력은 차트를 업데이트하는 형태를 취할 수 있거나, 차트화 모듈(39)이 심각도 순위값을

단일 숫자로서 단순히 출력할 수 있다.  예를 들어, 시간이 흐름에 따라 웨브 재료에 대한 불균일 결함의 심각

도 수준을 그래프화하도록, 차트화 모듈(39)은 각각의 새로운 이미지의 처리시에 차트를 업데이트할 수 있다.

그 후에, 전산화 검사 시스템 또는 다른 구성요소는 제조 공정을 위한 공정 제어 파라미터에 대한 변화를 특정

하는 입력을 사용자로부터 받을 수 있으며, 입력에 반응하여 공정 제어 파라미터를 조정할 수 있다.  부가적으

로, 사용자는 결함의 시각화를 향상시키는 이미지들의 필터링된 버전 또는 웨브로부터 포착된 실시간 이미지들

을 관찰할 수 있다.  예를 들어, 가보어(Gabor) 필터 또는 다른 처리 필터가 적용될 수 있다.  사용자에게 이용

될 수 있는 필터들은 모델을 개발할 때 트레이닝 이미지들로부터 특징부들을 추출하는 데 사용되는 필터(들)를

기반으로 할 수 있다.  이 방식으로, 사용자는 공정 파라미터들을 조절할 수 있으며, 웨브로부터 실시간으로 얻

어진 필터링된 이미지들을 관찰함으로써 특정 불균일성 패턴들에 대한 조절의 효과를 관찰할 수 있다.

도 16은 분석 컴퓨터(28)의 특징부 추출 모듈(43)이 획득 컴퓨터(27)들로부터의 이미지 데이터의 스트림들을 처[0126]

리하여 웨브 재료(20)의 제조 동안에 어느 이미지 특징부를 실시간으로 이미지 단위로 계산할지를 동적으로 결

정하는 동적 시스템 아키텍처의 일례를 나타내는 흐름도이다.  나타낸 바와 같이, 특징부 추출 모듈(43)은 연이

어 더 큰 특징부 세트들로부터의 결과들을 사용하여 부가적 특징부 계산들을 트리거링함으로써 "최상의 특징부

세트"를 동적으로 구축한다.

웨브  재료의  새로운  이미지를  포착한  후에,  분석  컴퓨터(28)는  에지  트리밍(edge  trimming)  또는  편평화[0127]

(flattening) 등과 같은 일부 예비-처리를 수행할 수 있으며, 디스플레이 표현을 기록하거나 출력하기 위한 일
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부 소정의 통계를 계산한다.  그 다음에, 특징부 추출 모듈(43)은 제1 트리거 지점(160)에 도달하며, 여기에서

는 유동 중의 그 지점까지의 새로운 이미지에 대해 계산된 특징부를 분석함으로써 부가적 처리를 트리거링할 것

인지를 결정한다.  예를 들어, 특징부 추출 모듈(43)은 다른 특징부 추출 계산에 비교하여 더 단순하고 빠른 처

리로서 작업자에 의해 식별된 기초 특징부 세트를 적용할 수 있다.  트리거 지점(160)에서, 특징부 추출 모듈

(43)은 기초 특징부 세트를 사용하여 점 결함을 검출하기 위하여 소위 방울(blob) 레시피를 사용하는 일부 형태

학적(방울) 분석을 적용할 수 있다.  동시에, 특징부 추출 모듈(43)은 기초 특징부 세트가 새로운 이미지 내의

불균일성 변동을 신뢰 수준 내에서 평가하기에 충분한 증거를 제공하는지를 결정한다.  예를 들어, 현재 이미지

의 분류를 보조하기 위해 더 많은 특징부를 트리거링할 것인지 여부에 관한 결정을 단순 발견법(heuristic)에

따라 내릴 수 있다.  예를 들어, 동적으로 결정된 차선의 특징부 세트의 첨가로부터 불균일성 결함에 대한 이미

지의 오분류의 비용의 예상되는 감소가 소정의 임계치를 초과한다면 특징부 추출 모듈이 부가적 특징부의 추출

을 트리거링하도록, 단순한 결정 규칙을 설정할 수 있다.  비용의 예상되는 감소, 즉, 필요한 신뢰 수준은, 하

기에 추가로 기술되는 바와 같이 학습된 마르코프 모델을 사용하여 결정할 수 있다.  그렇지 않다면, 특징부 추

출 모듈(43)은 트리거 지점(162)까지 진행하여 더 복잡한 처리를 연이어 트리거링시킨다.  즉, 제2 트리거 지점

(162)에서, 특징부 추출 모듈(43)은 부가적 특징부를 추출하기 위하여 제2 특징부 세트 추출 계산, 예를 들어,

이미지 필터링/주변화(marginalization)를 수행한다.  이러한 제2 특징부 세트 추출 계산은 초기에 수행된 기초

특징부 세트보다 더 복잡하고 계산 집약적일 수 있다.  유동 중의 이 지점까지의 새로운 이미지에 대해 추출된

특징부의 일부 또는 전부를 입력으로 하는 수학적 모델인, 분류기라고도 지칭되는 이미지 레시피를 사용하여,

특징부 추출 모듈(43)이 불균일성의 정도 및 유형의 식별을 재시도한다.

공정들은 트리거 지점들의 체인으로서 반복하며, 여기서 각각의 트리거 지점에서는 임의의 유형의 불균일성이[0128]

이미지 내에서 존재하는 정도를 결정하기 위해 부가적인 더 복잡한 이미지 처리 계산이 필요한지가 결정된다.

각각의 트리거 지점에서의 이러한 결정은 유동 중의 그 지점까지의 새로운 이미지에 대해 계산된 특징부를 기반

으로 내려진다.

일부 상황에서는, 웨브 재료로부터 실시간으로 포착된 샘플 이미지가 다중의 패턴을 포함할 수 있다.  도 16에[0129]

제시된 공정에 따라, 임의의 불균일성의 가장 정확한 분류를 가능하게 할 것으로 보이는 특징부가 트리거링되도

록 특징부 추출 모듈(43)이 작동한다.  전산화 검사 시스템에 의해 이미지화된 모든 개별 샘플들에 대해 이 공

정을  수행할  수  있다.   대안적으로,  특징부  추출  모듈(43)은  폴링  스킴(polling  scheme)  하에  작동할  수

있으며, 여기에서 공정 구성요소를 트리거링하거나 철회할 필요성을 매 X 샘플 후에 확인한다(여기서, X는 구성

가능 파라미터임).

일례에서, 특징부 추출 모듈(43)이 동적 트리거링을 위한 제어된 마르코프 모델에 따라 작동하도록 구성된다.[0130]

이 실시예에서, 특징부 추출 모듈(43)은 향후의 트리거링 사건에 관련된 임의의 트리거링 단계 t에서 충분한 정

보의 요약으로서 작용하는 상태 벡터 x(t)를 정의하는 구성 데이터를 포함한다.  완전성을 위하여, 공정 중의

임의의 지점에서 단일 영상 샘플을 분석하기 위한 트리거링 사건이 일어나며, 여기서 특징부 추출 모듈(43)은

계산할 부가적 특징부를 선택할 기회를 갖는다.

일례에서, 상태 벡터는 분류기 패밀리 {Φi(t)}i=1
N
을 통해 정의되며, 트리거링 단계 t에서, Φi(t) 는 단계 t에[0131]

서 트리거링되는 특징부들 및 이전 단계 {Φi(t - 1)}i=1
N
에서의 분류기 패밀리에만 의존한다.  ROC-최적 분류기

향상 알고리즘을 사용하여 그러한 순서의 분류기 패밀리를 어떻게 구성할 수 있는지의 예가 PCT 국제특허공개

WO/2010/059679호에 기술되어 있다.  이러한 예에서, 이진 분류기는 라벨링된 트레이닝 데이터로부터 학습된 결

정 규칙의 세트(즉, 아마도 다중 변수 상의 임계치)로 구성된다.  그러나, 일반적으로 임의의 이산 분류 알고리

즘을 사용할 수 있을 것이다.  다른 예는 서포트 벡터 머신(SVM: Support Vector Machine), 로지스틱 회귀분석

(Logistic Regression), 또는  결정 트리(Decision Tree)를 포함하였다.

특징부 추출 모듈(43)의 상태 벡터를 정의하는 단계와 관련하여, 단계 t에서의 상태 벡터의 i 번째 요소를 Φ[0132]

i(t)에  의해  할당된  분류로서  취한다(즉,  xi(t)  =  Φi(t)).   일례는  이진  분류이어서,  x(t)  {0,  1}
N
이게

하지만, 본 명세서에서 논의되는 방법은 다항의 경우까지 확장될 수 있다.

특징부 추출 모듈(43)의 구성 데이터는 주어진 트리거 사건에서 작용을 결정하는 제어 변수, 즉, 다음에 계산할[0133]

것으로 지정된 이미 계산되지 않은 하나 이상의 특징부의 부가적 세트를 포함한다.  논의를 단순화하기 위하여,

각각의 트리거 사건에서 단일 특징부 f가 선택될 것임을 가정한다.  그러나, 그 대신에 복수의 특징부를 나타내
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도록 f를 취한다면, 알고리즘은 유사하다.  분류기는 현재 샘플 이미지에 대한 판단을 통해 상태 벡터를 결정하

며, 그들은 f 및 이전 단계에서의 분류기 패밀리에만 의존하므로, 특징부 추출 모듈(43)은 최적으로 선택될 제

어 f에 의해 파라미터화된 조건부 분포 Pf(x(t + 1)|x(t))를 사용하여 현재 상태 벡터를 기반으로 미래 상태 벡

터의 예측을 계산한다.  즉, Pf를 마르코프 체인의 이행 함수라고 지칭한다.  제어 전략을 시행하기 위하여 특징

부 추출 모듈(43)은 이행 함수를 추산한다.  샘플 이미지의 트레이닝 세트 및 분류기 패밀리의 연계된 순서가

주어지면, 특징부 추출 모듈(43)은 단순 히스토그램 추산 f를 사용하도록 구성될 수 있으며, 여기서  f(x(t

+ 1)|x(t))는 특징부 f가 선택될 때 단계 t에서의 상태가 x(t)이고 단계 t + 1에서의 상태가 x(t + 1)인 트레이

닝 샘플의 수이다.  잡음이 많은  f 및 공간의 희박한 샘플링을 포함하는 고차원에 연계된 문제점을 피하기 위

하여, N을 작게 선택할 수 있다.  대안적으로, f의 커넬 평활법(kernel smoothing) 또는 파라미터화를 이용하

도록 특징부 추출 모듈(43)을 구성할 수 있다.

이들 구성요소가 준비되면, 특징부 추출 모듈(43)은 일부 예상 손실을 최소화하는 f를 선택하기 위한 이행 함수[0134]

추산을 이용하여 임의의 트리거링 사건에서 f를 동적으로 선택한다.  예를 들어, 값 ca|b가 a를 b로 오분류한 비

용으로서 할당된다고 가정(a,b {0, 1})하면, xi(t) = 1인 경우, 분류기 I를 사용한 예상 손실은 그것이 실수라

는 가정(즉, 참 클래스가 0이다) 하에 이루어진다.  이는 예상 손실 c1|0pt(0)FAf
i
를 제공하며, 여기서 p t(0)은

임의의 주어진 샘플이 참으로 0일 사전 확률이고, FAf
i
는 분류기 i의 허위 경보율(false alarm rate) (pt(0|1))

(의존성을 강조하기 위해 현재 제어 f에 의해 명시적으로 표시됨)이다.  마찬가지로, xi(t) = 0일 때, 분류기 I

를 사용한 예상 손실은 c0|1pt(1)(1 - CDf
i
) 이며, 여기서 CD f

i
는 분류기 i의 정확한 검출 속도 p t(1|1)이다.  손

실 함수는 다음과 같이 표현될 수 있다:

[0135]

일례로서, 특징부 추출 모듈(43)은 모든 트리거 사건들에 대한 총 예상 비용 ∑ tct(x,f)를 최소화하는 제어 전[0136]

략을 이용한다.  상태 및 제어 공간의 크기가 너무 크지 않다면, 동적 프로그래밍을 통해 이 문제점을 정확히

해결할 수 있다.  대안적으로, 각각의 단계에서, 그리디 발견법을 적용하여, 합리적인 차선 해결책을 찾기 위해

ft
*
 = min fct(x,f)를 선택할 수 있다.  일 실시예에서는, 모든 가능한 트리거 사건 궤도를 오프라인으로 계산하

며, 특징부 추출 모듈(43)은 온라인으로 순람표(look-up table)를 사용하도록 프로그래밍된다.  이러한 방식으

로, 현재 샘플에 대해 가장 변별적인 특징부를 트리거링하기 위한 제어된 마르코프 체인 모델을 사용하여 각각

의 샘플 이미지에 대해 계산되는 특징부의 수를 감소시킬 수 있다.  따라서, 임의의 트리거링 사건에 대응하여

선택된 특징부는 현재 추출된 특징부 및 계산된 이행 함수를 기반으로 동적으로 결정될 수 있다.

상기 기술된 기술은, 예를 들어, 단일 분류기 손실 함수의 단순 합계를 사용하는 다중-분류기의 경우까지 용이[0137]

하게 연장될 수 있다.  또한, ca|b는 상이한 결함 카테고리에 대해 상이하게 척도화되어 상대적 중요성을 포착하

거나 특징부 의존성 계산 시간에 상응하는 부가적 인자를 포함할 수 있다.  또한, 상기 기술을 예시적 손실 함

수와  관련하여  설명하였다.   다른  가능성이  존재한다.   예를  들어,  클래스  사후  분포(class  posterior

distribution)의 엔트로피에 페널티를 부과하는 비용 함수 또한 고려할 수 있을 것이다.

예[0138]

공정 개발 라인으로부터 수집된 필름 이미지들을 사용하여 시뮬레이션 연구를 수행하였다.  완전한 샘플 세트는[0139]

다양한 불균일성을 나타낸 8767개의 이미지들을 포함한다.  대략, 불균일성은 7개의 카테고리들로 그룹화될 수

있다.   채터  및  (큰)  얼룩  카테고리에  더하여,  작은  얼룩,  막대  마크/밴딩,  큰  반점(splotch)/워터마크

(watermark), 줄무늬, 및 대각선 변동(diagonal variation) 결함이 있다.  각각의 별개의 카테고리에 대하여

분류기 패밀리의 순서를 설계하였다.  즉, 히스토그램 및 가보어 필터 처리를 사용하여 추출된 세트인 26개 통

계적 및 스펙트럼 특징부들로부터 선택된 특징부를 임계치화함으로써 불균일성의 존재/부재를 결정하는 7개의

상이한 부울(Boolean) 분류기 패밀리 순서(각각의 불균일성 카테고리에 하나씩)를 설계하였다.  분류기들은 PCT

국제특허공개 WO/2010/059679에 설명된 기술들에 따라 설계되었으며, 완전한 샘플 세트 상에서 트레이닝되었다.
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각각의 분류기 패밀리 순서는 연이어 더 복잡한 분류기(즉, 더 많은 특징부를 사용함)들을 포함하도록 설계되었[0140]

으며, 여기서 주어진 패밀리 순서 내의 각각의 연이은 분류기는 더 높은 정확도를 가진 그의 목표 카테고리에

불균일성을 할당하는 경향이 있다.  트리거 사건은, 단일 선택된 분류기 패밀리가 그의 순서 내에서 그 다음의

가장 복잡한 분류기 세트로 전진하는 단계로서 정의되었다.  분류기 패밀리 순서 내의 전진을 가능하게 하는 것

은 부가적 특징부이므로, 이는 각각의 트리거 사건에서 현재 샘플에 대한 부가적 특징부 세트를 계산하는 단계

에 직접 상응한다.

도 17은 ROC-공간 내의 3-단계 순서의 성능을 나타낸다.  나타낸 바와 같이, 각각의  패밀리(180A, 180B, 180[0141]

C)는 8개의 분류기들로 구성되었다.  순서가 ROC 플롯의 좌상단 코너에 접근한다는 사실은 각각의 단계에서 성

능이 개선됨을 나타낸다(적색, 이어서 녹색, 이어서 청색).

단일 시뮬레이션 시험은 8767개의 세트들로부터 50개의 랜덤 이미지 샘플들을 선택하고, 10개의 트리거 사건들[0142]

에 걸쳐 각각을 분석하는 단계를 포함하였으며, 여기서 각각의 사건은 단일 결함 카테고리의 분류기 패밀리의

전진이었다.  본 발명자들은 "1 단계 앞으로" 그리디 최적화를 동반하는 본 명세서에 기술된 방법을 사용하여

각각의 샘플에 대해 "최상의" 10개 트리거를 계산하였으며, 모든 오분류 오차는 단위 비용을 할당하였다.  이를

각각의 샘플에 대한 랜덤 트리거 선택에 비교하였으며, 여기서 모든 가능한 트리거들의 세트로부터 10개의 트리

거 사건을 무작위로 선택하였다.  평균 성능을 평가하기 위하여, 1000회의 시뮬레이션 시험들을 수행하였다.

도 18은 베이스라인 랜덤(A)과 그리디 최적(B)  사이의 차이를 도시하는 히스토그램이다.  이들 히스토그램은

1000회의 시험 및 각각의 시험에서의 50개의 이미지 샘플에 걸쳐 종합되었다.

도 19 및 도 20은 시뮬레이션 연구를 기반으로 성능 결과를 나타내는 플롯이다.  도 19는 시험/이미지들에 걸쳐[0143]

평균 오분류 비용을 도시한다.  전술된 바와 같이, 모든 오분류들에는 단위 비용이 할당되었다.  나타낸 바와

같이, 그리디 최적 제어된 트리거는 트리거의 제1 커플 후에 관찰되는 가장 확고한 차이와 함께 모든 사건에 걸

쳐 랜덤 트리거보다 낮은 평균 비용을 가지고 있다.  도 20은, 특정 트리거링 전략이 더 낮은 비용을 산출한 50

개 샘플들의 (시험 전체에 걸친) 평균 분율을 나타내는 비교 플롯이다.  나타낸 바와 같이, 그리디 트리거는 50

개 샘플들의 더 큰 비율에 대해 평균적으로 더 양호한 성능을 제공하였다.

명확한 개선을 제공하기 위하여, 특징부 트리거링을 위한 제어된 마르코프 체인 모델을 설명한다.  그리디 알고[0144]

리즘은 단순하지만 효율적인 스킴으로 생각될 수 있으므로, 더 정교한 제어 최적화를 사용함으로써 추가의 개선

을 얻을 수 있다.  또한, 본 연구에서 고려된 특징부 세트는 상대적으로 작다(26개 특징부).  본 기술은 더 큰

특징부 세트로부터 선택하는 것이 필요한 경우에 더욱 더 유리할 수 있다.  이러한 경우, 계산할 최상의 특징부

를 동적으로 찾아내는 것은 실제 제조 라인에서 더욱 더 많은 이점을 가질 수 있다.  일 실시예에서, 이 기술은

표 색인을 통해 시행될 수 있으며, 색인표의 고가의 구성은 오프라인에서 실행될 수 있으므로, 이 기술에 연계

된 온라인 계산은 매우 적다.

트리거링의 대안적인 경우는, 이미지를 최근의 과거 프레임에 비교하여 현재 품질의 지속을 위해 제어하고, 변[0145]

화가 검출되면 더 상세한 분석을 트리거링하는 경우이다.  예를 들어, 현재 웨브가 "양호한 웨브"의 상태에 있

다면, 흔히 분산과 같은 단순 특징부를 사용하여 새로운 불균일성의 출현을 검출할 수 있다.  이러한 검출은 더

상세한 분석을 트리거링하며, 이는 이어서 부가적 특징부의 계산을 요청한다.  예를 들어, 온라인 제조 라인에

서 재료로부터 얻은 최근의 과거 샘플 이미지들은 본 명세서에서 설명되는 절차에 이어서 차트화될 수 있다.

이전에 라벨링된 트레이닝 데이터(최근에 차트화된 프레임으로 증대될 수 있는 세트)로 이를 실행할 수 있다.

일단 차트화 값의 현저한 변화를 찾아내면, 트리거링이 일어나 증대된 특징부 세트를 요청함으로써 새로운 프레

임 내의 임의의 불균일성의 클래스 및 심각도를 검출한다.

몇몇 실시예들에서, 컴퓨터 하드웨어는 동적 특징부 트리거링 알고리즘을 보완하여 온라인 환경에서 특징부 추[0146]

출 시간을 더 감소시키도록 선택될 수 있다.  전술된 바와 같이, 특징부 추출은 보통 몇몇 표준 이미지 처리 루

틴들을 수반한다.  균일성 처리를 위한 온라인 특징부 추출에 대한 그러한 동작들은 표준 CPU들보다는 그래픽

처리 유닛(GPU)들 상에서 더욱 신속하게 수행될 수 있다.

GPU들은  전통적으로  컴퓨터  디스플레이  상에서  3D  장면들을  렌더링하기  위한  그래픽  파이프라인으로[0147]

설계되었다.  파이프라인을 따르는 특정 처리 구성요소들은 종종 셰이더(shader)들로 지칭된다.  기하학적 원형

(전형적으로 삼각형)들의 세트는 먼저 GPU  좌표계에서 도형의 기본 형상을 생성하도록 버텍스 셰이더(vertex

shader)들에 의해 처리된다.  이어서, 조명이 화소 셰이더들에 의해 그리고 기하학적 셰이더들을 통한 카메라

투사에 의해 적용될 수 있다.  래스터화 및 텍스처링이 다음이다.  마지막으로, 가시적 장면들이 선택되고, 이
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미지가 렌더링된다.

파이프라인에서 여러 주요 단계들은 행렬-벡터 동작들이 되며, 이는 정확히 특정 유형들의 특징부 추출 조작들,[0148]

예컨대 가보어 유형의 필터들을 웨브 재료로부터 포착된 이미지에 적용하는 데 요구되는 동작들인 것으로 드러

난다.  GPU들은 다수의 프로세서들을 사용하여 상이한 화소 구역들을 동시에 분석함으로써 이들 계산들을 수행

하고 병렬성을 이용하도록 고도로 최적화된다.  GPU의 표준 파이프라인에서 모든 단계들이 요구되지 않을 수 있

으며, 이와 같이, 소정의 특수화된 셰이더들은 충분히 이용되지 않을 수 있다.  다행히도, 현재의 GPU들은 임의

의 처리 단계를 수행할 수 있는 통합형 셰이더들을 사용한다.  또한, 보다 입상인 API는 현재의 GPU들에 의해

노출되고  있어서,  GPU  처리를  위한  잠재적  응용  범주를  넓힌다.   일례는  엔비디아  코포레이션(NVidia

Corporation)에 의해 최근에 공개된 C 프로그래밍 언어에 대한 CUDA (Compute Unified Device Architecture)

API 확장이다.  노출된 공유 메모리 구역 및 드라이버 CPU와의 고속 통신과 같은 이러한 아키텍처를 수반하는

개선점들은 GPU를 범용의 고성능 계산에 적합하게 하는 것을 지향한다.

균일성 처리의 많은 응용들에 대해, 다수의 가보어 필터들은 주파수 도메인 필터링을 이용하여 특징부들을 추출[0149]

하는 데 사용될 것이다.  전통적인 CPU 구현에 비해 GPU들 상에서 공간 및 주파수 도메인 필터링을 구현할 때

상당한 성능 이득들이 성취될 수 있다.  큰 특징부 세트들에 대해, 주파수 도메인에서 필터링을 수행하는 것이

종종 더 효율적이다.  이는, 표적 이미지의 FFT가 단 한번만 계산될 필요가 있고, 그것이 이어서 다수의 필터들

에 의해 병렬로 처리될 수 있다는 사실에 기인한다.

몇몇 예들에서, 균일성 처리는 기준 축들 중 하나에 정렬되는 사인파 성분 방향들을 갖는 가보어 필터들 및 국[0150]

부화를 제공하는 가우시안 윈도우(Gaussian window)를 사용한다.  이는 유사하게 배향된 예상 결함들(예컨대,

채터)로부터 자연스럽게 발생한다.  그러한 필터들은 분리가능한데, 이는 그들이 2개의 1차원 필터들의 외적으

로부터 형성될 수 있다는 것을 의미한다.  공간 컨볼루션은 이 경우에 전체 2차원 컨볼루션을 개별 1D 컨볼루션

들로 분해함으로써 가속될 수 있다.   이는 더 작은 필터들을 처리하여 최상의 성능을 성취할 때 활용될 수

있다.

병렬 화소 계산 및 최적화된 행렬-벡터 동작들을 포함하는 GPU들의 태양들은, 그들이 신속한 균일성 처리 시에[0151]

특징부  추출을  위한  유용한  하드웨어  구성요소들이  되게  한다.   데이터  처리를  가속하는  다른  방법은

ASIC(application-specific integrated circuit) 또는 FPGA(field-programmable gate array)들을 사용하여 하

드웨어에서의 구현을 통한 것이다.

본 발명의 다양한 실시예들이 설명되었다.  이들 및 다른 실시예가 이하의 특허청구범위의 범주 내에 속한다.[0152]
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