Title: METHOD AND APPARATUS FOR PROVIDING VISUAL SEARCH ENGINE RESULTS

Abstract: An approach is provided for modifying the image content of returned images resulting from a search query. The portions of each image that is unrelated to the search query is omitted or other wise obscured so as to reduce the amount of image data in the search results. Additionally, related advertising, hyperlinks, or other object can be combined with the image data to enhance the information returned to the user.
METHOD AND APPARATUS FOR
PROVIDING VISUAL SEARCH ENGINE RESULTS

BACKGROUND

With the large amount of information readily available over the Internet and at large, standalone data warehouses, many users find a search engine essential is identifying relevant information when desired. Initially search engines have indexed the textual content of the different documents available, including any metadata if present. Photos and other images are becoming an increasingly important form of content in the Internet. Unfortunately, traditional search engines for visual content are imprecise, as they carry the legacy of text-based search engines. Moreover, these legacy issues are even more prominent in devices that are power constrained as well as bandwidth constrained. For example, mobile devices possess limitations such as small screen size, and relatively slow and expensive data transfer rates.

SOME EXEMPLARY EMBODIMENTS

Therefore, there is a need for an approach for allowing a user to search for and retrieve image content in a manner that reduces the amount of image data based on what is more relevant to a particular search.

According to one embodiment, a computer-readable medium carries one or more sequences of one or more instructions which, when executed by one or more processors, cause the one or more processors to identify, for each image in a first set of one or more images, a respective portion of each image relevant to a search query; extract, for each image in the first set of one or more images, the respective portion to generate a respective extracted image portion; and generate a second set of one or more images, wherein each image of the second set corresponds, respectively, to one of the extracted respective portions.

According to another embodiment, an apparatus comprises a processor and a memory storing executable instructions that if executed cause the apparatus to identify, for each image in a first set of one or more images, a respective portion of each image relevant to a search query; extract, for each image in the first set of one or more images, the respective portion to generate a respective extracted image portion; and generate a second set of one or more images, wherein each image of the second set corresponds, respectively, to one of the extracted respective portions.
According to another embodiment, an apparatus comprises means for identifying, for each image in a first set of one or more images, a respective portion of each image relevant to a search query; means for extracting, for each image in the first set of one or more images, the respective portion to generate a respective extracted image portion; and means for generating a second set of one or more images, wherein each image of the second set corresponds, respectively, to one of the extracted respective portions.

According to another embodiment, an apparatus comprises a processor and a memory storing executable instructions that if executed cause the apparatus to at least: transporting a search query to a visual search engine, the search query including one or more keywords; and providing a set of one or more images as results to the search query, wherein each image of the results includes a portion related to the search query and omits a portion unrelated to the search query.

According to another embodiment, an apparatus comprises a processor and a memory storing executable instructions that if executed cause the apparatus to at least: transport a search query to a visual search engine, the search query including one or more keywords; and provide a set of one or more images as results to the search query, wherein each image of the results includes a portion related to the search query and omits a portion unrelated to the search query.

According to yet another embodiment, for a method comprises transporting a search query to a visual search engine, the search query including one or more keywords; and providing a set of one or more images as results to the search query, wherein each image of the results includes a portion related to the search query and omits a portion unrelated to the search query.

Still other aspects, features, and advantages of the invention are readily apparent from the following detailed description, simply by illustrating a number of particular embodiments and implementations, including the best mode contemplated for carrying out the invention. The invention is also capable of other and different embodiments, and its several details can be modified in various obvious respects, all without departing from the spirit and scope of the invention. Accordingly, the drawings and description are to be regarded as illustrative in nature, and not as restrictive.

**BRIEF DESCRIPTION OF THE DRAWINGS**

The embodiments of the invention are illustrated by way of example, and not by way of limitation, in the figures of the accompanying drawings:
FIG. 1A is a diagram of a communications system capable of providing a visual search engine, according to an exemplary embodiment;
FIG. 1B is a diagram of functional components of a system for modifying image content, in accordance with one embodiment;
FIG. 2A is a flowchart of a process for receiving relevant portions of images, in accordance with one embodiment;
FIG. 2B is a flowchart of a process for extracting and returning relevant portions of images, in accordance with one embodiment;
FIG. 3A is a flowchart of a process for combining objects and relevant portions of images, in accordance with one embodiment;
FIG. 3B is a flowchart of a process for extracting and returning relevant portions of images, in accordance with one embodiment;
FIG. 3C is an example of graphical search results returned in response to a query in accordance with one embodiment;
FIG. 3D is an example of graphical search results returned in response to a query in accordance with another embodiment;
FIG. 3E is an example visual search engine user interface in accordance with one embodiment;
FIG. 3F is an example of graphical search results returned in response to a query in accordance with one embodiment;
FIG. 3G and FIG. 3G are examples of a visual search engine user interface with a search threshold controller in accordance with one embodiment;
FIG. 3I and FIG. 3J are examples of a visual search engine user interface related to searching video content in accordance with one embodiment;
FIG. 3K is an example of a visual search engine user interface allowing the searching of background and foreground images in accordance with one embodiment;
FIG. 3L is an example of graphical search results returned in response to a query of the visual search engine of FIG. 3K;
FIG. 4 is a flowchart of a process for combining objects and relevant portions of images, in accordance with one embodiment;
FIG. 5 is a flowchart of a process for forming a search query for image content, in accordance with one embodiment;
FIG. 6 is a flowchart of a process for forming a search query for video content, in accordance with one embodiment;
FIG. 7 is a flowchart of a process for modifying image content search results, in accordance with one embodiment;
FIG. 8 is a diagram of hardware that can be used to implement an embodiment of the invention;
FIG. 9 is a diagram of a chip set that can be used to implement an embodiment of the invention; and FIG. 10 is a diagram of a mobile station (e.g., handset) that can be used to implement an embodiment of the invention.

DESCRIPTION OF PREFERRED EMBODIMENT

A method and apparatus for modifying the image content of the results from a search query are disclosed. In the following description, for the purposes of explanation, numerous specific details are set forth in order to provide a thorough understanding of the embodiments of the invention. It is apparent, however, to one skilled in the art that the embodiments of the invention may be practiced without these specific details or with an equivalent arrangement. In other instances, well-known structures and devices are shown in block diagram form in order to avoid unnecessarily obscuring the embodiments of the invention.

FIG. IA is diagram of a communications system capable of providing a visual search engine, according to an exemplary embodiment. In the system 100, a user device 102 is operated by a user to access various resources available over the network 104. In particular, the user device 102 may rely on a service provider 106 to provide access to the network 104. The user device 102 can any type of mobile terminal, fixed terminal, or portable terminal including mobile handsets, stations, units, devices, multimedia tablets, Internet nodes, communicators, desktop computers, laptop computers, Personal Digital Assistants (PDAs), or any combination thereof. It is also contemplated that the UEs 101a-101n can support any type of interface to the user (such as "wearable" circuitry, etc.). In the case of a mobile device such as a cellular telephone, a particular carrier may provide service such that the user device 102 can have network access. Using this ability to access the network 104, the user device 102 can communicate with other computers and systems. One example of such a system is a search engine 108. In particular, the search engine 108 may permit searching for images and other visual information such as video content.

It is recognized that storing, searching and retrieving image or video data has become a popular application. In many instances, regions of an image are identified and associated with keywords or "tags". Thus, a traditional keyword search query can be provided to a search engine and image data can be located that have one or more tags that match the query keywords meaning that the visual content of an image matches the keywords. Because image and video data can be much larger in size that textual content, returning image data as search results can be slow and cumbersome depending on the speed and capacity of the network connection over which the
image data travels. Allowing image data to be searched and retrieved in the same manner as textual information expands the type of content available for users; however, this additional content can sometimes degrade the apparent quickness and responsiveness of a user's network experience.

Typically, a user device 102 sends a search query to the search engine 108 which then identifies and returns relevant search results such as, for example, images that are relevant to the search query. The content that the search engine 108 searches through may be stored locally or may be stored at other content providers 110 available over the network 104.

By way of example, the communication network 104 of system 100 includes one or more networks such as a data network (not shown), a wireless network (not shown), a telephony network (not shown), or any combination thereof. It is contemplated that the data network may be any local area network (LAN), metropolitan area network (MAN), wide area network (WAN), the Internet, or any other suitable packet-switched network, such as a commercially owned, proprietary packet-switched network, e.g., a proprietary cable or fiber-optic network. In addition, the wireless network may be, for example, a cellular network and may employ various technologies including enhanced data rates for global evolution (EDGE), general packet radio service (GPRS), global system for mobile communications (GSM), Internet protocol multimedia subsystem (IMS), universal mobile telecommunications system (UMTS), etc., as well as any other suitable wireless medium, e.g., microwave access (WiMAX), Long Term Evolution (LTE) networks, code division multiple access (CDMA), wireless fidelity (WiFi), satellite, mobile ad-hoc network (MANET), and the like.

As one example, the visual search engine 108 may be a site that allows users to store photos, images, and other similar information. By way of example, when users upload the photos, each photo can be tagged with one or more keywords that relate to the contents of the photo. Other types of images and visual information, in addition to only photos, may be present as well. Part of tagging an image may also include associating regions of the image with a tag or keyword as well. As a result, the metadata associated with an image may include relevant keywords and also image position coordinates associated with the keywords.

In one embodiment, when a user invokes the search engine 108, the user can enter keywords and even image coordinates to identify relevant photos and images. The search engine 108 locates the relevant images and returns them as a result set to the user. The search engine 108, in at least some embodiments, will rank the search results in terms of relevance or some other criteria (e.g., date, size, file type, etc.).
The search engine 108, as more fully described later, may manipulate the search results and add or remove content from the images of the search results if desired. Because the search results may also be returned through the service provider 106 as an intermediate step before being forwarded to the user device 102, the service provider 106 may also manipulate the images of the search results as well.

Although FIG. IA specifically illustrates a network platform, the above-described operation can also be performed by a user that is physically located near the search engine 108 and uses a local user interface rather than a device 102 that communicates through the network 104.

The processes described herein for manipulating the images returned from a search engine may be implemented via software, hardware (e.g., general processor, Digital Signal Processing (DSP) chip, an Application Specific Integrated Circuit (ASIC), Field Programmable Gate Arrays (FPGAs), etc.), firmware or a combination thereof. Such exemplary hardware for performing the described functions is detailed below. FIG. IB is a diagram of functional components of a system for modifying image content, in accordance with one embodiment. The functional components of the system 130 may be implemented in any of these configurations.

A picture receiving module 132 receives a set of images that were determined to be relevant to a search query. The set of images may be zero or may include hundreds of images. There is also a query analyzing module 134 that analyzes query information. This query information may be explicitly provided to the module 134 or may be extracted from tag information within the images received by receiving module 134. In some embodiments, each of the received images will include one or more portions that have corresponding tags and the query will have one or more keywords likely related to the tags.

Based on one or more of the query, the tags and the images, relevant portions of each image are identified and extracted from the image by a module 136. Also, based one or more of the query, the tags and the images, relevant additional materials (e.g., advertisements) are generated by a generating module 138. Generating of the additional material may include retrieving preconfigured material or constructing the additional material from other sources of information.

A combining module 140 receives the additional material for an image and the extracted portions of that image and combine them into a combined image. The set of combined images are then assembled to form a result set. This assembling function is performed by a result set generating module 142. Once assembled, other components can then transmit or forward the result set to an end user or other system.
FIG. 2A is a flowchart 200 of a process for receiving relevant portions of images, in accordance with one embodiment. According to step 202, a user invokes a visual search engine (e.g., engine 108 of FIG. 1). As mentioned above, such a search engine 108 allows a user to query and retrieve visual information such as images, video, photos and the like. In general, a query takes the form, in step 204, of entering keywords that describe the content of an image. Before such a query can provide useful results, each image is associated with one or more tags or keywords related to its content. For example, a picture of a dog catching a frisbee in a park may include the tags: "dog", "playing", "frisbee", "outside", "park", "grass", etc. Thus, a search query including such keywords would result in a search engine locating this image as relevant to the search.

In step 206, optional items can be included as part of the search query as well. These optional items are associated with each tag and can further describe the portion of the image associated with that tag. As a result, the tags identified above can have associated parameters as well. Two examples of additional information may be a "size" parameter and a "location" parameter. In forming a search query, then, a user can specify a keyword as well as additional parameters associated with that keyword. The size parameter may, for example, be a percentage relative to an image (e.g., "greater than 50%") or some other fixed quantity. Thus, the search query can request images that include a portion having a dog wherein that portion is more than half the image. Such a query is likely to return a majority of images where a dog is the primary subject of the image rather than merely a secondary subject.

As for the "location" parameter, it can be specified as the boundary points of a rectangle (or other shape) or the center coordinates of a particular portion or any other way of specifying a region within an image. For example, if a user is searching for an image, the user can faintly remember having a dog in the bottom right corner, then they can limit the search query to omit images having a tag "dog" but wherein the tagged portion is somewhere other than the bottom right corner.

In specifying the "size" or "location" parameter in forming the query, the user may do so using numeric, or similar, input; or may be provided with a graphical interface to do so. For example, the user may be presented with a blank image template on which they can drag a box in order to specify a location and/or a size for a keyword in the query. The user can also be permitted to set a relevance parameter as well so that they have some control over the number of images returned by the search engine.
Based on the keywords, and any other parameters, search results are received by the user, in step 208, in response to the query. In particular, according to an embodiment, instead of receiving the entire image for every image that the search engine considered relevant, the search results omit those portions of each image that are not relevant to the query keywords. Thus, a search for a "dog" would result in a number of images of dogs that have been extracted from a larger image that may have other tagged portions such as "trees", "frisbee" etc. that are not returned as part of the images in the search results. Accordingly, the image information received by the user can be dramatically less than if each entire image was returned in the search results. Ultimately, in step 210, the user can operate an interface that displays the search result images. The images may, for example, be displayed in relevance order with the images most closely matching the search query displayed first.

FIG. 2B is a flowchart 230 of a process for extracting and returning relevant portions of images, in accordance with one embodiment. In step 232, a search query is received and used, in step 234, to identify relevant, or matching, images. As described above, the search query may be keywords that correspond to tagged portions within an image and may also include additional parameters that further refine the query. From the set of matching images that are identified, the relevant portions of each image are extracted, in step 236. Because the search query may include one or more keywords, there may one or more extracted portions for each image also. In step 238, the extracted portions of the relevant images are returned as results to the search query.

FIG. 3A is a flowchart 300 of a process for combining objects and relevant portions of images that can be used to implement an embodiment of the invention. In addition, to reducing the image data that is returned as search results, embodiments also contemplate adding relevant information to the extracted image portions as well.

In steps 302, 304, and 306 a search engine receives a query, identifies matching images and extracts relevant portions from each image. Instead of sending these extracted portions directly as search results, they are combined with other objects. In one example, the added objects include related advertising information. Such objects could also include hyperlink to related content, embedded video data, or additional multimedia content.

In step 308, one or more advertisements are identified that relate to the search query or to the tags associated with the extracted portions. For example, if the extracted portion has a corresponding tag of "dog", then pet related advertisements may be identified and combined with one or more of the extracted images within the search results. If the search query keywords included "dog" and "tree", then pet related advertisements can still be identified and combined
even if the tag of the extracted portion is "tree". Thus, just the extracted portion tag may be used to identify related advertisements or the query keywords may be used as well.

The form of the object combined with each extracted image can vary greatly. For example, the advertisement may be a image of a logo that is overlayed on the extracted image portion. It may be test information overlayed or embedded hyperlinks that are visible or only become visible when a cursor hovers over the image portion. Also, the advertisement objects may be designed specifically for use in a system that adds advertisements to search engine results or the advertisement objects can themselves be extracted from general visual advertisements created for an independent purpose. Thus, when identifying a related advertisement, a system can locate specific, pre-made images or objects and combine those with the extracted portions in the search results. Alternatively, the system could search through advertising images, extract relevant portions of those advertising images and combine only the extracted advertising portions with the extracted portions of the search results.

Regardless of how the system identifies the related advertisement information, this information is combined, in step 310, with one or more of the extracted portions of images within the search results. It is this combined material that, in step 312, is returned to a user as the results to their query. Each extracted image portion may be combined with an advertising object or only selected ones may be combined with an advertising object. Also, more than one advertising object may be added to an extracted image portion.

FIG. 3B is a flowchart 330 of a process for extracting and returning relevant portions of images that can be used to implement an embodiment of the invention. The extraction of the relevant portions of the images matching a search query may be performed by the search engine or it may be performed by some intermediary in the communications path between the end user and the search engine, including the end user device if it has the appropriate capabilities. In such an arrangement, a set of images are received from the search engine, in step 332, along with at least a portion of the search query. For example, the images will each have one or more associated tags that correspond to at least a portion of the search query. In addition, the search engine may separately return the search query string that resulted in the set of images being received. If an intermediary device is involved, then the search query may be received from the user, forwarded to the search engine in the course of normal communication, and then matched to the search results when they are received. By any of these techniques, knowledge about the search query producing the resulting images is provided. Based on the search query, in step 334, one or more portions from each image relevant to the search query are extracted. It is these extracted portions that are returned as images to user, in step 336. For example, portions of an image that have a
tag which match a keyword in the search query can be extracted. If more than one extracted portion is generated from a single image, then these extracted portions may be sent as separate images in the result set or sent as a combined, single image in the result set.

FIG. 3C shows one example of how search results may be returned to an end user. The image 340 has a number of tags 338 associated with different portions of it such as <dog>, <park>, and <tree>. Therefore, the image 340 would be determined to be relevant to a search query involving keywords such as "dog". As a result, the portion of the image 340 tagged with "dog" is returned to the user and can be accompanied by a label 344 if desired. By omitting the other portions of the image 340, the amount of information transmitted to the end user may be decreased.

FIG. 3D shows an alternative example of how to format and return the search results. In this example, an image 346 may be returned that has an emphasized region 348 and an obscured, or deemphasized, region 350. As a result, the portion 348 with the tag "dog" is seen in clear detail while the remaining portion 350 of the image 346 is almost unnoticeable. As a result, information about dogs 352 or a hyperlink to information about dogs can be added to the image 346. Advertisements 354, or links to advertisements, may be added as well. Because of the deemphasized nature of the region 350, the information 352 and advertisements 354 can be seen in an uncluttered manner.

FIG. 3E depicts one example of a user interface 356 useful for forming queries to submit to a visual search engine. In the user interface, the user can drag and draw a search box 358 along with adding one or more keywords "dog" as shown in the figure. The search box 358 can be dragged into a desired position within the interface 356 and also be sized as desired. The interface 360 depicts that not only can one search box be defined but two separate search boxes 362, 364 (or more) can be used to form a query. Each box 362, 364 can independently have different sizes, positions, and keywords.

FIG. 3F depicts one example of an image 366 that may be considered relevant the search query of FIG. 3E having a search box 358 for a "dog". The image 366 includes a portion 368 that is tagged as being a "dog". As shown, the portion 368 is not exactly in the place of the search box 358, nor is it the same size as the search box 358. Thus, the search engine does not only find exact matches but may find images that are different but similar to the search query. FIGS. 3G and 3H depicts one example of a user interface that allows a user to have some control over what images are considered "similar" and what images should be considered unrelated to the query. The user interface 356 and the search box were introduced with respect to FIG. 3E, in this case,
however, a region 370 is included that is controlled by a threshold controller 372. Using a sliding bar or other interface component, a user can determine how large to make the region 370 that surrounds the search box 358.

5 Using the threshold controller 372, the user can thereby control which images are considered to have satisfied the search query by controlling the size of the region 370. Images with matching tagged portions within region 370 but not within search box 358 are still returned as results for the search. As for ranking such images, the further the tagged portion is from the search box 358, the lower an image is ranked in the result set. This is depicted in FIG. 3H with a search box 374 surrounded by a region 376. The percentages depicted in the region 376 show how a matching image would be weighted, or ranked, in the search results.

FIG. 3I is an example of a user interface for forming a query to submit to a search engine that can search video content. The user interface of FIG. 3I allows a user to define an initial search box 378. As before, the search box 378 can be sized, positioned and tagged to define the search criteria. Next, an ending search box 380 can be defined in a similar manner. Submitting this query to a search engine would cause the search engine to search for video sequences in which there is an image having a dog positioned near the area of search box 378 and then some later image in the sequence where the dog is located near the ending search box 380. This type of searching may be further refined by adding additional criteria to the search query. For example, a path 382 may be drawn or otherwise added to depict that the search query is limited to searching for dogs that travel roughly in the pattern or path 382 between the two boxes 378 and 380. When the user draws the path 382, they may include an indication of direction as the way to define which search box (378, 380) is the starting box and which is the ending box. The user may also define a duration 384 to further refine the search criteria. The "duration" 384 indicates the approximate time in the video sequence between when the dog is at the position of the search box 378 and when it appears at the ending search box 380.

FIG. 3J is an example of a user interface for forming a query to submit to a search engine that can search video content or content such as slideshows. This interface allows the user to specify an initial image 386 and a second image 387. Then the user specifies a transition method 388. Transition methods can include such methods as cut-to, fade, wipe, directional wipes (e.g., from the right, from the top), interleaving, etc. As a result of such a search query, a search engine will locate sequences of images that match the starting and ending image criteria as well as the transition method specified in the query.
FIG 3K is an example of a user interface that allows a user to search for both background images and foreground images. For example, the user may first draw or define a general shape 390 of a background image desired to be found. The user may use a stylus 391 to graphically depict the shape of this background image. Separate from the background image the interface also includes an input screen 392 for defining a search query for a foreground image 393. Based on this combined search criteria, the search engine can locate similar images such as the two images 394 shown in FIG. 3L. If either of the images 394 include information about a geographical location, or similar types of information, then in addition to returning just the images 394, an advertisement 395 (or another object) related to the images or the location of the images may be added and returned as well.

FIG. 4 is a flowchart 400 of a process for combining objects and relevant portions of images that can be used to implement an embodiment of the invention. Just as extracting relevant image portions can be performed by systems other than a search engine, so can the extracting of relevant portions, identifying of related advertising objects, and the combining of the two. In steps 402, 404, a set of images is received from a search engine and relevant portions are extracted based on the search query that generated the resulting set of images, much like the steps 332 and 334 of FIG. 3B.

However, in step 406, advertisements or portions of advertisements are identified which are related to the query. As discussed above, the related advertisements may be selected from specifically designed advertising objects made available for inserting in images or may be portions of general visual advertising material that are extracted before being combined with an image. In a global, or large scale network, environment, different versions of advertising material for the same entity may be available. In this instance, an related advertising object is first identified and then a specific local, regional, or national version of that advertisement is selected for combining with the extracted image portions of the search results. In step 408, whatever related advertising materials are identified are combined with one or more of the extracted image portions. Different ads may be used for the same keyword or tag. The right to have advertising objects added to images having a "dog" may be given to more than one company and therefore a result set having multiple images may have more than one type of ad. Even for the same company, different ads may be used for purposes of variety or purposes of having different promotions at different times. In step 410, the combined material (e.g., the advertising object and a respective extracted image portion) is returned as search result of a set of images.
In addition to keyword searching for just tagged portions of an image, other type of user interfaces can be utilized to define the image content that is being searched for. FIG. 5 is a flowchart 500 of a process for forming a search query for image content that can be used to implement an embodiment of the invention. After invoking a search engine, in step 502, a user can draw a general shape for a background image, in step 504. The user may also associate keywords with this shape or simply use keywords to describe a background image. In step 506, the user can then similarly describe a foreground image. Based on both the foreground image search criteria and the background image search criteria, the search engine can then identify, in images that match (to a certain degree) both criteria which are returned, in step 508, as results.

In some instances, the returned image may be association with a particular geographical place or region. This association may be through an explicit tag within the image or it may be inferred from the visual content of the image. In either case, objects such as advertisements, or related hyperlinks, or information about the region may be combined with images before they are returned as a result of a search query.

FIG. 6 is a flowchart 600 of a process for forming a search query for video content that can be used to implement an embodiment of the invention. In addition to static image searches, searching for visual content within video is also possible. One way to perform this type of searching is to invoke a search engine in step 602 and then, in steps 604 and 606, enter keywords and motion parameters. One example would be to search for video in which a dog travels from the top right corner of the frame in a direction towards the bottom left corner. In this example, the user could enter the keyword "dog" and then draw a starting box on a blank image template and an ending box on that template. One of ordinary skill will recognize that a circle, ellipse, or irregular area may be substituted for either the starting or ending box. The size and location of the starting and ending boxes describes a video sequence in which a dog moves between the two boxes. One optional refinement is that a user may also be allowed to draw a path between the two boxes. In this way, only video sequences where the dog moves similar to the drawn path are considered relevant. In step 608, the images considered relevant are returned as search results that may, or may not, be modified before forwarding to an end user. The entire video sequence may be returned as relevant, just the portion of the video between the starting and ending boxes may be returned or, just one or more of the individual image frames may be returned as relevant depending on the settings and preferences of the user and the search engine.

As one alternative to a motion based search as just described, the search criteria of steps 604 and 606 may relate to transition portions of a video sequence (e.g., fade, direct cut, cross fade, wipe, etc.). The user would specify a starting keyword and/or image box (e.g., cat) and an ending
keyword and/or image box (e.g. dog) along with a transition method. Video sequences matching those three criteria would be considered relevant and returned as search results.

In addition, audio files, or the audio portion of video files, may be tagged and searched for as well. As an example, a file of either of those types may be tagged with "<barking>" or "<dog><barking>" and these tags may be included when forming the search query. Furthermore, there may be more than one audio channel within a file. Such as a stereo audio file, one channel may be for sounds related to a source located at the right-side and the other channel may be for sounds related to a source located at the left side. Thus, multiple channels allow a search query to include not only a sound tag but also include a location. Similar to the video example described with respect to FIG. 31, a sound-related query for a video file may be formed in which the query specifies that a <barking> sound occurs and that it travels from the right of the of the image to the left of the image. Additionally, the sound-related search query may relate to a sound and a location, or a sound that is replaced with a different sound.

FIG. 7 is a flowchart 700 of a process for modifying image content search results that can be used to implement an embodiment of the invention. In some of the embodiments described above, the relevant portions of an image were extracted and the other portions were omitted. Other techniques are available to reduce the amount of image content without utilizing complete omission of the less relevant portions of an image. In step 702, a set of matching images are returned from a search engine and in step 704, the relevant portions are emphasized while the other portions are de-emphasized. For example, the contrast of the de-emphasized portions may be adjusted so that those portions appear faint. Also, the resolution could be adjusted so that those de-emphasized portions appear unfocused. As a result, the manipulated image will appear to have a portion that stands out prominently from its surrounding portions and the set of manipulated images may be returned as the search results to a query.

In step 706, however, related objects to the emphasized portion of an image may be identified. As discussed before, these objects may be advertisements but not necessarily. As an example, a related hyperlink, a related advertisement, a related video clip, or related text may be identified based on a tag associated with the relevant (or emphasized) portion of the image. Then for one or more of the images in the received set of images, the related objects can be combined and returned, in step 708, as search results.

FIG. 8 illustrates a computer system 800 upon which an embodiment of the invention may be implemented. Computer system 800 is programmed to carry out the inventive functions described herein and includes a communication mechanism such as a bus 810 for passing
information between other internal and external components of the computer system 800. Information (also called data) is represented as a physical expression of a measurable phenomenon, typically electric voltages, but including, in other embodiments, such phenomena as magnetic, electromagnetic, pressure, chemical, biological, molecular, atomic, sub-atomic and quantum interactions. For example, north and south magnetic fields, or a zero and non-zero electric voltage, represent two states (0, 1) of a binary digit (bit). Other phenomena can represent digits of a higher base. A superposition of multiple simultaneous quantum states before measurement represents a quantum bit (qubit). A sequence of one or more digits constitutes digital data that is used to represent a number or code for a character. In some embodiments, information called analog data is represented by a near continuum of measurable values within a particular range.

A bus 810 includes one or more parallel conductors of information so that information is transferred quickly among devices coupled to the bus 810. One or more processors 802 for processing information are coupled with the bus 810.

A processor 802 performs a set of operations on information. The set of operations include bringing information in from the bus 810 and placing information on the bus 810. The set of operations also typically include comparing two or more units of information, shifting positions of units of information, and combining two or more units of information, such as by addition or multiplication or logical operations like OR, exclusive OR (XOR), and AND. Each operation of the set of operations that can be performed by the processor is represented to the processor by information called instructions, such as an operation code of one or more digits. A sequence of operations to be executed by the processor 802, such as a sequence of operation codes, constitute processor instructions, also called computer system instructions or, simply, computer instructions. Processors may be implemented as mechanical, electrical, magnetic, optical, chemical or quantum components, among others, alone or in combination.

Computer system 800 also includes a memory 804 coupled to bus 810. The memory 804, such as a random access memory (RAM) or other dynamic storage device, stores information including processor instructions. Dynamic memory allows information stored therein to be changed by the computer system 800. RAM allows a unit of information stored at a location called a memory address to be stored and retrieved independently of information at neighboring addresses. The memory 804 is also used by the processor 802 to store temporary values during execution of processor instructions. The computer system 800 also includes a read only memory (ROM) 806 or other static storage device coupled to the bus 810 for storing static information, including instructions, that is not changed by the computer system 800. Some memory is
composed of volatile storage that loses the information stored thereon when power is lost. Also coupled to bus 810 is a non-volatile (persistent) storage device 808, such as a magnetic disk, optical disk or flash card, for storing information, including instructions, that persists even when the computer system 800 is turned off or otherwise loses power.

Information, including instructions, is provided to the bus 810 for use by the processor from an external input device 812, such as a keyboard containing alphanumeric keys operated by a human user, or a sensor. A sensor detects conditions in its vicinity and transforms those detections into physical expression compatible with the measurable phenomenon used to represent information in computer system 800. Other external devices coupled to bus 810, used primarily for interacting with humans, include a display device 814, such as a cathode ray tube (CRT) or a liquid crystal display (LCD), or a touch screen, or plasma screen or printer for presenting text or images, and a pointing device 816, such as a mouse or a trackball or cursor direction keys, or motion sensor, for controlling a position of a small cursor image presented on the display 814 and issuing commands associated with graphical elements presented on the display 814. In some embodiments, for example, in embodiments in which the computer system 800 performs all functions automatically without human input, one or more of external input device 812, display device 814 and pointing device 816 is omitted.

In the illustrated embodiment, special purpose hardware, such as an application specific integrated circuit (ASIC) 820, is coupled to bus 810. The special purpose hardware is configured to perform operations not performed by processor 802 quickly enough for special purposes. Examples of application specific ICs include graphics accelerator cards for generating images for display 814, cryptographic boards for encrypting and decrypting messages sent over a network, speech recognition, and interfaces to special external devices, such as robotic arms and medical scanning equipment that repeatedly perform some complex sequence of operations that are more efficiently implemented in hardware.

Computer system 800 also includes one or more instances of a communications interface 870 coupled to bus 810. Communication interface 870 provides a one-way or two-way communication coupling to a variety of external devices that operate with their own processors, such as printers, scanners and external disks. In general the coupling is with a network link 878 that is connected to a local network 880 to which a variety of external devices with their own processors are connected. For example, communication interface 870 may be a parallel port or a serial port or a universal serial bus (USB) port on a personal computer. In some embodiments, communications interface 870 is an integrated services digital network (ISDN) card or a digital subscriber line (DSL) card or a telephone modem that provides an information communication
connection to a corresponding type of telephone line. In some embodiments, a communication
interface 870 is a cable modem that converts signals on bus 810 into signals for a communication
connection over a coaxial cable or into optical signals for a communication connection over a
fiber optic cable. As another example, communications interface 870 may be a local area
network (LAN) card to provide a data communication connection to a compatible LAN, such as
Ethernet. Wireless links may also be implemented. For wireless links, the communications
interface 870 sends or receives or both sends and receives electrical, acoustic or electromagnetic
signals, including infrared and optical signals, that carry information streams, such as digital
data. For example, in wireless handheld devices, such as mobile telephones like cell phones, the
communications interface 870 includes a radio band electromagnetic transmitter and receiver
called a radio transceiver.

The term computer-readable medium is used herein to refer to any medium that participates in
providing information to processor 802, including instructions for execution. Such a medium
may take many forms, including, but not limited to, non-volatile media, volatile media and
transmission media. Non-volatile media include, for example, optical or magnetic disks, such as
storage device 808. Volatile media include, for example, dynamic memory 804. Transmission
media include, for example, coaxial cables, copper wire, fiber optic cables, and carrier waves
that travel through space without wires or cables, such as acoustic waves and electromagnetic
waves, including radio, optical and infrared waves. Signals include man-made transient
variations in amplitude, frequency, phase, polarization or other physical properties transmitted
through the transmission media. Common forms of computer-readable media include, for
example, a floppy disk, a flexible disk, hard disk, magnetic tape, any other magnetic medium, a
CD-ROM, CDRW, DVD, any other optical medium, punch cards, paper tape, optical mark
sheets, any other physical medium with patterns of holes or other optically recognizable indicia,
a RAM, a PROM, an EPROM, a FLASH-EPROM, any other memory chip or cartridge, a carrier
wave, or any other medium from which a computer can read.

FIG. 9 illustrates a chip set 900 upon which an embodiment of the invention may be
implemented. Chip set 900 is programmed to carry out the inventive functions described herein
and includes, for instance, the processor and memory components described with respect to FIG.
8 incorporated in one or more physical packages. By way of example, a physical package
includes an arrangement of one or more materials, components, and/or wires on a structural
assembly (e.g., a baseboard) to provide one or more characteristics such as physical strength,
conservation of size, and/or limitation of electrical interaction.
In one embodiment, the chip set 900 includes a communication mechanism such as a bus 901 for passing information among the components of the chip set 900. A processor 903 has connectivity to the bus 901 to execute instructions and process information stored in, for example, a memory 905. The processor 903 may include one or more processing cores with each core configured to perform independently. A multi-core processor enables multiprocessing within a single physical package. Examples of a multi-core processor include two, four, eight, or greater numbers of processing cores. Alternatively or in addition, the processor 903 may include one or more microprocessors configured in tandem via the bus 901 to enable independent execution of instructions, pipelining, and multithreading. The processor 903 may also be accompanied with one or more specialized components to perform certain processing functions and tasks such as one or more digital signal processors (DSP) 907, or one or more application-specific integrated circuits (ASIC) 909. A DSP 907 typically is configured to process real-word signals (e.g., sound) in real time independently of the processor 903. Similarly, an ASIC 909 can be configured to performed specialized functions not easily performed by a general purposed processor. Other specialized components to aid in performing the inventive functions described herein include one or more field programmable gate arrays (FPGA) (not shown), one or more controllers (not shown), or one or more other special-purpose computer chips.

The processor 903 and accompanying components have connectivity to the memory 905 via the bus 901. The memory 905 includes both dynamic memory (e.g., RAM, magnetic disk, writable optical disk, etc.) and static memory (e.g., ROM, CD-ROM, etc.) for storing executable instructions that when executed perform the inventive steps described herein. The memory 905 also stores the data associated with or generated by the execution of the inventive steps.

FIG. 10 is a diagram of exemplary components of a mobile station (e.g., handset) capable of operating in the system of FIG. 1, according to an exemplary embodiment. Generally, a radio receiver is often defined in terms of front-end and back-end characteristics. The front-end of the receiver encompasses all of the Radio Frequency (RF) circuitry whereas the back-end encompasses all of the base-band processing circuitry. Pertinent internal components of the telephone include a Main Control Unit (MCU) 1003, a Digital Signal Processor (DSP) 1005, and a receiver/transmitter unit including a microphone gain control unit and a speaker gain control unit. A main display unit 1007 provides a display to the user in support of various applications and mobile station functions. An audio function circuitry 1009 includes a microphone 1011 and microphone amplifier that amplifies the speech signal output from the microphone 1011. The amplified speech signal output from the microphone 1011 is fed to a coder/decoder (CODEC) 1013.
A radio section 1015 amplifies power and converts frequency in order to communicate with a base station, which is included in a mobile communication system, via antenna 1017. The power amplifier (PA) 1019 and the transmitter/modulation circuitry are operationally responsive to the MCU 1003, with an output from the PA 1019 coupled to the duplexer 1021 or circulator or antenna switch, as known in the art. The PA 1019 also couples to a battery interface and power control unit 1020.

In use, a user of mobile station 1001 speaks into the microphone 1011 and his or her voice along with any detected background noise is converted into an analog voltage. The analog voltage is then converted into a digital signal through the Analog to Digital Converter (ADC) 1023. The control unit 1003 routes the digital signal into the DSP 1005 for processing therein, such as speech encoding, channel encoding, encrypting, and interleaving. In the exemplary embodiment, the processed voice signals are encoded, by units not separately shown, using a cellular transmission protocol such as global evolution (EDGE), general packet radio service (GPRS), global system for mobile communications (GSM), Internet protocol multimedia subsystem (IMS), universal mobile telecommunications system (UMTS), etc., as well as any other suitable wireless medium, e.g., microwave access (WiMAX), Long Term Evolution (LTE) networks, code division multiple access (CDMA), wireless fidelity (WiFi), satellite, and the like.

The encoded signals are then routed to an equalizer 1025 for compensation of any frequency-dependent impairments that occur during transmission though the air such as phase and amplitude distortion. After equalizing the bit stream, the modulator 1027 combines the signal with a RF signal generated in the RF interface 1029. The modulator 1027 generates a sine wave by way of frequency or phase modulation. In order to prepare the signal for transmission, an up-converter 1031 combines the sine wave output from the modulator 1027 with another sine wave generated by a synthesizer 1033 to achieve the desired frequency of transmission. The signal is then sent through a PA 1019 to increase the signal to an appropriate power level. In practical systems, the PA 1019 acts as a variable gain amplifier whose gain is controlled by the DSP 1005 from information received from a network base station. The signal is then filtered within the duplexer 1021 and optionally sent to an antenna coupler 1035 to match impedances to provide maximum power transfer. Finally, the signal is transmitted via antenna 1017 to a local base station. An automatic gain control (AGC) can be supplied to control the gain of the final stages of the receiver. The signals may be forwarded from there to a remote telephone which may be another cellular telephone, other mobile phone or a land-line connected to a Public Switched Telephone Network (PSTN), or other telephony networks.
Voice signals transmitted to the mobile station 1001 are received via antenna 1017 and immediately amplified by a low noise amplifier (LNA) 1037. A down-converter 1039 lowers the carrier frequency while the demodulator 1041 strips away the RF leaving only a digital bit stream. The signal then goes through the equalizer 1025 and is processed by the DSP 1005. A Digital to Analog Converter (DAC) 1043 converts the signal and the resulting output is transmitted to the user through the speaker 1045, all under control of a Main Control Unit (MCU) 1003—which can be implemented as a Central Processing Unit (CPU) (not shown).

The MCU 1003 receives various signals including input signals from the keyboard 1047. The MCU 1003 delivers a display command and a switch command to the display 1007 and to the speech output switching controller, respectively. Further, the MCU 1003 exchanges information with the DSP 1005 and can access an optionally incorporated SIM card 1049 and a memory 1051. In addition, the MCU 1003 executes various control functions required of the station. The DSP 1005 may, depending upon the implementation, perform any of a variety of conventional digital processing functions on the voice signals. Additionally, DSP 1005 determines the background noise level of the local environment from the signals detected by microphone 1011 and sets the gain of microphone 1011 to a level selected to compensate for the natural tendency of the user of the mobile station 1001.

The CODEC 1013 includes the ADC 1023 and DAC 1043. The memory 1051 stores various data including call incoming tone data and is capable of storing other data including music data received via, e.g., the global Internet. The software module could reside in RAM memory, flash memory, registers, or any other form of writable storage medium known in the art. The memory device 1051 may be, but not limited to, a single memory, CD, DVD, ROM, RAM, EEPROM, optical storage, or any other non-volatile storage medium capable of storing digital data.

An optionally incorporated SIM card 1049 carries, for instance, important information, such as the cellular phone number, the carrier supplying service, subscription details, and security information. The SIM card 1049 serves primarily to identify the mobile station 1001 on a radio network. The card 1049 also contains a memory for storing a personal telephone number registry, text messages, and user specific mobile station settings.

While the invention has been described in connection with a number of embodiments and implementations, the invention is not so limited but covers various obvious modifications and equivalent arrangements, which fall within the purview of the appended claims. Although features of the invention are expressed in certain combinations among the claims, it is contemplated that these features can be arranged in any combination and order.
WHAT IS CLAIMED IS:

1. A computer program comprising program code carrying one or more sequences of one or more instructions which, when executed by one or more processors, cause an apparatus to at least perform the following:
   identifying, for each image in a first set of one or more images, a respective portion of each image relevant to a search query;
   extracting, for each image in the first set of one or more images, the respective portion to generate a respective extracted image portion; and
   generating a second set of one or more images, wherein each image of the second set corresponds, respectively, to one of the extracted respective portions.

2. The computer program according to claim 1, wherein the apparatus is caused to further perform:
   for each of the one or more images of the second set, identifying a respective, related object; and
   for each of the one or more images of the second set, combining the respective, related object and each image.

3. The computer program according to claim 2, wherein the respective, related object corresponds to an advertisement relevant to the search query.

4. The computer program according to any of claims 1 to 3, wherein the apparatus is caused to further perform:
   receiving the search query; and
   determining the first set of one or more images based on the search query.

5. The computer program according to any of claims 1 to 4, wherein each of the respective relevant portions are related to one or more tags.

6. The computer program according to claim 5, wherein the apparatus is caused to further perform:
   for each of the one or more images of the second set, identifying a respective, related advertising image based on the related one or more tags; and
for each of the one or more images of the second set, combining the respective, related advertising image and each image.

7. The computer program according to any of claims 1 to 6, wherein the apparatus is caused to further perform:
   returning the second set as results to the search query from a handset configured to communicate over a communication network that includes a wireless network.

8. The computer program according to any of claims 1 to 7, wherein generating each image of the second set includes omitting portions of any images other than extracted respective portions.

9. The computer program according to any of claims 1 to 8, wherein generating each image of the second set includes obscuring portions of any images other than extracted respective portions.

10. An apparatus comprising a processor and a memory storing executable instructions that if executed cause the apparatus to at least:
   identify, for each image in a first set of one or more images, a respective portion of each image relevant to a search query;
   extract, for each image in the first set of one or more images, the respective portion to generate a respective extracted image portion; and
   generate a second set of one or more images, wherein each image of the second set corresponds, respectively, to one of the extracted respective portions.

11. The apparatus according to claim 10, wherein the apparatus is further caused to:
   for each of the one or more images of the second set, identify a respective, related advertising object; and
   for each of the one or more images of the second set, combine the respective, related advertising object and each image.

12. The apparatus according to any of claims 10 to 11, wherein generating each image of the second set includes omitting portions of any images other than extracted respective portions.

13. The apparatus according to any of claims 10 to 12, wherein the apparatus is further caused to:
   receive the search query; and
determine the first set of one or more images based on the search query.

14. The apparatus according to any of claims 10 to 13, further comprising:
   a transmitter configured to return the second set as results to the search query from a
   handset configured to communicate over a communication network that includes a wireless
   network.

15. An apparatus comprising a processor and a memory storing executable instructions
    that if executed cause the apparatus to at least:
    transport a search query to a visual search engine, the search query including one or more
    keywords; and
    provide a set of one or more images as results to the search query,
    wherein each image of the results includes a portion related to the search query and omits
    a portion unrelated to the search query.

16. The apparatus according to claim 15, wherein the search query includes one of a size
    of an image and a location within an image.

17. The apparatus according to any of claims 15 to 16, wherein each image of the results
    includes an advertisement object related to the one or more keywords.

18. A method comprising:
    transporting a search query to a visual search engine, the search query including one or
    more keywords; and
    providing a set of one or more images as results to the search query,
    wherein each image of the results includes a portion related to the search query and omits
    a portion unrelated to the search query.

19. The method according to claim 18, wherein the search query includes one of a size of
    an image and a location within an image.

20. The method according to any of claims 18 to 19, wherein each image of the results
    includes an advertisement object related to the one or more keywords.

21. A method comprising:
    identifying, for each image in a first set of one or more images, a respective portion of
    each image relevant to a search query;
extracting, for each image in the first set of one or more images, the respective portion to generate a respective extracted image portion; and
generating a second set of one or more images, wherein each image of the second set corresponds, respectively, to one of the extracted respective portions.

22. The method according to claim 21, for each of the one or more images of the second set, identifying a respective, related object; and for each of the one or more images of the second set, combining the respective, related object and each image.

23. The method to claim 2, wherein the respective, related object corresponds to an advertisement relevant to the search query.

24. The method according to any of claims 21 to 23, receiving the search query; and determining the first set of one or more images based on the search query.

25. The method according to any of claims 21 to 24, wherein each of the respective relevant portions are related to one or more tags.

26. The method according to claim 25, for each of the one or more images of the second set, identifying a respective, related advertising image based on the related one or more tags; and for each of the one or more images of the second set, combining the respective, related advertising image and each image.

27. The method according to any of claims 21 to 26, returning the second set as results to the search query from a handset configured to communicate over a communication network that includes a wireless network.

28. The method according to any of claims 21 to 27, wherein generating each image of the second set includes omitting portions of any images other than extracted respective portions.

29. The method according to any of claims 21 to 28, wherein generating each image of the second set includes obscuring portions of any images other than extracted respective portions.
30. A computer program product including a computer readable medium comprising program code carrying one or more sequences of one or more instructions which, when executed by one or more processors, cause an apparatus to at least perform the method of any of claims 21-29.

31. An apparatus comprising means for performing the method of any of claims 21-29
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1. RECEIVE SEARCH QUERY
2. IDENTIFY A SET OF IMAGES MATCHING THE QUERY
3. EXTRACT ONE OR MORE RELEVANT PORTIONS, RESPECTIVELY, FROM EACH IMAGE
4. RETURN EXTRACTED PORTION AS RESULTS TO SEARCH QUERY
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330. RECEIVE A SET OF IMAGES FROM A VISUAL SEARCH ENGINE ALONG WITH AT LEAST A PORTION OF THE QUERY THAT RESULTED IN THIS SET

332. EXTRACT, RESPECTIVELY, ONE OR MORE RELEVANT PORTIONS OF EACH IMAGE BASED ON THE QUERY

334. RETURN THE EXTRACTED PORTIONS AS RESULTS TO THE QUERY
FIG. 3G

This area also included in search results, but with a lower rank. The weight is defined with the threshold controller. The further away a matching tag area is from the "visual search box", the lower rank it gets in the search results.
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402. RECEIVE A SET OF IMAGES FROM A VISUAL SEARCH ENGINE ALONG WITH AT LEAST A PORTION OF THE QUERY THAT RESULTED IN THIS SET

404. EXTRACT, RESPECTIVELY, ONE OR MORE RELEVANT PORTIONS OF EACH IMAGE BASED ON THE QUERY

406. IDENTIFY ADVERTISEMENTS OR PORTIONS OF ADVERTISEMENTS RELATED TO THE QUERY

408. COMBINE ADVERTISEMENT MATERIAL WITH THE EXTRACTED PORTIONS

410. RETURN THE COMBINED MATERIAL AS RESULTS TO THE QUERY
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500. INVOKE VISUAL SEARCH ENGINE

502. ENTER GENERIC SHAPE OR KEYWORD(S) FOR BACKGROUND IMAGE

504. ENTER GENERIC SHAPE OR KEYWORD(S) FOR MAIN IMAGE

506. IMAGE(S) MATCHING BOTH CRITERIA ARE RETURNED AS QUERY RESULTS

508.
FIG. 6

1. Invoke visual search engine (600).
2. Enter keyword(s) for query (602).
3. Enter motion parameters (or transition parameters) as part of the query (604).
4. Image(s) from video content matching the query are returned as results (606).
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1. RECEIVE A SET OF IMAGES FROM A VISUAL SEARCH ENGINE IN RESPONSE TO A QUERY
2. EMPHASIZE PORTION(S) OF EACH IMAGE THAT ARE RELEVANT TO THE QUERY
3. IDENTIFY RELATED OBJECTS TO THE EMPHASIZED PORTIONS
4. RELATED OBJECTS ARE COMBINED WITH THE SET OF IMAGES AND RETURNED AS RESULTS OF THE QUERY
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