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PHRASE-BASED GENERATION OF DOCUMENT DESCRIPTIONS
Abstract of the Disclosure

|An information retrieval system uses phrases to index, retrieve, organize and
describe documents. Phrases are identified that predict the presence of other phrases in
documénts. Documents are the indexed according to their included phrases, Related
phrases and phrase extensions are also identified. Phrasesin a query are identified and
used tq retrieve and rank documents. Phrases are also used to cluster dociments in the
search tesults, create document describtions, and eliminate duplicate documents from
the seajch results, and from the index.
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Field of the Invention
The present invention relates to an information retrieval system for
indexii\g, searching, and classifying documents in a large scale corpus, such as the
Internet.

5 Background of the Invention )
Information retrieval systems, generally called search engines, are now an

essentjpl tool for finding information in large scale, diverse, and growing corpuses such
as the Internet. Generally, search engines create an index that relates documents (or

"pagesi") to the individual words present in each document. A document is retrieved in
o 14
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Tesporise to a query containing a number of query terms, typically based on having
some riumber of query terms present in the document. The ;éﬁeved documents are
then ranked according to other statistical measxue:;, such as frequency of occurrence of
the queéry terms, host domain, link analysis, and the like. The retrieved documents are -
then presented to the user, typically in their ranked order, and without any further
grouping or imposed hierarchy. In some cases, a selected portion of a text of a
documient is pvresented‘bo provide the user with a glimpse of the document’s content.
. Direct “Boolean” matching of query terms has well known limitations,
and mparttcu]n does not identify documents that do not have the query terms, but
have rélated words. For example, in a typical Boolean system, a search on “ Australian
Shephérds” would not return documents about other herdir;g dogs such as Border
Collies that do not have the exact query terms. Rather, such a system is likely to also
retrieve and highly rank documents that are about Australia (and have nothing to do
wﬁh dogs), and me about “shepherds” generally. » |

The problem here is that conventional systems index documents based
on indjvidual terms, than on concepts. Concépts are often expressed in phrases, such as
"Austl‘;alian Shepherd,” “President of the United States,” or “Sundance Film Festival”.
At best, some prior systems will index documnents with respect to a predetermined and
very litnited set of ‘known’ phrases, which are typically selected by a human operator.
Indexing of phrases is typically avoided because of the perceived computational and
memory requirements to identify all p@le phrases of say three, four, or five or more
words. For example, on the assumption that any five words could constitute a phrase,
and a large corpus would have at least 200,000 unique terms, there would

approximately 3.2 % 1026 possible phrases, clearly more than any existing system could
' 2
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store in memory ot otherwise programmatically manipulate. Afurther problem is that
phraseb continually enter and leave the lexicon in terms of their usage, much more
frequently than new individual words are invented. New phrases are always being
generaed, from sources such technology, arts, world events, and law. Other phrases
will defline in usage over time. |

Some existing information retrieval sysfemb attempt to provide refrieval
of condepts by using co-occurrence pa&em of individual words. In these gystems a
search ;lon one word, such as “President” will also retrieve documents that have other
words fthat frequently appear with ”Ptesidmﬁ, such as “White” and “ House.” While
this approach may produce search results having documents that are conceptually
related at the level of individual words, it does not typically capture topical
relationships that inhere between co-occurring phrases.

Accordingly, there is a need for an information retrieval system and
methodlology that can comprehensively identify phrases in a large scale corpus, index
documients according to phrases, search and rank documents in accordance with their
phrasep, and provide additional clustering and descriptive information about the

documients.

Summary of the Invention
An information retrieval system and methodology uses phrases to index,

search, .ank, and describe documents in the document collection. The system is
adapted to identify phrases that have sufficiently frequent and/ or distinguished usage
in the document collection to indicate that they are “valid” or “good” phrases. In this

manney multiple word phrases, for example phrases of four, five, or more terms, can be
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identified. This avoids the problem of having to identify and index every possible
phrases resulting from the all of the possible sequences of a given number of words.

The system is further adapted to identify phrases that are related to each
other, based on a phrase’s ability to predict the presence of other phrases in a‘ document.
More gpecifically, a prediction measure is used that relates the a@d co-cccurrence rate
of twojphrases to an éxpected co-occurrence rate of the two pl_uaéea. Information gain,
as the fatio of actual co-occurrence rate to expected co-occurrence rate, is one such
predicion measure, Two phrases are related where the prediction measure exceeds a
predetermined threshold. In that case, the second phrase has significant information .
gain with respect to the first phrase. Semantically, related phrases will be those that are ‘
comménly used to discuss or describe a given topic or con’cepf, sﬁch as “President of the
United States” and “White House.” For a given phrase, thsev related phrases can be
ordere according to their relevance or significance based on their Tespective prediction
measufes.

An information retrieval system indexes docummits in the document
collection by the valid or good phrases. For each phrase., a posting list identifies the
documients that contain the phrase. In addition, for a given phra;e, a second list, vector,
or other structure is used to store data indicating which of the related phrases of the
given phrase are also present in each document containing the given phrase. In this
manner, the system can readily identify not only which documents contain which
phrases in response to a search query, but which documents also contain phrases that
are related to query phrases, and thus more likely to be specifically about the topics or

concepts expressed in the query phrases.
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The use of phrases and related phrases further provides for the creation
and us}e of clustérs of related phrases, which represent semantically meaningful
groupings of phrases. Clusters are identified from related phl;'ases that have very high
prediction measure between all of the phrases in the cluster. Clusters can be used to
organige the results of a search, including selecting which documents bo include in the ‘
searchiresults and their order, as well as eliminating documénts from the search results. -

The information retrieval system is also adapted to use the phrases when
searching for documents in response to a query. The query is processed to identify any
phrase that are present in the query, so as to retrieve the associated posting lists for the
query phrases, and the related phrase information. In addition, in some instances a user‘
may enter an incompléte phrase in a search qﬁery, such as “President of the”.
Incomplete phrases such as these may be identified and replaced by a phrase extension,
such as “President of the United States.” This helps ensitre that the user’s most likely
search is in fact executed.

The related phrase information may also be used by the system to
identify or select which documents to include in the search result, The related phrase
informiation indicates for a given phrase and a given document, which related phrases of
the givien phrase are present in the given document. Accorﬁingly, for a query containing
two query phrases, the posting list for a first query phrase is processed to identify
dem conta.inins the first query phrése, and then the relabqi phrase information is
processev;l to identify which of these documents also contain the second query phrase.
These Jatter documents are then included in the search results. This eliminates the need

for the system to then separately process the posting list of the second query phrase,
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thereb]y providing faster search tiﬁles. Of course, this approach may be extended to any
numbér of phfases in a query, yielding in significant computational and hmmg savings.
o The system may be further adapted to use the pﬁam and related phrase
information to rank documents in a set of search results. The related phrase
infom;ation of a given phrase is preferably stored in a format, such as a bit vector, which
expreées the relative significance of each related phrase to the given phrase. For
examplle, a related phrase bit vector has a bit for each related phrase of the given phrase,
and thla i:ifs are ordered according to the prediction measures (e.g,, information gain) for
the relbted phrases. The most significant bit of the related phrase bit vector are
asscciated with the related phrase having the highest prediction measure, and the least
signifitant bit is associated with the related phrase having a lowest prediction measure.
In thisimanner, for a given document and a given phrase, the related phrase information
can be:used to score the document. The value of the bit vector itself (as a value) may be
used ap the document score. In this manner documents that contain high t;)rdet related

phrasés of a query phrase are mare likely to be topically related to the query than those

" that hdve low ordered related phrases. The bit vector value may also be used as a

compdnent in a more complex scoring function, and additionally may be weighted. The
docunients can then be ranked according to their document scores.

Phrase information may also be used in an information retrieval sysiem
to pergonalize searches for a user. A user is modeled as a collection of phrases, for
examplle, derived from documents that the user has accessed (e.g., viewed on screen,
printed, stored, etc.). More particularly, given a document accessed by user, the related

phrases that are present in this document, are included in a user model or profile.
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During subsequent searches, the phrases in the user model are used to filter the phrases
of the gearch query and to weight the document scores of the retrieved documents.
Phrase information may also be used in an information retrieval system

to create a description of a document, for example the documents included in a set of

 searchlresults. Givena search query, the system identifies the phrases present in the

query, along with their related phrases, and their phrase extensions. For a given
docurrient, each sentence of the document has a count of how many of the query °
phrases, related phrases, and phrase extensions are present in the sentence. The
sentenpes of document can be ranked by these counts (individually or in combination),
and some number of the top ranking sentences (é.g., five sentences) are selected to form
the do¢ument description. The docuﬁaent description: can then be presented to the user
when the document is included in search results, so that the user‘ obtains a better
understanding of the document, relative to the query.

. A further refinement of this process of generating document descriptions
allowsithe sysnem to provide personalized descriptions, that reflect the interests of the
user, As before, avusa model stores information identifying related phrases that are of
interest to the user. This user model is intersected with a list of phrases related to the
query phrases, to identify phrases common to both groups. The conumon set is then
ordered according to the related phrase information. The mﬂt‘mg set of related phrases
is then:used to rank the sentences of a document according to the number of instances of
these related phrases present in each document. A number of sentences having the
highest number of common related phrases is selected as the personalized document

description.

-10-




11/11 2008 TUR 15:50 TFAX +§12 82311099 @o11/026

11 Nov 2008

2005203237

10

15

20

25

30

An information retrieval system may also use the phrase information to
identify and eliminate duplicate documnents, either while indexing (crawling) the
document collection, or when processing a search query. For a given document, each
sentence of the document has a count of how many related phrases are present in the
sentence. The sentences of document can be ranked by this count, and a number of
the top ranking sentences (e.g,, five sentences) are selected to form a document
description. This description is then stored in association with the document, for
example as a string or a hash of the sentences. During indexing, a newly crawled
document is processed in the same manner to generate the document description. The
new document description can be matched (e.g., hashed) against previous document

descriptions, and if a match is found, then the new document isa duplicate.

Similarly, during preparation of the results of a search query, the documents in the

search result set can be processed to eliminate duplicates,

In one embodiment, the present invention provides A method of automatically
generating a description of a document, the method comprising:

retrieving a document in response to a query, the query comprising a query phrase,
the document including a plurality of sentences;

calculating, for sentences of the document, a first count that includes a measure of a
number of instances in which the query phrase occurs in the sentences;

caleulating, for sentences of the document, a second count that includes a measure
of a number of instances in which any of one or more related phrases of the
query phrase occurs in the s&\tences;

calculating, for sentences of the document, a third count that includes a measure of
a number of instances in which any of one or more phrase extensions of the
query phrase occurs in the sentences, wherein a phrase extension is a super-
sequence that begins with the query phrase;

selecting one or more of the sentences of the document based on their respective
first, second and third counts; and

forming a description of the document from the selected sentences.

COMS ID No: ARCS-212966  Received by IP Australia: Time (H:m) 16:01 Date (Y-M-d) 2008-11-11
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In another embodiment, the present invention also provides a method of
automatically generating a description of a document, the description personalized to
a user, the method comprising:

storing a user model associated with the user, and comprising a plurality of phrases
contained in documents accessed by the user;

receiving a query from the user, the query comptising at least one query phrase;

selecting a document responsive to the query;

identifying phrases that are related to the query and present in the user model; and
generating a document description personalized to the user comprising

selected sentences of the document, wherein the sentences are selected and ordered

in the document description as a function of a number of the identified phrases in

each sentence.

In another embodiment, the present invention also provides a method of
automatically generating a description of a document, the description personalized to
a user, the method comprising;

storing a user model associated with the user, and comprising a plurality of phrases
contained in docuthents accessed by the user;

receiving a query from the user, the query comprising at least one query phrase;

selecting a docurmnent responsive to the query;

identifying phrases that are related to the query and present in the user model;

ordering the identified phrases with respect to the user model;

caleulating for sentences of the document, a count of each of the ordered phrases in
the sentences;

selecting one or more sentences based on their respective phrase counts; and

forrning a description of the document from the selected sentences, thereby forming

a document description personalized to the user.

The present invention also provides a tangible computer readable storage
medium storing a computer program executable by a processor for automatically
penerating a description of a document, the operations of the computer program

comprising:

8A

COMS ID No: ARCS-212966  Received by IP Australia: Time (H:m) 16:01 Date (Y-M-d) 2008-11-11
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retrieving a document in response to a query, the query comprising a query phrase,
the document including a plurality of sentences;

calculating for sentences of the document, a first count that includes a measure of a

5 number of instances in which the query phrase occurs in the sentences;
calculating, for sentences of the document, a second count that includes a measure
of a number of instances in which any of one or more related phrases of the
query phrase occurs in the sentences;
calculating, for sentenices of the document, a third count that includes a measure of
10

anumber of instances in which any of one or more phrase extensions of the
query phrase occurs in the sentences, wherein a phrase extension is a super-
sequence that begins with the query phrase;

selecting one or more of the sentences of the docurment based on their respective
first, second and third counts; and

15 forming a description of the dacument from the selected sentences.

In another embodiment, the present invention also provides a tangible
computer readable storage medium storing a computer program executable by a
processor for automatically generating a description of a document, the description
20 personalized to a user, the operations of the computer program comprising:
stoting a user model associated with the user, and comprising a phurality of phrases
contained in documents accessed by the user;
receiving a quéy from the user, the query comprising at least one query phrase;
selecting a document responsive to the query;
25 identifying phrases that are related to the query and present in the user model; and
generating a document description personalized to the user comprising selected
sentences of the document, wherein the sentences are selected and orderad
in the document description as a function of a number of the identified
phrases in each sentence.
30
The present invention further provides a computer implemented system for

automatically generating a description of a document, comprising:

3B

Qe13/028
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a document retrieval system executed by a computer and adapted to retrieve a
document in response to a query, the query including a query phrase, the
document including a plurality of sentences; and
a document description system executed by a computer and adapted to:
calculate, for sentences of the document, a first count that includes a measure of a
number of instances in which the query phrase occurs in the sentences;
select one or more of the sentences of the docament based on their respective
counts, the selecting further comprising:
sorting sentences of the document in declining order of their respective counts, the
first count constituting a primary sort key, a second count that includes a
measure of a number of instances in which any of one or more related
phrases of the query phrase oceurs in the respective sentences of the
document constituting a secondary sort key, and a third count that includes
ameasure of a number of instances in which any of one or more phrase
extensions of the query phrase occurs in the respective sentences of the
document constituting a tertiary sort key, and

selecting a number of the sentences of the document having the highest counts; and

form a description of the document from the selected sentences.

In another embodiment, the present invention provides a computer implemented
system for automatically generating a description of a document, the description
personalized to a user, comprising:

a user model associated with the user, stored in a storage medium and comprising a
plurality of phrases contained in documents accessed by the user; and

a query processing system executed by a computer and adapted to:

receive a query from the user, the query comprising at least one query phrase;

select a document responsive to the query;

identify phrasés that are related to the query and present in the user model; and

generate a document description personalized to the user comprising selected
sentences of the document, wherein the sentences are selected and ordered
in the document description as a function of a number of the identified

phrases in each sentence.

8C
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The present invention has further embodiments in system and software
architectures, comﬁutet program products and computer implemented methods, and
computer generated user interfaces and presentations.

The foregoing are just some of the features of an information retrieval system
and methodology based on phrases. Those of skill in the art of information retrieval
will appreciate the flexibility of generality of the phrase information allows fora large
variety of uses and applications in indexing, document annotation, searching, ranking,
and other areas of document analysis and processing.

Any description of prior art documents herein is not an admission that the
documents form part of the common general knowledge of the relevant art in
Australia,

Throughout this specification the word *comprise”, or variations such as
"comprises" or "comprising”, will be understood to imply the inctusion of a stated
element, integer or step, or group of elements, integers or steps, but not the exclusion

of any other element, integer or step, or group of elements, integers ot steps.

8D
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Brief Descn@ 6n of the Drawingg ‘
FIG. 1 is block dJagram of the software architecture of ane embodiment of
the présent invention. ‘
FIG. 2 illustrates a method of identifying phrases m documents.

FIG. 3 illustrates a document with a phrase window and a secondary

FIG; 4 illustrates a method of identifying related phrases.

FIG. 5 illustrates a method of indexing documents for related phrases.

FIG. 6 illustrates a method of reh'ie‘}ing documents based on phrases.

FIG. 7 illustrates operations of the presentation system to present search
results.

FIGS. 8a and 8b illustrate relationships between referencing and
referesced documents.

The figures depict a preferred embodiment of the present invention for

purposes of illustration only. One skilled in the art will readily recognize from the

 following discussion that alternative embodiments of the structures and methods

lustrted herein may be employed without departing from the principles of the

inventjon described herein,

Detailed Description of the Invention

L System Overview
Referring now to FIG. 1, there is shown the software architecture of an

embodiment of a search system 100 in accordance with one embodiment of present

-16-
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inventibn, In this embodimen, thesystem includes a indexing system 110,  search
system(120, a presentation system 130, and a front end server 140;

The indexing system 110 is responsible for idenﬁfymg phrases in
docuuietlts, and indexing documents according to their phrases, by accessing various
websités 190 and other document collections, The front end server 140 receives queries
from a fsser of a client 170, and provides those queries to the search system 120. The
search $ystem 120 is responsible foréearching for documents relevant to the search
query (search réults), including identifying any phrases in the search query, and then
ranking the documents in the seatch results using the presence of phrases to influence
the ranking order. The search system 120 provides the search results to the presentation
system130. The presentation system 130 is responsible for ﬁodifying the search results
includihg removing near duplicate documents, and generating topical descriptions of
documents, and providing the modified search results back to the front end server 140,
which provides the results to the client 170, The system 100 further indludes an index
150 that stores the indexing information pertaining to dqcmtenta, and a phrase data
store 160 that stores phrases, and related statistical information. |

In the context of this application, “documents” are understood to be any
type of media that can be indexed and retrieved by a search engine, including web
documents, images, multimedia files, text‘ documents, PDEs‘ or other image formatted
files, and so forth. A document may have one or more pages, partitions, segments or
other components, as appropriate to its content and type. Equivalently a document may
be referired to as a “page,” as commonly used to refer to documents on the Internet. No
limitation as o the scope of the invention is implied by the use of the generic term

“docunjents.” The search system 100 operates over a large corpus of documents, such as
10

17-
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the Inernet and World Wide Web,but can kevwise be used in iore imited collectons,
such ab for the document collections of a library or private enterprises. In either
contexy, it will be‘apéreciated that the documents are typically distributed across many
different computer systems and sites. Without loss of generality then, the documents
generdlly, regardless of format or location (e.g,, which website or database) will be
collectively referred to as a corpus or document collection. Each document has an
associdted identifier that uniquely identifies the document; the identifier is preferably a
URL, Yut other types of identifiers (e.g., document numbers) may be used as well. In
this disclosure, the use of URLS to identify documents is assumed. |
1. Indexing System

In one embodiment, the indexing system 110 provides three primary
functignal operations: 1) identification of phrases and related phrases, 2) indexing of
documents with respect to phrases, and 3) generation and maintenance of a phrase-
based taxonomy. Those of skill in the art will appreciate that the indexing system 110
will qurform other functions as well in support of conventional indexing functions, and
thus these oﬁler operations are not further described herein. The indexing system 110
operatgs on an index 150 and data repository 160 of phrase data. These data repositories
are further described below. o

1. Phrase Identification

The phrase identification operation of the indexing system 110 identifies
“good? and “bad” phrases in the document collection that are useful to indexing and
searching documents. In one aspect, good phrases are phrases that tend to occur in
more than certain percentage of documents in the document collection, and/or are
indicated as having a distinguished appearance in such documents, such as delimited by

11
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markup tags or ofher morphological, format, or grammatical markers. Another aspect
of gootl phrases is that they are predictive of other good phrases, and are fiot merely
sequeﬁca of words that appear in the lexicon. For example, the phm;e.“Preéidem of the
United States” is a phrase that predicts other phrases such as “George Bush” and “Bill
Clintoh.” However, other phrases are not predictive, such as “fell down the stairs” or
“top of the morning,” “out of the blue,” since idioms and colloquisms like these tend to
appeat; with many other different and unrelated phrases. Thus, the phrase
identification phase determines which phrases are good phrases and which are bad (i.e,
lacking in predictive power).

Referring to now FIG. 2, the phrase identification process has the
following functional stages:

200: Collect possible and good phrases, along with frequency and co-
occurrénce smﬁsﬁcs of the phrases.

202: Classify possible phrases to either good or bad phrases based on
frequehcy statistics. '

204: Prune good phrase list based on a predictive measure derived from
the co-bccurrence‘siaﬁstics.

Each of these stages will now be described in further detail.

The first stage 200 is a process by which the indexing system 110 crawls a
set of (iocumems in the document collection, making repeated partmons of the
document collection over time. One partition is processed per pass. The number of
documents crawled per pass can vary, and is preferably about i,OOO,UOD per partition. It
is preferred that only previously uncrawled documents are processed in each partition,

until all documents have been processed, or some other termination criteria is met. In
12
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practicd, the crawlmg continues as new documents are being conﬁnually added to the
documént collection. The following steps are taken by the indexing system 110 for each
documént that is crawled. ‘

‘Traverse the words of the document with a phrase window length of n,
where 3is a desired maximum phrase length. The length of the window will typically
be atleast 2, and preferably 4 or 5 terms (words). Preferably phrases include all words
in the phrase window, including what would otherwise be characterized as stop words,
such asi“a”, “the,” and so forth. A phrase window may be terminated by an end of line,
a paragraph return, a markup tag, or other indicia of a changé in content or format.

FIG. 3 illustrates a portion of a document 300 during a mVésaL showing
the phrase window 302 starting at the word “stock” and extending 5 words to the right.
The first word in the window 302is candidate phrase i, and the each of the sequences
i+, 42, 43, #+4, and #+5 s likewise 2 candidate phrase. Thus, in this example, the
candidate phrases are: “stock”, “stock dogs”, “stock dogs for”, “stock dogs for the”,
“stock dogs for the Basque”, and “stock dogs for the Basque shepherds”, .

In each phrase window 302, each candidate phrase is checked in turn to
determine if it is already present in the good phrase list 208 or the possible phrase List
206. If the candidate phrase is not present in either the good pﬁr;se Tist 208 or the
possible phrase list 206, then the candidate has already been determiried to be “bad” and
is skippled.

If the candidate phrase is in the good phrase list 208, as entry g;, then the
index 150 entry for phrase g; is updated to include the document {e.g., its URL or other
document identifier), to indicate that this candidate phrase g; appears in the current

documént. An entry in the index 150 for a phrase g; (or a term) is referred to as the
13
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postinglist of the phrase g;. The poslmg list includes a list of documents d (by their
documént identifiers, e.g. a document number, or alternatively a URL) in which the
phrase pccurs.

In addition, the co-occurrence matrix 212 i updated, as further explained

below. 'In the very first pass, the good and bad lists will be empty, and thus, most

 phrase will tend to be added to the possible phrase ist 206.

If the candidate phrase is not in the good phxasé list 208 then itis added
to the possible phrase List 206, unless it is already present therein. Each entry p on the
possiblé phrase list 206 has three associated counts:

P(p): Number of documents on which the possible phrase appears;

" S(p): Number of all mmgg of &1e.possible phrase; and

M(p): Number of interesting instances of the possible phrase. An instance
of a pogsible phrase is “interesting” where the possible phrase is distinguished from
neighboring content in the document by grammatical or format markers, for eﬁmple by
being in boldface, or underline, or as anchor text in a hyperlink, or in quotation marks.
These (4nd other) distinguishing appearances are indicated by various HTML markup
language tags and grammatical markers. These statistics are maiptained for a phrase
when it is placed on the good phrase list 208,

‘ In addition the various lists, a co-occurrence matrix 212 (G) for the good
phmeé is maintained. The matrix G has a dimension of m x m, where mis thé number
of good phrases. Each entry G(j, k) in the matrix represents a pair of good phrases (g;
&) The co-occurrence matrix 212 logically (though not necessarily physically) maintaing
three separate counts for each pair (g; g of good phrases with respect to a secondary

window 304 that is centered at the current word i, and extends +/- h words. In one
4
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embodiment, such a lustzatedin FG. 3, the secondary windiow 304 30 words, The
co—occhrrencé matrix 212 thus maintains: o .

R(i;k): Raw Co-occurrence count. The number of times that phrase g;
apm#s in a secondary window 304 with phrase g;

D(jk): Disjunctive Interesting count. The number of times that either
phrase g; or phrase gx appears ag distinguished textina .secondary window; and

C{jk): Conjunctive Interesting count: the nuﬁtbex of times that both grand
phrasg grappear as distinguished text in a secondary window. The use of the
conjurictive interesting count is particularly beneficial to avoid the circumstance wherea
phrasé (e.g., a copyright notice) appears frequently in sidebars, footers, or headers, and
thus is not actually predictive of other text. '

Rdeﬁng to the example of FIG. 3, assume that the “stock dogs” is on the
good phrase list 208, as well as the phrases * Australian Shepherd” and “Australian
Shepatd Club of America”. Both of &xe;e Iatter phrases appear within the secondary
window 304 around the current phrase “stock dogs”. However, the phrase "Aush‘_a]ian
Shepherd Club of America” appears as anchor text for a hyperlink (indicated by the
underline) to website. Thus the raw co-occurrence count for the pair {*stock dogs”,

" Austjalian Shepherd”} is incremented, and the raw occurrence count and the
disjun¢tive interesting count for {“stock dogs”, “ Australian Shepherd Club of America”}
are bo& incremented because the latter appears as distinguished text.

The process of traversing each document with both the saqﬁence window
302 and the secondary window 304, is repeated for each document in the partition.

Once the documents in the partition have been traversed, the next stage

of the 111dexing operation is to update 202 the good phrase list 208 from the possible
' 15
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phrase fist 206. 4 possible phrase p on the possible phrasé list 206 is moved to the good
phrase h'st 208 if the frequency of appearance of the phr?sse and the number of
documénls that the phrase appears in indicates ﬁtat it has sufficient usage as
semantically mezaningful phrase. ‘

In one embodimen, this is tested as follows. A possible phrase pis
zemoved from the possible phrase list 206 and placed on the good phrase list 208 if:

 )P()>10and S(p) > 20 (the number of dbcuments confaining phrase p
is morelthan 10, and the number of occurrences of phrase pis more then 20); or

b) M(p) > 5 (the number of mteteshng instarices of phrase p is more I.’nan
5.

These thresholds are scaled by the number of documents in the partition;
for exathple if 2,000,000 documents are crawled in a partition, then the thresholds are
approximately doubled. Of course, those of skill in the art will appreciafe that the
specific values of the thresholds, or the logic of testing them, can be varied as desired.

" Ifaphrase p does not qualify for the good phrase list 208, then itis
checked for qualification for being a bad phrase. A phrase p is a bad phrase if:

a) number of documents containing phrase, P(p) < 2; and

b) number of interesting instances of phrase, M{p) = 0.

These conditions indicafe that the phrase is both infrequent, and not used
as indidative of significant content and again these thresholds m§y be scaled per number
of documents in the partition.

It should be noted that the good phrase list 208 will naturally include

individital words as phrases, in addition to multi-word phrases, as described above.

16
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'I'lus mlbecause each the first word in the phrase window 302 is always a cand.ldate
phrase, and the appropriate instance counts will be accumu]ated. Thus, the indexing
systexr} 110 can automatically index both individual words (i.e., phrases wnh asingle
word) jand multiple word phrases. The good phrase list 208 will also be cmxiaaably
shortet than the theoretical maximum based on all possible combinations of m phrases.
In typfpal embodiment, the good phrase list 208 will include about 6.5x10° phrases. A
list of bad phrases is not necessary to store, as the system need only keep track of
possibje and good phrases.

N By the final pass through the document collection, the list of possible
phraseis will be relatively short, due to the expected distribution of the use of phrases in
alarge corpus. Thus, if say by the 10% pass (e. g 10,000,000 documents), a phrase
appeats for the very first time, itis very unlikely to be a good phrase at that time. It may
be new phrasé just coming into usage, and thus during subsequent crawls becomes
increagingly common. In that case, its respective counts will increases and may
ultimately satisfy the thresholds for being a good phrase.

The 'durd stage of the indexing operaﬁon isto pﬁme 204 the good phrase
list 208 using a predictive measure derived from the co-occurrence matrix 212. Without
prunirlg, the good phrase list 208 is likely to include many phrases that while
legitinjately appeéring in the lexicon, themselves do not sufficiently predict the presence
of othdr phrases, or themselves are subsequences of longer pMsu. Removing these
weak good phrases results in a very robust likely of good phrases. To identify good
phrases, a predictive measure is used which expresses the increased likelihood of one
phrasz appearing in a document given the presence of another phrase. This is done, in

one enjbodiment, as follows:
17
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Asnoted above, the co-occurrence matrix 212 is an 7 x m mattix of
storing|data m@md with the good phrases. Each row j in the matrix represents a
good phrase g; and each column  represented a good phrasé g:. For each good phrase
g an ekpected value E(g;) is computed. The expected value E is the percentage of
documpnts in the collection expected to contain g;. This is computed, for example, s the
ratio of the number of documents containing g to the total number T of documents in |
the é_olkcﬁon that have been crawled: P()/T. ‘

| As noted above, the number of docaments contaiﬁing g is updated each
time g,-]appears ina document. The value for E(g;) can be updated each time the counts
for g; afe incremented, or during this third stage, '

Next, for each other good phrase g (e.g., the columns of the matrix), it is
determiined whether gy predicts g A predictive measure for g; is determined as follows;

i) compute the expected value E(gy). The expected co-occurrence rate
E(jK) of gjand gy, if they were unrelated phrases is then E{g)*E(gx); .

if) compute the actual co-occurrence rate A(jk) of gy and gy, This is the
raw cofoccurrence count R(j, k) divided by T, the total number of documents;

iii) gy is said to predict g where the actual co-occurrence rate AG k)
acoeedi‘s the expected co-occurrence rate E(jk) by a threshold amount.

In one embodiment, the predictive measure is information gain. Thus, a
phrase(g; predicts another phrase g when the information gain I of g in the presence of
gj exceeds a threshold. In one embodiment, this is computed as follows:

1§4) = Ajk)/EGX)

And good phrase g; predicts good phrase g where:

18
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16X) > Information Gain threshold.

In one embodiment, the information gain threshold is 1.5, butis
preferably between 1.1 and 1.7, Raising the threshold over 1.0 serves to reduce the
possibi‘ity that two otherwise unrelated phrases co-occur more th.an randomly
predicted. k

As noted the computation of information gam is repeated for each
column k of the matrix G with respect to a given row j. Once a row is complete, if the
information gain for none of the good phrases g; exceeds the information gain threshold,
then thys means that phrase g;does not predict any other good phrase. In that case, g;is
removed from the good phrase list 208, essentially becaming a.bad phrase.. Note that
the colymn j for the phrase g is not removed, as this phrase itself may be predicted by
other ghod phrases. v

This step is concluded when all rows of the co-occurrence matrix 212
have béen evaluated.

The final step of this stage is to prune the good phrase list 208 to remove
incomp:lete phrases. An incomplete phrase is a phrase that only predicts its phrase
extensi¢ns, and which starts at the left most side of the phrase ti.e., the beginning of the
phrase). The “phrase extension” of phrase p is a super-sequence that begins with phrase
p. For example, the phrase “President of” predicts “President of the United States”,
“President of Mexico”, “President of AT&T", etc. All of these latter phrases are phrase
extensitns of the phrase “President of” since they begin with “President of” and are
super-spquences thereof.

Accordingly, each phrase g remaining on the good phrase list 208 will

predictisome number of other phrases, based on the information gain threshold
- 19
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previopsly discussed. Now, for each phrase g; the indexing system 116 performs a
string fnatch with each of the phrases'g\ that is predicts. The string match tests whether
each pfedlcted phrase gy is a phrase extension of the phrase g;. Ifall of the predicted
phraseh g are phrase extensions of phrase g, then phrase g;is incomplete, and is ‘
removéd from the good phrase list 208, and added to an incomplete phrase list 216.
Thus, if there is at least one phrase gy that is not an extension of g; then gyis complete,
and maintained in the good phrase list 208. For example then, “President of the
United" is an incomplete phrase because the anly other phase that it predicts is
“President of the United States” which is an extension of the phrase.

The incomplete phrase list 216 itself is very useful during acﬁd
searching. When a search query is received, it can be compared against the incomplete

phase fist 216. If the query (or a portion thereof) matches an entry in the list, then the

- search system 220 can lookup the most likely phrase extensions of the incomplete phrase

(the pﬁram extension having the highest information gam given the incomplete phrase),
and suégest this phtase extension to the user, or aﬁtomaﬁcaﬂy search on the phrase
extension. For example, if the search query is “President of the United,” the search
system| 120 can automatically suggest to the user “President of the United States” as the
search query.

After the last stage of the indexing process is completed, thé good phrase
list 208 will contain a large number of good phrases that have been discovered in the
corpus| ﬁach of these good phrases will predict at least one other phrase thatisnota
phrase!extension of it. That is, each good phrase is used with gufﬁdent frequency and
indepeﬁdence to represent meaningful concepts or ideas expressed in the corpus. Unlike

exisﬁn? systems which use predetermined or hand selected phrases, the good phrase list
: 20
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reflects|phrases that actual are being used in the corpus. Further, since the above

. process|of crawling and indexing is repeated periodically as new documents are added

to the document collection, the indexing system 110 automatically detects new phrases
as they jenter the lexicon. v |

2. Identifcation of Related Phrases and Clustes of Related Phrases

Referring to FIG. 4, the related phrase identification process includes the
followiﬂ-lg functional operations. |

400: Identify related phrases having a high information gain value.

402: Identify clusters of related phrases.

A 404: Store cluster bit vector and cluster number.
| Each of these operations is now described in detail.

First, recall that the co-occurrence matrix _212 comams good phrases gj,
each of which predicts at least one other good phrase g with an information gain greater
than the information gain threshold. To identify 400 related phrases then, for each pair
of good phrases (g;, g the information gain is compared with a Related Phrase
threshold, eg., 100, That is, g and g are related phrases where:

I(g, g) > 100. '

f This high threshold is used to identify the co-occurrences of good phrases
that arel well beyond the statistically expected rates. Statistically, it means that phrases g/
and g ¢o-occur 100 times more than the expected co-occurrence rate. For egample.
given the phrase “Monica Lewinsky” in a document, the phrase “Bill Clinton” is a 100
times mjore likely to appear in the same document, then the phrase “Bill Clinton” is
likely t¢ appear on any randomly selected document. Anocther way of saying this is that

the accyracy of the predication is 99.999% because the occurrence rate is 100:1.
21
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Accordingly, any entry (g; g) thatisless the Related Phrase threshold is
zeroed[out,b indicating that the phrases g; g« are not related, Any remaining entries in
the co-&:curreme matrix 212 now indicate all related phrases.

The columns gx in each row g; of the co-occurrence matrix 212 are then
sorted by the information gain values I(g; gy), 0 that the related phrase g with the
highes@ information gain is listed first. This sorting thus idenﬁﬁes for a given phrase g,
which bther phrases are most likely related in terms of information gain.

The next step is to determine 402 which related ph}ases together form a
cluster|of related phrases. A cluster is a set of related phrases in which eat;':h phrase has
high information gain with respect to at least one other phrase. In one embodiment,
clusterb are identified as follows. »

In each row g; of the matrix, there will be one or more other phrases that
are related to phrase g, This setis reiated phrase set R, where R={gy, g, ...ga}.

For each related phrase m in R; the indexing system 110 determines if
each of the other related phrases in R is also related to g;. Thus, if I(g, gJ is also non-
zero, ten g, g, and g are part of a cluster. This cluster test is repeated for ea;h pair (g,
ik |

For example, assume the good phrase “Bill Clinton” is related to the
phrases “President”, “Monica Lewinsky”, because the information gain of each of these

phrase$ with respect to “Bill Clinfon” exceeds the Related Phrase threshold. Further

. assumé that the phrase “Monica Lewinsky” is related to the phrase “purse designer”.

These phrases then form the setR. To determine the clusters, the indexing system 110
evaluates the information gain of each of these phrases to the others by determining

their cdrresponding information gains, Thus, the indexing system 110 determines the
2
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informdtion gam I(“President”, “Monica Lewinsky”), (*President”, “purse designer”),
and so forth, for all paﬁs inR. In this example, “Bill Clinton;” “President”, and “Monica
Lewinsky” form a one cluster, “Bill Clinton,” and “President” form a second duster, and
“Monich Lewinsky” and “purse designer” form a third cluster, and “Monica Lewinsky”,
“Bill Clinton,” and “purse designer” form a fourth cluster. This is because while “Bill
Clinton” does not predict “purse desigﬁef * with sufficient information gain, “Monica
Lewinsky” does predict both of these phrases.

| To record 404 the cluster information, each cluster is assigned a unique
cluster humber (cluster ID). This information is then recorded in conjunction with each
good phrase g;.

In one embodiment, the clustet number is determined by a cluster bit
vector that also indicates the orthogonality relationships between the phrases. The
cluster bit vector is a sequence of bits of length #, the number of good phrases in the
good phrase list éﬂ& For a given good phrase g, the bit positions correspond to the -
sorted gelated phrases R of g;. A bit is set if the related phrase g in R is in the same
cluster ps phrase g;. More generally, this means that the correspending bit in the cluster
bit vectpr is setif there is information gain in either direction between gyand gx.

The cluster number then is the value of the bit string that results. This
implenimtaﬁon has the pl:operty that related phrases that have maltiple or one-way
information gain appear in the same cluster.

An example of the cluster bit vectors are as follow:;, using the above

phrases;:

i Monica purse | Cluster
Bill Clinton | President | Lewinsky | designer ID

23
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Bill Clittton 1 1 1 0 14
Presidpn 1 1 0 0 12
Mord

Lewi 1 0 1 T 1 11

P ’ o
deﬁer 0 0 1 1 3

bTo summarize then, after this process there will be identified for each
good phrase g, a set of related phrases R, which are sorted in order of information gain
I{g) g) from highest to lowest. In addition, for each good phrase g therewill be a
cluster bit vector, the value of which is a cluster number idenﬁfyﬁg the primary cluster
of which the phrase g; is a member, and the orthogonality values (i or 0 for each bit
posttior]) indicating which of the related phrases in R are in common clusters with g
Thus in|the above example, “Bill Clinton”, “President”, and “Monica Lewinsky” are in
cluster 14 based on the values of the bits in the row for phrase “Bill Clinton”.

To.store this information, two basic representations are available. First,
as indicated above, the information may be stored in the co-occurrence matrix 212,
whereiri:

entry Glrow j, col. K] = (I(j.k), clusterNumber, clusterBitVector)

Alternatively, the matrix representation can be avoided, and all
information stored in the good phrase list 208, wherein each row therein represents a
good phrase g

Phrase row; = list [phrase g, (I{j.K), clusterNumber, clusterBitVector)],

This approach provides a useful organization for clusters. First, rather
than a sfrictly—and often arbitrarily~defined hierarchy of topics and concepts, this
approach recognizes that topics, as indicated by related phrases, form a complex graph

2%
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of relatjonships, where some phrases are related fo many oﬁmr phrases, and some
phraset have a more limited scol:;e, and where the relationships can be mutual (each
phrase lpredicts the other phrase) or one-directional {one phrase predicts the other, bﬁt
not vic versa). The result is that clusters can be characterized “local” to each good
phrase, and somé clusters wﬂl then overlap by having oﬁe or mote common related
phrases.

For a given good phrase g; then the ordering of the related phrases by
informption gain provides a taxonomy for naming the clusters of bthe phrase: the cluster
name i§ the name of the related phrase in the cluster having the highest information
gain,

The above process provides a very robust way of identifying significant
phrase} that appear in the document collection, and beneficially, the way these related
phrases are used together in natural “clusters” in actual practice. As a result, this data-
driven lustering of related phrases avoids the biases that are inherent in any manually
directed] “editorial” selection of related terms and concepts, as is common in many
systems.

3. Indexing Documents with Phrases and Related Phrases

Given the good phrase list 208, including the information pertaining to
related!ph:ases and clusters, the next functional operation of the indexing system 110 is
to index documents in the document collection with respect to the good phrases and
clusters, and store the updated information in the index 150. FIG. 5 illustrates this
process, in which there are the following functional stages for indexing a document:

500: Post document to the posting lists of good phrases found in the
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502: Update instance counts and related phrase bit vector for related
phasesiand secondary related phrases. |
| 504: Annotate documents with related phrase information.

506: Reorder index entries according to posting list size.

These stages are now described in further detail.

A set of documents is traversed or crawled, as before; this may be the
same of a different set of documents. For a given document 4, traverse 500 the
documgnt word Ey word with a sequence window 302 of lemgth n, from position 7, in the
mannet describéd above. . v

In a given phrase window 302, identify all good phrases in the window,
starting at position i. Each good phraseis denoted as g;. Thus, gl is the first good
phrase, g2 would be the second good phrase, and so forth.

For each good phrase g; (example g1 “President” and g4 ’;Presidmt of
AIT”) post the document identifier (e.g., the URL) to the posting list for the good phrase
g in thé index 150. This update identifies that the good phrase g appears in this specific -
documént.

In one embodiment, the posting list for a phrase g; takes the following
logical Form: »

Phrase g;: list: (document d, [list: related phase counts] [related phrase
informétion]) |

For each phrase g; there is a list of the documents 4 on which the phrase
appears. For each document, there is a list of counts of the number of occurrences of the

related]plu'asea R of phrage g; that also appear in document 4.

26
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In one embodimert, the related phrase information is a related phase bit
vector. This bit vector may be characterized as a “bi-bit” vector, in that for each related
phrasé[g there are two bit positions, g1, g2 The first bit position stores a flag
indicating whether the related phrase gy is present in theldocument d (i.e., the count for
g in ddcument d is greater than 0). The second bit position stores a flag that indicates
whethgr a related phrase g of gy is also present in document d. The related phrases g of
arelated phrase g, of a phrase g are herein called the “secondary related ph.raées of gi*
The cotmts and bit posmons correspond to the canonical order of the phrases in R
(sorted|in order of decreasing information gain). This sort order has the effect of making
the reldted phrase g that is most highly predicted by g; associated with the most
signifidant bit of the reiaﬁed phrase bit vector, and the related phrase g; that is least
predicted by g; associated with the least significant bit.

© Itis useful to note that for a given phrase g, the length of the related
phrase Ibit vector, and the association of the related phrases to the individual bits of the
vector,|will be the same with respect to all documents containing g. This
implementation has the property of allowing the system to readily compare the related
phrase[bit vectors for any (or all) documents confaining g, to see which documents have
a giver| related phrase. This is beneficial for facilitating the search process to identify
documents in response to a search query. Accordingly, a given document will appear in
the posting lists of many different phrases, and in each such posting list, the related
phraseivecbor for that document will be specific to the phrase that owns the posting list.
This aspect preserves the locality of the related phrase bit vectors with respect to

individual phrases and documents.
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Accordingly, the next stage 502 includes traversing the secondary
window 30¢ of the current index position in the document (as before a secondary
window of + /- K terms, for example, 30 terms), for example from i-K to i+K. For each
related i;hrase g of g; that appears in the secondary window 304, the indexing system
110 ﬁcmmm& the count of gy with respect to document d in the related phrase count. If
o appeérs later in the document, and the related phrase is found again within the later
secondgry window, again the count is incremented.

As noted, the corresponding first bit g1 in the related phrase bit map is
set baseld on the count, with the bit set to 1 if the count for gki's >0, or set to 0 if the count -
equals (.

Next, the second bit, gi-2 is set by looking ﬁP related phrase gy in the
index 150, 1denhfymg in g's posting list the entry for document d, and then checking the
secondary related phrase counts (or bits) for g for any its related phrases. If any of these
secondary related phrases counts/ bits are set, then this indicates that the secondary
related phrases of g; are also present in document .

When document 4 has been completely processed in this manner, the
indexing system 110 will have identified the following:

| i) each good phrase g;in document d;

if} for each good phrase g; which of its related phrases g are present in
docume_int 4

iti) for each related phrase g; present in document d, which of its related

phxaseJ g (the secondary related phrases of g) are also present in document d.
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‘a) Dem'. ing the Topics for a Document
.The indexing of documents by phrases and use of the clustering

informgtion i:rovides yet another advantage of the indexing system 110, which is the
ability tp determine the topics that a document is about based on the related phrase
informgtion.

Assume that for a given good phrase g and a given document d, the
postinglist entry is as follows: - |

g documentd: related phrase coﬁnts:= {34.3,0,0,2,1,1,0}

related phrase bit vector:={ 11 11 10 00 00 10 10 10 01}
where, the related phrase bit vector is shown in the bi-bit pairs.

From the related phrase bit vector, we can determine primary and
seconddry topics for the document d. A primary topic is indicated by a bit pair (1,1), and
a seconflary topic is indicated by a bit pair (1,0). A related phrase bit pair of (1,1)
indicates that both the related phrase g for the bit pair is present in document d, along
the secondary related phrases gy as well. This may be interpreted to mean that the
author ¢f the document d used several related phrases g;, g, and g together in drafting
the docimment. A bit pair of (1,0) mdicates that both gj and g are present, but no further
secondary related phrases from g are present, and thus this is a less significant topic.

b) Document Annotation for Improved Ranking -
A further aspect of the indexing system 110 is the ability to annotate 504

each ddcument d during the indexing process with information that provides for
improvd ranking during subsequent searches. The annotation process 506 is as

follows}
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A gzven document d in the document collection may have some number
of outlifiks to other documents, Each outlink (a hyperlink) includes m&or textand the
documént identifier of the target document. For purposes of explanation, a current
documént 4 being processed will be referred to as URLD, and the target document of an
outlinkjon document  will be referred to as URL1. For later use in ranking documents
in seasdh results, for every link in URL0, which points to some other URLJ, the indexing
system 110 creates an outlink score for the anchor phrase of that link with respect to
URLY, 4nd an inlink score for that anchor phrase with respect to URL. That is, each
link in fhe document collection has a pait of scores, an outlink score and an inlink score.
These sgores are computed as follows.

RN On a given document URLO, the indexing system 110 idénﬁﬁes each
outlink]to another document URL, in which the anchor text A is a phrase in the good
phrase fist 208. FIG. 8a illustrates schematically this relationship, in which anchor text
“A” in focument URLO is used in a hyperlink 800. v »

| In the posting list for phrase A, URLO is posted as an outlink of phrase A,
and URL1 is posted as an inlink of phrase A. For URLD, the related phrase bit vector is
complefted as described above, to identify the related phrasé ami secondary related
phrase$ of A presentin URLO. This related phrase bit vector is used as the outlink score
for the link from URLO to URL? containing anchor phrase A,

Next, the inlink score is determined as follow. For each inlink to URL1
contairling the anchor phrase A, the indexing system 110 scans URL1, and determines
whethgr phrase A appears in the body of URL1. If phrase A not only points to URL1
(via a quilink on URLO), but also appears in the content of URL1 itself, this suggests that

URL1 dan be said to be intentionally related to the concept represented by phrase A.
30 :
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FIG. 8b llustrates this case, where phrase A appears in both URL (as anchor text) and
in the bd;sdy of URL1, In this case, the related phrase bit vector for phrase A for URLI is
used as the inlink score for the link from URL0 to URL1 containing phrase A.

If the anchor phrase A dées not appear in the body of URLI (as in FIG.
8a), theih a different step is taken to determine the inlink score.  In this case, the
indexing system 110 creates a related phrase bit vector for URL1 for phrase A (as if
phrase A was present in URL1) and indicating which of the related phrases of phrase A
appear in URLL. This related phrase bit vector is then used as the inlink score for the
link frofn URLO to URLL

For example, assume the following phrases are initially present in URLO
and URL1: | | |

Anchor - i
Phrase Related Phrase Bit Vector
. Australian blue red agility
Documént | Shepherd | Aussie [ merle | merle | tricolor | training
URLD 1 1 0 0 0 0
URL1 1 0 1 1 1 0

(In the above, and following tables, the secondary related phrase bits are
not shown). The URLO row is the outlink score of the link from anchor text A, and the
URL1 r¢w is the inlink score of the link. Here, URL0 contains the anchor phrase
“ Australian Shepard” which targets URLI Of the five related phrases of * Australian
Shepard”, only one, “Aussie” appears in URLO. Intuitively then, URLO is only weakly
about Alustrahan Shepherds. URL, by comparison, not only has the phrase “Australian
Shephetd” present in the body of the document, but also has many of the related

phrases present as well, “blue merle,” “red merle,” and “tricolor.” Accordingly,

20 becausq the anchor phrase “Australian Shepard” appears in both URLO and URL1, the
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outlink lscore for URLO, and the inlink score for URL1 are the respective rows shown

above.

The second case described above is where anchor phrase A does not
appear fin URL1. In that, the indexing system 110 scans URL1 and determines which of
the relafed phrases “Aussie,” “blue merle,” “red merle,” “tricolor,” and “agility

training” are present in URL], and creates an related phrase bit vector accordingly, for

exampl]e:

Anchor

Phrase Related Phrase Bit Vector

Australian blue red agility
Documgnt | Shepherd Aussie | merle | merle | tricolor | training
URLO 1 1 0 0 0 0
URL1 - 0 0 1 1 1 0

_ Here, this shows that the URL1 does not conﬁin the anchor phrase
“ Austrdlian Shepard”, but does contain the related phrases “blue merle”, “red merle”,
and “tricolor”.

This approach has the benefit of entirely preventing certain types of
manipylations of web pages (a class of documents) in order to skew the results of a
search. Search engines that use a ranking algorithm that relies on the number of links
that point to a given document in order to rank that document can be “bombed” by
artificidlly creating a large number of pages witha given:anchor text which then point to
a desired page. As aresult, when a search query using the anchor text s entered, the
desired page is typically returned, even if in fact this page has little or nothing to do

with the anchor text. Importing the related bit vector from a target document URL1 into

20  the phrase A related phrase bit vector for document URLO eliminates the reliance of the
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search bystem on just the relationship of phrase A in URLO pointing to URL1 as an
indicator of significance or URL1 to the anchor text phrase.
Each phrase in the index 150 is also given a phrase number, based on its
frequegicy of occﬁrrénce in the corpus. The more commoﬁ the phrase, the lower phrase
§ number it receivesorder in the index. The indexing system 110 then sorts 506 all of the
posting lists in the index 150 in declining order according to the number of documents
listedphrase number of in each posting list, so that the miost frequently occurring
phrasep are listed first. - The phrase number can then be used to look up a particular
phrase,
10 Il  Search System
The search system 120 operates to receive a query and search for
documents relevant to the query, and provide a list of these documents (with links to the
docurlents) in a set of search results. FIG. 6 illustrates the main functional operations of
the sea%rch system 120:
15 600; Identify phrases in the query.
602: Retrieve documents relevant to query phrases.
604: Rank documents in search results according to phrases.
The details of each of these of these stages is as follows.

_ 1. Identification of Phrases in the Query and Query Expansion
2 . The first stage 600 of the search system 120 is o identify any phrases that

are présent in the query in order to effectively search the index. The following
terminplogy is used in this section:
q: aquery as input and receive by the search system 120

Qp: phrases present in the query.
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Qr: related phrases of Qp.

Qe: phrase extensions of Qp.

Q: the union of Qp and Qr.

A query q is received from a client 190, having up to some maximum
numbér of characters or words.

A phrase window of size N (e.g., 5) is used by the search system 120 to
traverse the terms of the query g, The phrase window starts with the first term of the
query, jextends N tetms to the right. This window is then shifted right M-N times,
where M is the number of terms in. the quex.'y.

At each window position, there will be N terms (or fewer) terms in the
windojr. These terms conétih_xte a poésible query phrase. The possible phrase is looked
up in the good phrase list 208 to determine if it is a good phrase or not. If the possible '
phrasgjis present in the good phrase list 208, then a phrase number is returned for
phrase; the possible phrase is now a candidate phrase. | »

After all possible phrases in each window ilave been tested to determine
if they éa:e good candidate phrases, the search system 120 will have a set of phrase
numbers for the corresponding phrases in the query. These phrase numbers are then
sorted {declining order).

Starting with the highest phrase number as the‘ﬁrst candidate phrase, the
search |system 120 determines if there is anoﬁ\& candidate phrase within a fixed
numeﬁcal distance within the sorted list, i.e,, the difference between the phrase numbers
is withiin a threshold amount, e. g 20,000. If so, then the phrase that is leftmost in the

query js selected as a valid query phrase Qp. This query phrase and all of its sub-
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phrased is xemoved from the list of candidates, and the list.is resorted and the process
repeatdd. The result of this process is a set of valid query phrases Qp.

For example, assume the search query is” Hillary Rodham Clinton Bill on
the Senfate Floor”. The search system 120 would identify ﬁne following candidate _
phrased, “Hillary Rodham Clinton Bill on," “Hillary Rodham Clinton Bil,” and “Hillary
Rod.haip Clinton”. The first two are discarded, and the last one is keptas a valid query
phrase Next the search system 120 would identify “Bill on the Senate Floor”, and the
subsphyases “Bill on the Senate”, “Bill on the”, “Bill on"', “Bill”, and would select “Bill”
asa vai;id query phrase Qp. Finally, the search system 120 would parse “on the senate -
floor” dnd identify “Senate Floor” as a valid query phrase. v-

Next, the search system 120 adjusts the valid phrases Qp for
capitalization. When parsing the query, the search system i20 identifies potential
capitalizations in each valid phrase. This may be done using a table of known
capitalizations, such as “united states” being capitalized as “United States”, or by using
a graminar based capitalization algorithm. This produces a set of properly capimﬁi-ed
query phrases.

The search system 120 then makes a second pass through the capitalized
phrases, and selects only those phrases are leftmost and capitalized v»;here both a phrage
and itsjsubphrase is present in the set. For example, a search on “president of the
united states” will be capitalized as “President of the United States”.

In the next stage, the search system 120 identifies 602 the documents that
are reldvant to the query phrases Q. The search system 120 then retrieves the posting
Tists of the quei'y phrases Q, and intersects these lists to determine which documents

appearion the all (or some number) of the posting lists for the query phrases. Ifa phrase
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 Q in the query has a set of phrase extensions Qe (as further explained below), then the

search gystem 120 first forms the union of the posting lists of the phrase extensions, prior
to doing the intersection with the posting lists, The search system 120 identifies phrase
extensi¢ns by looking up each query phrase Q in the incomp[ébe ph.rase Iist. 216, as
describéd above,

The result of the intersection is a set of documeﬁts that are relevant to the
query. [ndexing documents by phrases and related phrases, identifying phrases Q in the
query, dnd then expanding the query to include phrase extensions results in the
selectioh of a set of documents that are more relevant to the query then would resultina
conventional Boolean based search system in which only documents that contain the |
query terms are selected.

In one embodiment, the search system 120 can use an optimized
mecharjism to identify documents responsive to the query without having to intersect all
of the posting lists of the query phrases Q. As a result of the structute of the index 150,
for each phrase g, the related phrases g are known and identified in the related phrase
bit vector for g;. Accordingly, this information can be used to shorteut the intersection
process|where two or more query phrases are related phrases to each other, or have
commop related phrases. In those cases, the related phrase bit vectors can be directly
accessetl, and then used next to retrieve corresponding documents. This process is
more fijlly described as follows.

Given any two query phrases Q1 and Q2, there are three possible cases of
relatioxﬁ:

1) Q2 is a related phrase of Q1;
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2) Q2 is not a related phrase of Q1 and their respective related phrases
Qrl an!d Qr2 do not intersect (i.e, no common related phrases); and

3) Q2is not a related phrase of Q1, but their respective related phrases
Qrl arid Qr2 do intersect.

For each pair of query phrases the search system 120 determines the
approlbnate case by looking up the related phrase bit vector of the query phrases Qp.

The search system 120 proceeds by retnevmg the posting list for query
phmse{ Q1, which contains the documents containing Q1, and for each of these
docunients, a related phrase bit vector. The related phrase bit vector for Q1 will .
indicated whether phrase Q2 (and each of the remaining query phrases, if any) is a
related phrase of Q1 and is present in the document.
T If the first case applies to Q2, the search system 120 scans the related
phrase/bit vector for each document 4 in Q1's posting list to determine if it has a bit set
for Q2| If this bit is not set in for doctment d in Q1's posting ﬁst, then it means that Q2
does npt appear in that document. As result, this document can be immediately
eliminated from further consideration. The remaining documents can then be scored.
This mieans further that it is unnecessary for the search system 120 to process the posting
lists ofin to see which documents it i3 present in as well, thereby saving compute time.

If the second case applies to Q2, then the two phrases are unrelated to
each other. For example the query “cheap bolt action rifle” has two phrases ”cheép” and
“bolt agtion rifle”. Neither of these phrases is related to each other, and further the
related phrases of each of these do not overlap; i.e., “cheap” has related phrases “low
cost,” finexpensive,” “discount,” “bargain basement,” and “lousy,”, whereas “bolt

action ixiﬂe" has related phrases “gun,” “22 caliber”, “magazine fed,” and “ Armalite AR-
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30M”, which lists thus donotintersect. Tn this case, the search system 120 does the
regular jntersection of the posting lists of Q1 and Q2 to obtain the documents for
scoring. | 7 »

- 1f the third case applies, then here the two phrases Q1 and Q2 that are not
related, put that do have at least one related phrase in common. For example the phrases .
“bolt action riﬂe;’ and “22" would both have “gun” as a relatéd phase. In thls case, the '
search system 120 retrieves the posting lists of both phrases Q1 and Q2 and intersects
the hsts!to produce a list of documents that contain both phrases. .

The search system 120 can then quickly score each of the résulﬁng
documeints, First, the search system 120 determines a score adjustment value for each
document. The score adjustment value is a mask formed from the bits in the positions |
correspdnding to the query phrases Q1 and Q2 in the related phrase bit vector for a
docume{n.t. For example, assume that Q1 and Q2 correspond to ithe 34 and 6t bi-bit
positionis in the related phrase bit vector for document d, and the bit values in 3«
positiori are (1,1) and the bit values in the 6@ pair are (1,0), then the score adjustment
value is|the bit mask “00 0 11 00 00 10”. The score adjustment value is then used to
mask the related phrase bt vector for the documents, and modified phrase bit vectors
then arf%. passed into the ranking function (next desaiﬁed) o0 be used in calculating a
body scpre for the documents.

2. Ranking

a) Ranking Documents Based on Contained Phrases
The search system 120 provides a ranking stage 604 in which the

documents in the search results are ranked, using the phrase information in each

document’s related phrase bit vector, and the cluster bit vector for the query phrases.
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This approach ranks documents according to the phrases that are contained in the
documient, or informally “body hits.” .

As described above, for any given phrase g,, each decument d in the g/'s
posting list has an associated related phrase bit vector that identifies which related
phraseF & and which secondary related phrases g are pfesent indocumentd. The more
related phrases and secondary related phrases presentina given‘ document, the more
bits that will be set in the document's related phrase bit vector for the given phrase. The
more Hits that are set, the greater the numerical value of the related phrase bit vector.

Accordingly, in one embodiment, the search system 120 sorts the
documients in the search results according to the value of their related phrase bit vectors.
The ddcuments containing the most related phrases to the query phrases Q will have the
highes} valued related phrase bit vectors, and these documents will be the highest-
ranking documents in the search results, o ‘

This approach is desirable because semantically, these documents are
most topically relevant to the query phrases. Note that this approach provides highly
relevant documents even if the documents do not contain a high frequency of the input
query terms g, since related phrase information was used to both identify relevant
documients, and then rank these documents. Documents with a low frequency of the
input duery terms may still havea large number of related phrases to the query terms
and phirases and thus be more relevant than documents that have a high frequency of
just the query terms and phrases but no related phrases: |

In a second embodiment, the search system 120 scores each document in
the resiilt set according which related phrases of the query phrase Q it contains. This is

done a follows:
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Given each query phrase Q, there will be some number N of related
phrases Qr to the query phrase, as identified during the phrase identification process.
As described above, the related query phrases Qr are ot;defed according to their
informiation gain from the query phrase Q. Thése related phrases are thm assigned
points] sarted with N pols fo the firs related phrase Qr1 (e, the related phrase Or
with the highest information gain from Q), then N-1 points for the next related phrase
Qr2, then N-2 points for Qr3, and so on, so that the last related phrase QrN is assigneci 1
point.

Each document in the search results is then scored by determining which
telated phrases Qr of the query phrase Q are present, and giving the document the
pointsjassigned to each such related phrase Qr. The documents are then sorted from
highest to lowest score.

As a further refinement, the search system 120 can cull certain documents
from the result set. In some cases documents may be about many different topics; this is
particylarly the case for longer documents. In many cases, users prefer documents that
are strongly on point with respect to a single topic expressed in the query over
docu:dénts that are relevant to many different topics.

To cull these latter types of documents, the search system 120 uses the
cluster]information in the cluster bit vectors of the query phrases, and removes any
documjent in which there are more than a threshold number of clusters in the document.
For exdmple, the search system 120 can remove any documents that contain more than
two cltsters. This cluster threshold can be predetermined, or set by the user as a search

paramgter.
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b). Ranking Documents Based on Anchor Phrases
" In addition to ranking the documents in the search results based on body
hits of duery phrases Q, in one embodiment, the search system 120 also ranks the
documents based on the appearance of query phrases Q ;and related query phrases Qr in
anchors{to other documents. In one embodiment, the search system 120 calculates a
score for each document that is a function (e.g,, linear combination) of two scores, a
body hit score and an anchor hit score.

For example, the documént score for a given document can be calculated
as folloys:

Score = .30*(body hit score)+.70*(anchor hit score).

The weights of .30 and .70 can be adjusted as desired. The body hit score
for a dofument is the numerical value of the highest valued related phrase bit vector for
the doctiment, given the query phrases.Qp, in the manner described above.
Alternatively, this value can directly obtained by the search system 120 by looking up
each qubry phrase Q in the index 150, accessing the document from the posting list of
the query phrase Q, and then accessing the related phrase bit vector.

The anchor hit score of a documentd a function of the related phrase bit
vectors bf the query phrases Q, where Q is an anchor term in a document that references
document d. When the indexing system 110 indexes the documents in the document
collectidn, it maintains for each phrase a list of the documents in which the phrase is
anchor fext in an outlink, and also for each document a list of the inlinks (and the
associated anchor text) from other documents. The inlinks for a document are references

(e.g hy?erlinks) from other documents (referencing documents) to a given document.
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To determine the anchor hit score for a glven QMernt d then, the search
system 20 iterates over the set of referencing documents K (i=1 to umber of
referending documénts) listed in index by their anchor phrases Q, and sums thé
following product: | .

RiQRelated phrase bit vector*D.Q.Related phrase Bit vector.

The product value here is a score of how topical anchor phrase Qis to
documént D. This score is here called the “inbound score component.” This product
effectivély welghts the current document D's related bit vector by the related bit vectors
of anchgr phrases in the referencing document R. If the referencing documents R
‘themselves are related to the query phrase  (and thus, have a higher valued related
phrase bit vector), then this increases the significance of the current document D score. _
The body hit score and the anchor hit score are then combined to create the document
score, ag de@bed abdve. v

Next, for each of the referencing documents R, the related phrase bit
vector for each anchor phrase Q is obtained. Thisis a megsum of how topical the anchor
phrase {2 is to the document R, This value is here called the outbound score component.

! From the index 150 then, all of the (referencing document, referenced
documént) pairs are extracted for the anchor phrases Q. These pairs are then sorted by
their asjociated (outbound score component, inbound score component} values.
Depending on the implementation, either of these components can be the primary sort
key, and the other can be the secondary sort key. The sorted results are then presented
to the uper. Sorting the documents on the outbound score component makes documents
that have many related phrases to the query as anchor hits, rank most highly, thus

tepresenting these documents as “expert” documents. Sorting on the inbound
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docunjent score makes documents that frequently referenced by the anchor terms the
most I{igh ranked.

37 Phrase Based Personalization of Search

Another aspect of the search system 120is the capability to personalize

606 ot{custoﬂlize the ranking of the search results in accordance with a model of the
user’s iparhcular interests. In this manner, documents that more likely to be relevant to
the usér’s interests are ranked higher in the search results. The personalization of search
result jis as follows.

As a preliminary matter, it is useful to define a user’s interests (e.g., a user
modelg) in terms of queries and documents, both of which can be represented by phrases.
For anyinput search query, a query is represented by the query phrases Q, the related
phrasés of Qr, and phrase extensions Qe of the query phrases Qp. This set of terms and
phrasds thus represents the meaning of the query. Next, the meaning of a document is
represented by the phrases associated with the page. As described above, given a query
and décument, the relevant phrases for the document are determined from the body
scores|(the related bit vectors) for all phrases indexed to the document. finally, auser
can bejrepresented as the union of a set of queries with a set of documents, in terms of
the phyases that represent each of these elements. The particular documents to include
in the bet representing the user can be determined from which documents the user
selectsfin previous search results, or in general browsing of the corpus (e.g., accessing
documjents on the Internet), using a client-side too! which monitors user actions and
destinations.

The process of constructing and using the user model for personalized

rankinlg is as follows.
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First, for a given user, a list of the last K queries and P documents
accessed] is maintained, where K and P are preferably about 250 each. The lists may be
maintained in a user account database, where a user is recognized by a login or by
browsef cookles. Fora given user, the lists wi]lbe empty the ﬁﬁt time the u.ser provides
a query} v '

Next, a query q is received from the user. The related phrases Qr of q are
retrieve{d, along with the phrase extensions, in the manner described above. This forms
the queiry model.

In a first pass (e.g., if there are no stored query information for the user),
the search system 120 operates to simply return the relevant documents in the search
result t6 the user's query, without further customized ranking,

A client side browser tool monitors which of the wmw in the search
results fhe user accesses, e.g., by dlicking on the document link in the search results.
These atcessed documents for the basis for selecting which phrases will become part of
the uset model, For each such accessed document, the search system 120 retrieves the
document model for the document, which is a list of phrases related to the document.
Each phirase that is related to the accessed document is added to the user model.

Next, given the phrases related to an accessed aoc@mt the clusters
associafed with these phrases can be determined from the cluster bit vectors for each
phrase. [For each clustér, each phrase that is a member of the cluster is determined by
looking the phrase up in its related phrase table that contains the cluster number, or
cluster bit vector representation as described above. This cluster number is then added
to the uber model. In addition, for each such cluster, a counter is ma.inlainea and

incremdnted each time a phrase in that cluster is added to the user model. These counts
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may bb used as weights,as described below. Thus,the user model is bt from phrases
includbd in clusters that are present on a document that the user has exi)ressed an
interedt in by accessing the document.

The same general approach can be more precisely focused to capture
phrase; information where a higher level of interest than merely accessing the document
is manffested by the user (which the tiser may do simply tojudge if indeed the
docunfent is relevant). For example, the coﬂecﬁon of phrases into the user model may
be limjted to those documents that the user has printed, saved, stored as a favorite or
fink, efnal to another user, or maintained open in a browser window for an extended
period| of time (e.g., 10 minutes). These and other actions manifest a higher level of
interest in the document. v |

When another query is received from the user, the related query phrases
Qr areiretrieved. These related query phrases Qr are ix11:e1;sectzed with the phrases listed
in the piser model to determine which phrases are present in both the query and the user
modell A mask bit vector is initialized for the related phrases of the query Qr. This bit
vectorlis a bi-bit vector as described above. For each related phrase Qr of the query that
is alsogpresent in the user model, both of the bits for this r'élated phrase are set in the
mask Bit vector. The mask bit vector thus represents the related phrases present in both
the quéry and the user model. |

The mask bit vector is then used to mask the related phrase bit vector for
each dbcument in the current set of search results by ANDing the related phrase bit
vectorjwith the mask bit vector. This has the effect of adjusting the body score and the
anchof hit score by the mask bit vector. The documents are then scored for their body

score 4nd anchor score as before and presented to the user. Thisapproach essentially
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requim# that a document have the query phrases that are included in the user model in

- order td be highly ranked.

As an altemative embodiment, which does not impose the foregoing tight
congtramt, the mask bit vector can be cast into array, so that each bit is used to weight
the cluster counts for the related phrases in the user model, Thus, each of the cluster
counts fets multiplied by 0 or 1, effectively zeroing or maintaining the counts. Next,
these equnts themselves are used as weights are also used to multiply the related
phrases for each document that s being scored. This approach has the benefit of
allowing documents that do not have the query phrases as related phrases to still score
approptiately.
N Finally, the user model may be limited to a current session, where a
sessionfis an interval of time for active period of time in search, after which session the
user model is dumped. Alternatively, the user model for a given user may be persisted
over tirhe, and then down-weighted or aged.

IV.  Result Presentation

The presentation system 130 receives the scored and sorted search results
from thie search system 120, and performs further organizational, annotation, and
clusterihg operations prior to presenting the results to the user. These opefaﬁons
facilitate the user's understanding of the content of the search results, eliminate
duplicates, and provide a more representative sampling of blhe search results, FIG.7
illustrates the main functional operations of the presentation system 130:

700: Cluster documents according to topic clusters

702: Generate document descriptions
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704: Ehmma're duplicate documents,

‘Each of these operations takes as an input dle.seamh results 701 and‘
outputs modified search results 703. As suggested by FIG. 7, tﬁe order of these

operatjons is independent, and may be varied as desired for a given embodiment, and
thus the inputs may be pipelined instead of being in paralle] as shown.

1. ‘Dynamic Taxonomy Geﬁerah'on for Presentation
Lk ~ Foragiven query, it is typical to return hundreds; perhaps éven
thousdnds of documents that satisfy the query. In many cases, certain documents, while
having different content from each other, are sufficiently related to form a meaningful
group of related documents, essentially a cluster. Most users however, do not review
beyoné‘i‘ﬂle first 30 or 40 documents in the search results, Thus, if the first 100
docunjents for example, would come from three clusters, but the next 100 documents
represent an additional four clusters, then without further adjustment, the user will
typically not review these later documents, which in fact may be quite relevant to the '
user’s guery since they represent a variety of different topics related to the query. Thus,
itis here desirable to provide the user with a sample of documents from each cluster,
thereby exposing the user to a broader selection of different documents from the search

results, The presentation system 130 does this as follows,

As in other aspects of tile system 100, the presentation system 130 makes
use of the related phrase bit vector for each document d in the search results. More
specifitally, for each query phrase Q, and for each document d i.n Q's posting list, the
related phrase bit vector indicates which related phrases Qr are present in the document.
Over the set of documents in the search results then, for each related phrase Qr, a count

is detefmined for how many documents contain the related phrase Qr by adding up the
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bit valfesin the bit position corresponding to Qr. When summed and sorted over the
searchiresults, the most frequently occurring related phrases Qr will be indicated, each
of whith will be a cluster of documents. The most frequently occurrmg related phrase is
the ﬁrét cluster, which takes as its name its related phrase Qr, and so on for the top three
to fivejclusters. 'I'hﬁs, each of the top clusters has beert identified, along with the phrase
Qr as 4 name or heading for the cluster,

Now, documents from each cluster can be presented to the user in
vanouls ways. In one application, a fixed number of documents from each cluster can be
presented, for example, the 10 top scoring documents in each cluster, In another
application, a proportional number of documents from each cluster may be presented.
Thus, if there are 100 documents in the search result, with 50 in cluster 1, 30 in cluster 2,
10 in cluster 3, 7 in cluster 4, and 3 in cluster 5, and its desired to present only 20
docunients, then the documents would be select as follows: 10 documents from cluster
L7 dolk:umetns from cluster 2, 2 documents from cluster 3, and 1 document from cluster
4, "mé,{ documents can then be shown to the user, grouped accordingly under the
appro;i)riahe cluster names as headings.

For example, assume a search query of “blue merle agility training”, for
which fthe search system 120 retrieves 100 documents. The search system 120 will have
already identified “blue merle” and “agility training” as query phrases. The related
phrases of these query phrases as:

“blue merle”:: “ Australian Shepherd,” “red m&h,” “tricolor,” “aussie”;

“agility training”:: “weave poles,” “teeter,” “tunnel,” “obstacle,” “border

collie”!
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The presentation system 130 then determines for each of the above

related‘phrasw of each query phrase, a count of the number of documents contain such

phrase| For example, assume that the phrase “weave poles” appears in 75 of the 100
documénts, “teeter” appears in 60 documents, “red merle” appears in 50 documents.
Then tHe first cluster is named “weave poles” and a selected number of documents from
that clujster are presented; the second cluster is named “teeter,” and selected number are
presented as well, anci so forth. For a fixed presentation, 10 documents from each
cluster may be selected. A proportional presentation would use a proportionate number
of docq:ments from each cluster, relative to the total number of documents.

2. TopicBased Document Descriptiors

A second function of the presentation system 130 is the creation 702 of a
document description that can inserted into the search result presentation for each
document. These descriptions are based on the related phrases‘that are present in each
documd%-nt, and thus help the user understand what the document is about in a way that
is contegxhzally related to the search. The document descriptions can be either general or
personalized to the user.

a) General Topic Document Descriptions
As before, given a query, the search system 120 has determined the

related query phrases Qr and the phrase extensions of the query phrases as well, and

 then identified the relevant documents for the query. The presentation system 130

accesses each document in the search results and perform the follow operations.
First, the presentation system 130 ranks the sentences of the document by

the nuber of instances of query phrases Q, related query phrases Qr, and phrase
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' extensi#ms Qp, Iiﬁeby maintaining for each senterice of a dqcument counts of these

- Then ﬁle sentences are sorted by these counts, wrth the first sort key
being the count of query phrases Q, the second sort key being the count of related query
phrases Qr, and the final sort key being the count of phrase extensions Qp.

Finally, the top N (e.g,, 5) sentences following the sort are used as the
descripfion of the document, This set of sentences can be formatted and included in the
Ppresentation of the document in the modified search results 703. This process is
repeated. .for some number of documents in the search results, and may be done an

demand] each time the user requests a next page of the results.

b) Personalized Topic Based Document Descriptions .
In embodiments where personalization of the search results is provided,

the doclument descriptions can hkewxse be personalized to reflect the user interests as
.expressied in the user model. The presentation system 130 does this as follows.

First, the presentation system 130 determines, as before, the related
phraseq that are relevant to the user by imersectiﬁg the query related phrases Qr with
the uset model (which lists the phrases occurring in documents accessed b} the user).

The presentation systen; 130 then stable sorts this set of user related
phrases Ur according to the value of the bit vectors themselves, prepending the sorted
list to tl{ua list of query related phrases Qr, and removes any dup]iéate phrases. The
stable sbrt maintains the existing order of equally ranked phrases, This results in a set of
related Phasa which related to the query or the user, called set Qu.

) Now, the presentation system 130 uses this ordered list of phrases as the

basis fok ranking the sentences in each document in the search results, in a manner
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sim.ilax{ to the general document descnptlon process described above. Thus, for a given
docunent, the presentation system 130 ranks the senbm;:es of the document by the ‘
numbdr of instances of each of the user related phrases and tﬁe query related phrases
Qu, an{l sorts the ranked sentences accoiding to.the query counts, and finally sorts
based bn the number of phrase extensions for each such phrase. Whereas iareviously the
sort kelys where in the order of the quéxy phrases Q, related query phrases Qr, and
phrase extension Qp, here the sort kefs are in the order of the highest to lowest ranked
user related phrases Ur.

Again, this process is repeated for the documents in the search results
(either!on demand or aforehand). For each such doc.u.ment then the resulting document
descriﬁtion comprises the N top ranked sentences from the document. Here, these
sentenges will the ones that have the highest numbers of user r%d phrases Ur, and
thus represent the key sentences of the document that express the concepts and topics
most r?Ievant to the user (at least according to the information captured in the user
model).

3. Duplicate Document Detection and Elimination
In large corpuses such as the Internet, it is quite common for there to be

mdﬁp’e instances of the same document, or portions of a document in many different
locatiohs. For example, a given news article produced by a newé bureau such as the
Associfted Press, may be replicated in a dozen or more websites of individual
newspapers. Including all of these duplicate documents in xesponse to a search query
only byrdens the user with redundant information, and does niot usefully respond to the
query. Thus, the presentation system 130 provides a further capability 704 to identify
documents that are likely to be duplicates or near duplicates of each other, and only
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indud* one of these in‘the search results. Consequently, the nser recelves & much more
diversified and robust set of results, and does not have to waste fime reviewing
documients that are duplicates of each other. The presentation system 130 provides the
functignality as follows.

The presentation system 130 processes each document in the search result
set 701} For each document d, the presentation system 130 first determines the list of
related phrases R associated with the document. For each of these related phrases, the
presenfation system 130 ranks the sentences of the document according to the frequency
of occu;n'ence of each of these phrases, and then selects the top N (e.g., 5 to 10) ranking
sentenpes. This set of sentences is then stored in association with the document. One
way td do this is to concatenate the selected sentences, and then take use a hash tahie to
store the document identifier. ‘

Then, the presentation system 130 compares the selected sentences of
each dpcument d to the selected sentences of the other documem; in the search results
701, arid if the selected sentences match (within a tolerance), the documents are
presuried to be duplicates, and one of them is removed from the search results. For
example, the presentation system 130 can hash the concatenated sentences, and if the
hash tdble already has an entry for the hash value, then this indicates that the current
documient and presently hashed document are duplicates. The presentation system 130
can th¢n update the table with the document ID of one of the documents. Preferably,
the présentation system 130 keeps the document that has a higher page rank or other
query {ndependent measure of document significance. In addition, the presentation
system 130 can modify the index 150 to remove the duplicate document, so that it will

not appear in future search results for any query.
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I The saﬁe duplicate elimination process may be applied by the indexing
sys'cemi 110 directly. When a document is crawled, the above &escribed document
descrition process is performed to obtain the selected sentences, and then the hash of
‘these sentences. If the hash table is filled, then again the newly crawled Achment is
deeme! to be a duplicate of a previous document. Agaiﬁ, the indexing system 110 can
then k¢ep the document with the higﬁer page rank or other query independent measure.

| The present invention hag been described in particular detail with respect

to one possible embodiment. Those of skill in the art will appreciate that the invention
may bq practiced in other embodiments, First, the particular naming of the components,
capitalization of terms, the attributes, data structures, or any other programming‘or
stmctuira] aspect is not mandatory or significant, and the mechanisms that implemenf
the inv}enﬁon or its features may have different names, formats, or protocols. Further,
the system may be implemented via a combination of hardware and software, as
dcscriﬂed, or entirely in hardware elements. Also, the particular division of functionality
betweéh the various system components described herein is merely exemplary, and not
mandafory; funcbons performed by a single system component may instead be
performed by multiple components, and functions performed by multiple components
may ingtead performed by a single component.

Some portions of above description present the features of the present
inventipm in terms of algorithms and symbolic representations of operations on
informétion, These algorithmic descriptions and representations are the means used by
those skilled in the data processing arts to most effectively convey the substance of their
work td others skilled in the art. These operations, while described functionally or

logicall;y, are understood to be implemented by computer programs. Purthermore, it has
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also prpven coﬁvenient at times, to refer to these arrangements of operations as modules
or b).f f‘mchonal names, without loss of generality.

' Unless specifically stated otherwise as apparent from the above
discusgion, it is appreciated that throughout the description, discussions utilizing terms
such a$ “processing” or “computing” or “caleulating” or “determining” or “displaying”
or the like, refer to the action and processes of a compuﬁ system, or similar electronic
compulting device, that manipulates and transforms data represented as physical
{electrgnic) quantities within the computer system memories or registers or other such
informption storage, transmission or display devices.

Certain aspects of the present invention include process steps and
instruckions described herein in the form of an algorithm. It should be noted that the
process steps and instructions of the present invention could be embodied in software,
firmwdre or hardware, and when embodied in software, could be downloaﬁed to reside
on and|be operated from different platforms used by real time network operating
systems.

The present invention also relates to an apparatus for performing tﬁe
operatibns herein. This apparatus may be specially constructed for the required
purposs, or it may comprise a general-purpose computer selectively activated or
reconfigured by a computer program stored on a computer readable medium that can be
accessedd by the computer. Such a computer program may be stored in a computer
readable storage medium, such as, but is not limited to, any type of disk including
floppy ,djsks, optical disks, CD-ROMs, magnetic-optical disks, read-only memories
(ROMs), random access memories (RAMs), EPROMs, EEPROMSs, magnetic or optical

cards, 4pplicatim specific integrated circuits (ASICs), or any type of media suitable for
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storinglelectronic instrictions, and each coupled to a computer system bus,

Futthqmore, the-cﬁmputers referred to in the specification may include a single
procesgor or may be architectures employing multiple processor designs for increased
compujing capability,

The algorithms and operations presented herein are not inhereﬁtly
related;to any particular computer or other apparatus. Various general-purpose systems
may alfo be used with programs in a‘ccordam:e with the teachmgs herein, or it may
prove donvenient to construct more specialized apparatus to perform the required
methocj steps. The required structure for a variety of these systerns will be apparent to
those of skill in the, along with equivalent variations. In addition, the present invention
is not d,escribed with reference to any particular programming language. It is
apprecjated that a variety of programming languages may be used to implement the
teachinigs of the present invention as described herein, and any references to specific
languages are provided for disclosure of enablement and best mode of the present
invenﬁbn.

The present invention is well suited to a wide vériety of computer
network systems over numerous topologies. Within this field, the configuration and
managément of large networks comprise storage devices and computers that are
commuinicatively coupled to dissimilar computers and storage devices over a network,
such agjthe Internet.

 Finally, it should be noted that the languaée used in the specification has
been pléincipally selected for readability and instructional purposes, and may not have

been selected to delineate or circumscribe the inventive subject matter. Accordingly, the
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dmclos}.ue of the presentinvention is intended to be illustrative, but not limiting, of the

scope df the invention, which is set forth in the following claims.
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

L. A method of automatically generating a description of a document, the method
comprising:

retrieving 2 document in response to a query, the query comprising a query phrase,

11 Nov 2008

the document including a plurality of sentences;
calculating, for sentences of the document, a first count that includes a measure of
a number of instances in which the query phrase occurs in the sentences;
calculating, for sentences of the document, a second count that includes a measure
of a number of instances in which any of one or more related phrases of the

query phrase occurs in the sentences;

2005203237

calculating, for sentences of the document, a third count that includes a measure of
a number of instances in which any of cne or more phrase extensions of the
query phrase occurs in the sentences, wherein a phrase extension is a
super-sequence that begins with the query phrase;

selecting one or more of the sentences of the document based on their Tespective
first, second and third counts; and

forming a description of the document from the selected sentences.

2, The method of claim 1, wherein selecting the one of more of the sentences of the
document based on their respective first, second and third counts, comprises:

sorting the sentences of the document in declining order of their respective counts;
and ‘

selecting a number of the sentences of the document having the highest counts,

3. The method of claim 2, wherein sorting the sentences of the document in declining
order of their respective counts, comprises:

the first count of the query phrase constituting a primary sort key;

the second count constituting a secondary sort key; and

the third count constituting a tertiary sort key.

4, A method of automatically generating a description of a document, the description
personalized to a user, the method comprising;
storing a user model associated with the user, and comprising a plurality of phrases

contained in documents accessed by the user;
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receiving a query from the user, the query comprising at least one query phrase;
selecting a document responsive to the query;
identifying phrases that are related to the query and present in the user model; and

generating a document description personalized to the user comprising selected

11 Nov 2008 —

sentences of the document, wherein the sentences are selected and ordered
in the document description as a function of “a number of the identified

phrases in each sentence.

5. A method of automatically generating a description of a document, the description
personalized to a user, the method comprising:

storing a user model associated with the user, and comprising a plurality of phrases

2005203237

contained in documents accessed by the user;
receiving a query from the user, the query comprising at least one query phrase;
selecting a document responsive to the query;
identifying phrases that are related to the query and present in the user model;
ordering the identified phrases with respect to the user model;
calculating for sentences of the document, a count of each of the ordered phrascs
in the sentences; ’
. selecting one or more sentences based on their respective phrase counts; and
forming a description of the document from the selected sentences, thereby

forming a document description personalized to the user.

6. A tangible computer readable storage medium storing a computer program executable
by a processor for automatically generating a description of a document, the operations of the
! computer program comprising:
retrieving a document in response to a query, the query comprising a query phrase,
the document including a plurality of sentences;
calculating for sentences of the document, a first count that includes a measure of
anumber of instances in which the query phrase occurs in the sentences;
calculating, for sentences of the document, a second count that includes a measure
of a number of instances in which any of one or more related phrases of the
query phrase occurs in the sentences;
calculating, for sentences of the document, a third count that includes a measure of

anumber of instances in which any of one or more phrase extensions of the
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query phrase occurs in the sentences, wherein a phrase extension is a
super-sequence that begins with the query phrase;

selecting one or more of the sentences of the document based on their respective
first, second and third counts; and

forming a description of the document from the selected sentences,

7. A tangible computer readable storage medium storing a computer program executable -
by a processor for automatically generating a description of a document, the description
personalized to a user, the operations of the computer program comprising:
storing a user modet associated with the user, and comprising a plurality of phrases
contained in documents accessed by the user;
receiving a query from the user, the query comprising at least onc query phrase;
selecting a document responsive to the query;
identifying phrases that are related to the query and present in the user model; and
generating a document description personalized to the user comprising selected
sentences of the document, wherein the sentences are selected and ordered
in the document description as a function of a number of the identified

phrases in each sentence.

8. A computer implemented system for automatically generating a description of a
document, comprising:

a document retrieval system executed by a computer and adapted to retrieve a
document in response to a query, the query including a query phrase, the
document including a plurality of sentences; and

a document description system executed by a computer and adapted to:

calculate, for sentences of the document, & first count that includes a measure
of a number of instances in which the query phrase occurs in the
sentences;
select one or more of the sentences of the document based on their respective
counts, the selecting further comprising:
sorting sentences of the document in declining order of their respective
counts, the first count constituting a primary sort key, a second
count that includes a measure of a number of instances in which

any of one or more related phrases of the query phrase occurs in
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the respective sentences of the document constituting a
secondary sort key, and a third count that includes a measure of
a number of instances in which any of one or more phrase

extensions of the query phrase occurs in the respective

11 Nov 2008 —

sentences of the document constituting a tertiary sort key, and
selecting a mumber of the sentences of the document having the highest
counts; and

form a description of the document from the selected sentences.

9. A computer implemented system for automatically generating a description of a

document, the description personalized to a user, comprising:

2005203237

auser mode] associated with the user, stored in a storage medinm and comprising
aplurality of phrases contained in documents accessed by the user; and
a query processing system executed by a computer and adapted to:
receive a query from the user, the query comprising at least one query phrase;
select a document responsive to the query;
identify phrases that are related to the query and present in the user model; and
generate a document description personalized to the user comprising selected
sentences of the document, wherein the sentences are selected and
ordered in the document description as a function of a number of the
identified phrases in each sentence.

10.  The method of any one of claims 1 to 4, or the tangible computer readable storage
medium of claim 6, or the computer implemented system of claim 8, wherein forming a
description of the document from the selected sentences, comprises concatenating the selected
sentences to form a block of text.

1. The method of claim 5, or the tangible computer readable storage medium of claim 7,
or the computer implemented system of claim 9, wherein generating a document description
comprising selected sentences of the document, comprises concatenating the selected
sentences to form a block of text.

12. The method of any one of claims 1 to 5 or 10 to 11, or the tangible computer readable

storage medium of any one of claims 6 to 7 or 10 to 11, or the computer implemented system
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of any one of claims 8 to 11, wherein a phrase g is a related phrase of another phrase @ where
an information gain of g; with respect to g exceeds a predetermined threshold,

13. The method of claim 12, wherein the information gain is a function of both actual and
expected co-occurrence rates of gj and g.

14, The method of claim 4 or 5, or the tangible computer readable storage medium of
claim 7, or the computer implemented system of claim 9, wherein identifying related phrases
of the query phrase in a sentence comprises reading a related phrase bit vector of the query
phrase, the related phrase bit vector having an ordered set of bits, each bit indicating whether

a corresponding related phrase is present in a given document.

15.  The method according to any one of claims 1 to 5 or 10 to 14, or the tangible computer
readable storage medium according to any one of claims 6, 7 or 10 to 14, or the system
according to any one of claims 8 to 11 substantially as hereinbefore described with reference

to the accompanying Drawings.

Dated this ELEVENTH day of NOVEMBER 2008

Google Inc.,
Patent Attorneys for the Applicant:

FBRICE & CO

61

COMS ID No: ARCS-212966 Received by IP Austrafia: Time (H:m) 16:01 Date (Y-M-d) 2008-11-11

-68-




25 Jul 2005

2005203237

-~ 1/8

190
| websttes [~
'y
180
Internet Query -
L ]
4
140 ;
FrontEnd  |e——— Moded
Server
Oulary
4
110 120 130
Indexing Search Presentation
System System System
>

FIG. 1

-69-




25 Jul 2005

2005203237

2/8

200
" (Collect Possible and

Good Phrases, and
ooccurence Statistics

Y

T

202
Classify Possible Phases
as Good Phrases or Bad
‘ Phrases

4
204
Prune Good Phrases
based on Information  |«—

208

206 °

Possible .
Phrases

160
Phrase Data

212

Matrix

Incomplete
Phrases

Gain and Phrase
Extensions

FIG. 2

-70-

Co-occurence




25 Jul 2005

2005203237

3/8.

304 -

3021

History and Origin of the Australian Shepherd

£30
. | Despite it's name, th¢ Australian Shepherd as we know it was

developed in the United States. In the late 1800's, the for-

‘[ runners of today's "Auss1es“ came to the westem and north-

westem states ‘mmmmmm that
+accompanied the vast numbers of sheep being imported from
Australia. These hard working, medium sized, "little blue dogs"

impressed the American ranchers.

v i+30
The Australian Shepherd Ciub of America (ASCA] was formed
in 1957 to promote the breed, and several clubs: kept breed

registries. A unified standard was adopted in 1976, and the
regiétries combined in 1980. (National Stock Dog Registry
keeps a separate Australian Shepherd registry.) ASCA has
promoted the breed with conformation, stock-dog (herding),
and obedience programs, and a. recently formed rescue
preram. An excellent book about the breed is "All About
Aussies” by Jeanne Joy Hartnagle.
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