wo 2010/136969 A1 I 0K O 0P

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Organization /’@T‘?’i‘\
International Bureau v{ ’0
&)
(43) International Publication Date N\

2 December 2010 (02.12.2010)

(10) International Publication Number

WO 2010/136969 A1l

(51

eay)

(22)

(25)
(26)
(30)

1

(72)
(73)

74

International Patent Classification:
GO6F 3/048 (2006.01) GO6F 3/041 (2006.01)

International Application Number:
PCT/IB2010/052318

International Filing Date:
25 May 2010 (25.05.2010)

Filing Language: English
Publication Language: English
Priority Data:

12/474,407 29 May 2009 (29.05.2009) US

Applicant (for all designated States except US): NOKIA
CORPORATION [FI/FI]; Keilalahdentie 4, FIN-02150
Espoo (FD).

Inventors; and

Inventors/Applicants (for US only): NIKULA, Jarmo
Antero [FI/FI]; Nilatie 6, FIN-90940 Jaali (FI).
SALMELA, Mika Allan [FI/FI]; Kurrenkuja 6 A 3,
FIN-90250 Oulu (FI). LESKELA, Jyrki Veikko [FI/FI];
Niilonrinne 7 A 1, FIN-90830 Haukipudas (FI).

Agent: NOKIA CORPORATION; IPR Department,
Virpi Tognetty, Keilalahdentie 4, FIN-02150 Espoo (FI).

(81) Designated States (unless otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,
AO, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,
NO, NZ, OM, PE, PG, PH, PL, PT, RO, RS, RU, SC, SD,
SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN, TR,
TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.

(84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG,
ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,
LV, MC, MK, MT, NL, NO, PL, PT, RO, SE, SI, SK,
SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ,
GW, ML, MR, NE, SN, TD, TG).

Published:

with international search report (Art. 21(3))

before the expiration of the time limit for amending the
claims and to be republished in the event of receipt of
amendments (Rule 48.2(h))

(54) Title: ZOOMING OF DISPLAYED IMAGE DATA

410

(57) Abstract: A user interface includes a con-
troller which is configured to display image
data, receive input indicating a touch area corre-
sponding to at least a portion of the image data,
perform a zoom-in action on the at least portion
of the image data and to display at least a por-
tion of the zoomed-in portion in addition to the
remainder of the image data in response thereto.



WO 2010/136969 PCT/IB2010/052318
1

Zooming of displayed image data

BACKGROUND

1. Field

[0001] The present application relates to a user interface, an apparatus and a
method for control of displaying image data, and in particular to a user
interface, an apparatus and a method for improved zooming of displayed

image data.

2. Brief Description of Related Developments

[0002]More and more electronic devices such as mobile phones, Media
players, Personal Digital Assistants (PDAs) and computers both laptops and
desktops are being used to display various image data such as media files
(such as video files, slide shows and artwork for music files), internet content,
image data representing maps, documents or other files and other image
data.

[0003]A common problem is that the image (possibly representing a
document or other file) is larger than the available display area (either the
display size or an associated window’s size). The common solution is to
provide a zoom in function which allows a user to zoom in on the displayed

content.

[0004]An apparatus that allows an easy to use and learn zoom in function
would thus be useful in modern day society.

SUMMARY
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[0005]On this background, there is provided a user interface, an apparatus
and a method that overcomes or at least reduces the drawbacks indicated
above by providing an apparatus according to the claims.

[0006] According to a first aspect of the present invention, there is provided
an apparatus comprising a controller, wherein said controller is arranged to
display image data, receive input indicating a touch area corresponding to at
least a portion of said image data, perform a zoom-in action on the at least
portion of said image data and to display at least a portion of the zoomed-in
portion in addition to the remainder of the image data in response thereto.

[0007] According to a second aspect of the present invention, there is
provided an apparatus comprising means for displaying image data, means
for receiving input indicating a touch area corresponding to at least a portion
of said image data, means for performing a zoom-in action on the at least
portion of said image data and means for displaying at least a portion of the
zoomed-in portion in addition to the remainder of the image data in response

thereto.

[0008] According to a third aspect of the present invention, there is provided
a user interface comprising a controller configured to display image data,
receive input indicating a touch area corresponding to at least a portion of
said image data, perform a zoom-in action on the at least portion of said
image data and to display at least a portion of the zoomed-in portion in
addition to the remainder of the image data in response thereto.

[0009] According to a fourth aspect of the present invention, there is
provided a computer readable medium comprising at least computer program
code for controlling an apparatus, said computer readable medium comprising
software code for displaying image data, software code for receiving input
indicating a touch area corresponding to at least a portion of said image data,
software code for performing a zoom-in action on the at least portion of said
image data and software code for displaying at least a portion of the zoomed-
in portion in addition to the remainder of the image data in response thereto.
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[0010] According to a fifth aspect of the present invention, there is provided a
method for use in an apparatus comprising at least a processor, said method
comprising displaying image data, receiving input indicating a touch area
corresponding to at least a portion of said image data, performing a zoom-in
action on the at least portion of said image data and displaying at least a
portion of the zoomed-in portion in addition to the remainder of the image data

in response thereto.

[0011] Further objects, features, advantages and properties of device, method
and computer readable medium according to the present application will
become apparent from the detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012]In the following detailed portion of the present description, the
teachings of the present application will be explained in more detail with

reference to the example embodiments shown in the drawings, in which:

[0013]Fig. 1 is an overview of a telecommunications system in which a device
according to the present application is used according to an embodiment,

[0014]Fig. 2a and b are views of each an apparatus according to an

embodiment,

[0015]Fig. 3 is a block diagram illustrating the general architecture of an
apparatus of Fig. 2a in accordance with the present application,

[0016]Fig. 4a to e are screen shot views of an apparatus or views of an

application window according to an embodiment,

[0017]Figs. 5a-5¢ are application views of an apparatus or views of an

application window according to an embodiment, and
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[0018]Fig. 6 is a flow chart describing a method according to an embodiment

of the application.

DETAILED DESCRIPTION OF THE DISCLOSED EMBODIMENTS

[0019]In the following detailed description, the user interface, the apparatus,
the method and the software product according to the teachings for this
application in the form of a cellular/mobile phone will be described by the
embodiments. It should be noted that although only a mobile phone is
described the teachings of this application can also be used in any electronic
device such as in portable electronic devices such as laptops, PDAs, mobile
communication terminals, electronic books and notepads and other electronic

devices offering access to information.

[0020]FIG. 1 illustrates an example of a cellular telecommunications system
in which the teachings of the present application may be applied. In the
telecommunication system of FIG. 1, various telecommunications services
such as cellular voice calls, www or Wireless Application Protocol (WAP)
browsing, cellular video calls, data calls, facsimile transmissions, music
transmissions, still image transmissions, video transmissions, electronic
message transmissions and electronic commerce may be performed between
a mobile terminal 100 according to the teachings of the present application
and other devices, such as another mobile terminal 106 or a stationary
telephone 132. It is to be noted that for different embodiments of the mobile
terminal 100 and in different situations, different ones of the
telecommunications services referred to above may or may not be available;
the teachings of the present application are not limited to any particular set of

services in this respect.

[0021]The mobile terminals 100, 106 are connected to a mobile
telecommunications network 110 through Radio Frequency (RF) links 102,
108 via base stations 104, 109. The mobile telecommunications network 110
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may be in compliance with any commercially available mobile
telecommunications standard, such as Group Spéciale Mobile (GSM),
Universal Mobile Telecommunications System (UMTS), Digital Advanced
Mobile Phone system (D-AMPS), The code division multiple access standards
(CDMA and CDMAZ2000), Freedom Of Mobile Access (FOMA), and Time
Division-Synchronous Code Division Multiple Access (TD-SCDMA).

[0022] The mobile telecommunications network 110 is operatively connected
to a wide area network 120, which may be Internet or a part thereof. An
Internet server 122 has a data storage 124 and is connected to the wide area
network 120, as is an Internet client computer 126. The server 122 may host a
www/wap server capable of serving www/wap content to the mobile terminal
100.

[0023] A public switched telephone network (PSTN) 130 is connected to the
mobile telecommunications network 110. Various telephone terminals,

including the stationary telephone 132, are connected to the PSTN 130.

[0024] The mobile terminal 100 is also capable of communicating locally via a
local link 101 to one or more local devices 103. The local link can be any type
of link with a limited range, such as Bluetooth, a Universal Serial Bus (USB)
link, a Wireless Universal Serial Bus (WUSB) link, an IEEE 802.11 wireless
local area network link, a Radio Standard link for example an RS-232 serial
link, etc. The local devices 103 can for example be various sensors that can
communicate measurement values to the mobile terminal 100 over the local
link 101.

[0025]A computer such as a laptop or desktop can also be connected to the
network both via a radio link such as a WiFi link, which is the popular term for
a radio frequency connection using the WLAN (Wireless Local Area Network)
standard IEEE 802.11.
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[0026]1t should be noted that the teachings of this application are also
capable of being utilized in an internet network of which the

telecommunications network described above may be a part of.

[0027] It should be noted that even though the teachings herein are described
solely to wireless networks it is in no respect to be limited to wireless networks
as such, but it to be understood to be usable in the Internet or similar

networks.

[0028]It should thus be understood that an apparatus according to the
teachings herein may be a mobile communications terminal, such as a mobile
telephone, a media player, a music player, a video player, an electronic book,
a personal digital assistant, a laptop as well as a stationary device such as a

desktop computer or a server.

[0029]An embodiment 200 of the mobile terminal 100 is illustrated in more
detail in FIG. 2a. The mobile terminal 200 comprises a speaker or earphone
202, a microphone 206, a main or first display 203 and a set of keys 204
which may include keys such as soft keys 204b, and a joystick 205 or other
type of navigational input device. In this embodiment the display 203 is a
touch-sensitive display also called a touch display which displays various
virtual keys 204a.

[0030]An alternative embodiment of the teachings herein is illustrated in
figure 2b in the form of a computer which in this example is a desktop
computer 200. The computer has a screen 203, a keypad 204 and
navigational means in the form of a cursor controlling input means which in

this example is a computer mouse 205.

[0031]1t should be noted that a computer can also be connected to a wireless
network as shown in figure 1 where the computer 200 would be an
embodiment of the device 100.
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[0032] The internal component, software and protocol structure of the mobile
terminal 200 will now be described with reference to FIG. 3. The mobile
terminal has a controller 300 which is responsible for the overall operation of
the mobile terminal and may be implemented by any commercially available
CPU ("Central Processing Unit"), DSP ("Digital Signal Processor") or any
other electronic programmable logic device. The controller 300 has
associated electronic memory 302 such as Random Access Memory (RAM),
Read Only Memory (ROM), Electrically Erasable Programmable Read-Only
Memory (EEPROM), flash memory, or any combination thereof. The memory
302 is used for various purposes by the controller 300, one of them being for
storing data used by and program instructions for various software in the
mobile terminal. The software includes a real-time operating system 320,
drivers for a man-machine interface (MMI) 334, an application handler 332 as
well as various applications. The applications can include a media file player
350, a notepad application 360, as well as various other applications 370,
such as applications for voice calling, video calling, sending and receiving
messages such as Short Message Service (SMS), Multimedia Message
Service (MMS) or email, web browsing, an instant messaging application, a
phone book application, a calendar application, a control panel application, a
camera application, one or more video games, etc. It should be noted that two
or more of the applications listed above may be executed as the same

application.

[0033] The MMI 334 also includes one or more hardware controllers, which
together with the MMI drivers cooperate with the first display 336/203, and the
keypad 338/204 as well as various other Input/Output devices such as
microphone, speaker, vibrator, ringtone generator, LED indicator, etc.

[0034] The software also includes various modules, protocol stacks, drivers,
etc., which are commonly designated as 330 and which provide
communication services (such as transport, network and connectivity) for an
RF interface 306, and optionally a Bluetooth interface 308 and/or an IrDA
interface 310 for local connectivity. The RF interface 306 comprises an

internal or external antenna as well as appropriate radio circuitry for
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establishing and maintaining a wireless link to a base station (e.g. the link 102
and base station 104 in FIG. 1). The radio circuitry comprises a series of
analogue and digital electronic components, together forming a radio receiver
and transmitter. These components include, band pass filters, amplifiers,
mixers, local oscillators, low pass filters, Analog to Digital and Digital to
Analog (AD/DA) converters, etc.

[0035] The mobile terminal also has a Subscriber Identity Module (SIM) card
304 and an associated reader. The SIM card 304 comprises a processor as

well as local work and data memory.

[0036] In the following description it will be assumed that the display is a touch
display and that a tap is performed with a stylus or finger or other touching
means tapping on a position on the display. It should be noted that a tap may
also be included by use of other pointing means such as a mouse or touch
pad controlled cursor which is positioned at a specific position and then a
clicking action is performed. In the description it will be assumed that a tap

input comprises a clicking action at an indicated position.

[0037]Figure 4 show a series of screen shot views of an apparatus 400
according to the teachings herein. It should be noted that such an apparatus
is not limited to a mobile phone, but can be any apparatus capable of

displaying image data.

[0038]It should be noted that the image data may be stored on said
apparatus or remotely at another position or in another apparatus. Image data
may also be downloaded while it is being displayed, so called streaming.

[0039] Examples of such apparatuses are computers, media players, mobile
phones, personal digital assistants (PDA), digital cameras, navigation devices
such as GPS (Global Positioning System) devices, game consoles electronic
books, Digital Video Disc players, television sets, photo and video cameras,

electronic books and electronic dictionaries.
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[0040] The apparatus 400 has a display 403, which in this embodiment is a
touch display.

[0041]A controller is configured to display image data or content 410, see
figure 4a. This image data may represent an image, a video, a document, a
map, downloaded internet content, other downloaded content etc. In one
embodiment the image data 410 is displayed in an application window 414.

[0042]If a user zooms in the whole content he may loose overview of the
image data and has to pan or scroll the content to maintain the overview.
However, by only zooming in on a portion of the displayed image data a user
will be able to maintain an overview of the complete content while still being

able to see a specific area more clearly.

[0043] A controller is configured to receive input indicating an area 411 on the
display 403. In one embodiment the area 411 is encompassed within the

application window 414, see figure 4b.

[0044] The controller is configured to perform a zoom-in action on the area
411, hereafter referred to as the touch area 411 and to display the touch area
at a different magnification, that is, to display it as zoomed in.

[0045]In one embodiment the controller is configured to determine the touch
area 411 to also include an area surrounding the immediate touch area 411.
Hereafter this will be referred to as the touch area 411. In such an
embodiment the zoomed-in area is larger than the area actually touched
which enables a user to zoom-in larger areas which is useful when using a

stylus or for users with small fingers.

[0046]In one embodiment the magnification is one of the factors: 1:1.25,
1:1.30, 1:1.35, 1:1.40, 1:1.45, 1:1.50, 1:1.55, 1:1.60, 1:1.65, 1:1.70, 1:1.75,
1:1.80, 1:1.85, 1:1.90, 1:1.95, 1:2, 1:2.25, 1:2.50, 1:2.75, 1:3, 1:4, 1:5, 1:10. It
should be noted that other magnification factors are also possible such as any

factor in between the factors listed.
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[0047]In one embodiment the magnification factor is not constant. In one
such embodiment the magnification factor is dependant on the size of the
touch area 411 and in one embodiment on the size of the touch area 411 in
relation to the size of the application window and in one embodiment on the
size of the touch area 411 in relation to the size of the displayed content 410.

[0048]In one embodiment the controller is configured to determine for each
pixel to be displayed close to the touching area 411 in a manner resembling a
so-called worm-like or free-form lens effect. This is based upon determining
whether a distance from a pixel to the nearest point on the center line 415 is
below a first threshold value and if so magnify the image data corresponding
to that pixel. If the distance is larger than the first threshold value it is
determined if it is below a second threshold value and if so the image data
corresponding to that pixel belongs to the transition area 413 and then
magnify it accordingly. Otherwise the image data corresponding to that pixel is
not magnified. In one embodiment this is done by tracing the center of the

touching area 411 and performing the determination for the adjacent pixels.

[0049] Mathematically this may be expressed as a generalization of the radial
coordinate remapping. The equation below maps the original image f(x,y) into
a modified image g(x,y) as a piecewise continuous function where (see figure
4c):

(xi,yi), iea..b is a path drawn on the display, i.e. representing the
centerline 415 of the touch area 411 from point A to point B (see figure
4c);R0 and R1 are the distances of outer and inner boundaries of a

lens frame seen from the center line 415;

(xc, yc) is the center point of the free-form lens; and

M is the magnification factor inside the inner boundaries of the lens.
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[0051]In one embodiment a controller is configured to continue the zoom-in
action until a zoom factor has been reached. The controller is thus configured

to zoom in to a specified zoom-in factor or magnification.

[0052]In one embodiment a controller is configured to continue the zoom-in
action until an area corresponding to a percentage of the touch area 411 has

been zoomed in.

[0053]In one embodiment the magnification factor is not constant over the
zoomed in area (411). In one such embodiment the magnification factor is
dependant on the distance from the zoomed in pixel to the center line 415. In
one embodiment the magnification factor varies linearly. In one embodiment

the magnification factor varies non-linearly.

[0054]In one embodiment the controller is configured to first zoom in the
touch area 411 at a first magnification and then to continue zooming in until a

second magnification is reached.

[0055]In one embodiment the controller is configured to first zoom in the
touch area 411 at a first size and then to continue zooming in until a second
size is reached.

min

>R,



WO 2010/136969 PCT/IB2010/052318
12

[0056]In one embodiment the controller is configured to first zoom in the
touch area 411 at a first magnification and size and then to continue zooming

in until a second magnification and size is reached.

[0057]In one embodiment the first magnification is 1:1.25.

[0058]In one embodiment the second magnification is 1:1.7.

[0059] It should be noted that any magnification from the listed ones may be
used as a first or second magnification.

[0060]In one embodiment the first size is 108% of the touch area 411.

[0061]In one embodiment the second size is 115% of the touch area 411.

[0062] It should be noted that any size corresponding to a magnification from
the listed magnifications may be used as a first or second size.

[0063]In one embodiment a controller is configured to continue the zoom-in
action until a timeout value has been reached. The controller is thus

configured to zoom in for a preset time.

[0064]In one embodiment a controller is configured to continue the zoom-in
action until the first input is released. A user can thus control the zoom-in

action by keeping his finger or stylus pressed against the display.

[0065]In one embodiment a controller is configured to continue the zoom-in
action until an input indicating a position being remote from the zoomed-in

area is received.

[0066]In one embodiment a controller is configured to stop the zoom-in action
in response to receiving an input indicating a position being remote from the

zoomed-in area.
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[0067]In one embodiment a controller is configured to stop the zoom-in action

when the zoomed-in area 411+413, fills the available display space.

[0068]In one such embodiment the zoom-in is continued until one edge of the

zoomed-in area is adjacent an edge of the available display space.

[0069]In one such embodiment the zoom-in is continued until two edges of
the zoomed-in area are adjacent two edges of the available display space. In
one such embodiment the zoom-in is continued until two edges of the
zoomed-in area are adjacent two opposite edges of the available display

space.

[0070]In one such embodiment the zoom-in is continued until three edges of

the zoomed-in area are adjacent three edges of the available display space.

[0071]In one such embodiment the zoom-in is continued until four edges of

the zoomed-in area are adjacent four edges of the available display space.

[0072]In one embodiment a controller is configured to cancel the zoom-in
action in response to receiving an input indicating a position being remote

from the zoomed-in area and thereby display the original image data 410.

[0073]In one embodiment the controller is configured to receive an input
representing a further touch area (not shown) and in response thereto zoom-

in on the further touch area.

[0074]In one such embodiment the further touch area partially overlaps the
first touch area 411 wherein the zoomed in area is expanded to include the

further touch area.

[0075]In one such embodiment the further touch area is encompassed within
the first touch area 411 whereupon the further touch area is further zoomed

in.
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[0076]In one such embodiment the further touch area is encompassed within
the first touch area 411 whereupon the first touch area is further zoomed in.

[0077]In one embodiment the controller is configured to display the zoomed-
in touch area 411 so that the center of the zoomed-in area (411+413)
corresponds to the center of the touch area 411.

[0078]In one embodiment the controller is configured to display the zoomed-
in touch area 411 so that the center of the zoomed-in area (411+413) does
not correspond to the center of the touch area 411. This enables a zoomed-in
area (411+413) close to an edge of the application window 414 to be
displayed in full.

[0079]In one embodiment the controller is configured to receive an input
representing a panning action and in response thereto display the image data
as being translated or panned.

[0080]In one such embodiment the input representing a panning action is a
touch input comprising a gesture starting at a position inside the touch area
411.

[0081]Figures 4d and 4e are screenshot views of an apparatus as above
where an image 410 is displayed. In figure 4d a user is making a stroke on the
display 403 and a controller is configured to zoom in on the touched area 411

in response thereto. Figure 4e shows the result.

[0082]In one embodiment the controller is configured to also perform a zoom-
in action on an area 413 surrounding the touch area 411, hereafter referred to
as a transitional area 413, see figure 4e where an image has been (partially)
zoomed in. In one embodiment the controller is configured to display the
content of or image data corresponding to the transition area 413 with a
varying magnification. The magnification in the transition area 413 varies
between zero magnification and the magnification used for the touch area



WO 2010/136969 PCT/IB2010/052318
15

411. This will provide for a smooth transition from the zoomed-in content in
the touch area 411 and the displayed image data 410.

[0083]As can be seen the zoomed-in area (411+413) is smoothly embedded
in the image data 410 without sharp edges. This provides a user with an
increased overview of how the zoomed-in area 411+413 is associated with
the rest of the image data 410.

[0084]In one embodiment the controller is configured to display the zoom-in
action as an animation. In one such embodiment the animation is performed

in real time.

[0085]In one embodiment the controller is configured to stop displaying the
zoomed-in area as being zoomed in after a time-out period has lapsed.

[0086]In one embodiment the controller is configured to continue displaying
the zoomed-in area as being zoomed in until a cancellation input has been

received.

[0087]In one such embodiment a user may zoom in on the subtitles of a video
stream or file and the subtitles will be maintained as zoomed-in during the
playback of the video file or stream.

[0088]Figure 5 shows a series of screen shot views of an apparatus (not
shown) according to the teachings herein. It should be noted that such an
apparatus is not limited to a mobile phone, but can be any apparatus capable
of displaying image data.

[0089]It should be noted that the image data may be stored on said
apparatus or remotely at another position or in another apparatus. Image data

may also be downloaded while it is being displayed, so called streaming.

[0090]Examples of such apparatuses are computers, media players, mobile
phones, personal digital assistants (PDA), digital cameras, navigation devices



WO 2010/136969 PCT/IB2010/052318
16

such as GPS (Global Positioning System) devices, game consoles electronic
books, Digital Video Disc players, television sets, photo and video cameras,
electronic books and electronic dictionaries.

[0091] The apparatus has a display 503, which in this embodiment is a touch
display.

[0092]Figure 5a and b show an application window 514 in which a map or
image data representing a map 510 is displayed. A user is stroking over the
display 503 thereby marking and inputting a touch area 511. In figures 5a and
b the touch area 511 is differently illuminated than the surroundings. In this
example this is for illustrating purposes and need not be implemented in an
embodiment of the teachings herein.

[0093]In one embodiment the surrounding is displayed with a modified or
altered illumination and the zoomed-in portion is displayed with the original

illumination.

[0094]In one embodiment the zoomed-in portion is displayed with a modified
or altered illumination and the surrounding is displayed with the original

illumination.

[0095]In one embodiment the modified or altered illumination is made brighter

than the original illumination.

[0096]In one embodiment the modified or altered illumination is made darker

than the original illumination.

[0097]In one embodiment the surrounding is displayed as being blurred.

[0098]By changing the illumination or by providing another visual effect as
given in the examples above a user is provided with an indication that the
finger or stylus stroke has been registered. A user is also provided with an
indication of which parts of the displayed content have already been marked.



WO 2010/136969 PCT/IB2010/052318
17

[0099]In one embodiment a controller is configured to display a visual effect
as given in the examples above gradually over the displayed content. In one
such embodiment the visual effect is applied gradually to the transition area
513.

[00100] A controller is configured to perform a zoom-in action or

operation in response to receiving the input indicating the touch area 511.

[00101] In one embodiment the controller is configured to display the
zoomed-in touch area as enlarged to fill the display area 503 or application

window 514.

[00102] In figure 5b the resulting displayed map is shown.

[00103] Figure 5¢ and d show an application window 514 in which a
image data representing a downloaded web content 510 is displayed. A user
is stroking over the display 503 thereby marking and inputting a touch area
511. In figures 5c and d the touch area 511 is differently illuminated than the
surroundings. In this example this is for illustrating purposes and need not be

implemented in an embodiment of the teachings herein.

[00104] A controller is configured to perform a zoom-in action or

operation in response to receiving the input indicating the touch area 511.

[00105] In this example the marked touch area 511 corresponds to an
area which will be larger than the available window space and the controller is

configured to display a portion of the zoomed-in touch area 511.

[00106] In one embodiment the controller is configured to receive an
input representing a stroke gesture having a direction and originating within
the touch area 511 and to display the image data 510 and the zoomed-in
touch area 511 as translated in the direction given by the input. A user can
thus pan the displayed data by stroking on the display.
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[00107] In one embodiment the controller is configured to receive an
input representing a stroke gesture having a direction and originating within
the touch area 511 and to display the zoomed-in touch area 511 as translated
in the direction given by the input. A user can thus pan the zoomed-in content
by stroking on the display.

[00108] In figure 5d the resulting displayed content 510 is shown.

[00109] In one embodiment a controller is configured to determine and
display a transition area 513 as has previously been described. In one such
embodiment the controller is further configured to re-determine said transition

area as the touch area 511 is translated or panned or scrolled.

[00110] Figure 6 shows a flowchart describing a general method as has
been discussed above. In a first step 610 image data is displayed. In a
second step 620 an input is received indicating a touch area and a controller

zooms in on the touch area in response thereto in step 630.

[00111] It should be noted that in one embodiment according to all the
embodiments above the controller is configured to perform a zoom-out action

instead of the zoom-in action having been described.

[00112] This allows a user to perceive an overview of a certain area of a
displayed image. This is useful for map applications where a user may want to
know how an area is connected to other areas without loosing the scale of
another area being watched. For example if a user is traveling along a road
and views this road and its surroundings in a navigation device, the user may
want to obtain a view of what lies further ahead. The user may then touch
over an area in front of the current position and the controller then displays a
zoomed out version of that area in response thereto enabling a user to both
see his current position and the surroundings at a first scale and the coming

or traveled to surroundings at a different scale.
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[00113] In one embodiment the controller is configured to receive a first
type input and to perform a zoom-in action in response thereto and to receive
a second type input and to perform a zoom-out action in response thereto.
Examples of such second type inputs are multi-touch input, long press prior to
moving, double tap prior to moving and a touch with a differently sized stylus.

[00114] The various aspects of what is described above can be used
alone or in various combinations. The teaching of this application may be
implemented by a combination of hardware and software, but can also be
implemented in hardware or software. The teaching of this application can
also be embodied as computer readable code on a computer readable
medium. It should be noted that the teaching of this application is not limited
to the use in mobile communication terminals such as mobile phones, but can
be equally well applied in Personal digital Assistants (PDAs), game consoles,
media players, personal organizers, computers or any other device designed

for displaying image data.

[00115] The teaching of the present application has numerous
advantages. Different embodiments or implementations may yield one or
more of the following advantages. It should be noted that this is not an
exhaustive list and there may be other advantages which are not described
herein. For example, one advantage of the teaching of this application is that
a user will be able to maintain an overview of the displayed image data or
content while still being able to accurately see the most interesting data.

[00116] Although the teaching of the present application has been
described in detail for purpose of illustration, it is understood that such detail
is solely for that purpose, and variations can be made therein by those skilled
in the art without departing from the scope of the teaching of this application.

[00117] For example, although the teaching of the present application
has been described in terms of a mobile phone and a desktop computer, it
should be appreciated that the teachings of the present application may also
be applied to other types of electronic devices, such as media players, video
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players, photo and video cameras, palmtop, laptop and desktop computers
and the like. It should also be noted that there are many alternative ways of
implementing the methods and apparatuses of the teachings of the present

application.

[00118] Features described in the preceding description may be used in
combinations other than the combinations explicitly described.

[00119] Whilst endeavouring in the foregoing specification to draw
attention to those features of the invention believed to be of particular
importance it should be understood that the Applicant claims protection in
respect of any patentable feature or combination of features hereinbefore
referred to and/or shown in the drawings whether or not particular emphasis

has been placed thereon.

[00120] The term "comprising" as used in the claims does not exclude
other elements or steps. The term "a" or "an" as used in the claims does not
exclude a plurality. A unit or other means may fulfill the functions of several

units or means recited in the claims.
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CLAIMS

1. An apparatus comprising a controller, wherein said controller is arranged

to:

display image data;

receive input indicating a touch area corresponding to at least a portion of
said image data;

perform a zoom-in action on the at least portion of said image data; and to

display at least a portion of the zoomed-in portion in addition to the
remainder of the image data in response thereto.

2. An apparatus according to claim 1, wherein said touch area comprises a

path drawn on a display.

3. An apparatus according to claim 1, wherein said controller is configured to

determine said touch area to also comprise a surrounding area.

4. An apparatus according to claim 1, wherein the controller is configured to
determine a transition area and to perform a gradual zoom-in action on said
transition area and to also display said transition area, wherein the gradual

zoom-in action applies a varying magnification factor.

5. An apparatus according to claim 4, wherein the zoomed-in portion is

smoothly embedded in the image data without sharp edges.
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6. An apparatus according to claim 1, wherein said controller is configured to

display said zoom-in action as an animation.

7. An apparatus according to claim 6, wherein said animation is performed in

real-time.

8. An apparatus according to claim 1, wherein the controller is configured to
receive an input indicating a position falling inside the touch area and a
direction and in response thereto display the zoomed-in portion of the image
data as translated in the direction as indicated by the input.

9. An apparatus according to claim 1, wherein said controller is configured to
receive said input through a touch display.

10. An apparatus according to claim 1, wherein said controller is configured to

provide an indication that the touch area has been registered.

11. An apparatus comprising:

means for displaying image data;

means for receiving input indicating a touch area corresponding to at least
a portion of said image data;

means for performing a zoom-in action on the at least portion of said
image data; and
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means for displaying at least a portion of the zoomed-in portion in addition

to the remainder of the image data in response thereto.

12. A user interface comprising a controller configured to:

display image data;

receive input indicating a touch area corresponding to at least a portion of

said image data;
perform a zoom-in action on the at least portion of said image data; and to
display at least a portion of the zoomed-in portion in addition to the
remainder of the image data in response thereto.
13. A computer readable medium comprising at least computer program code
for controlling an apparatus, said computer readable medium comprising:

software code for displaying image data;

software code for receiving input indicating a touch area corresponding to

at least a portion of said image data;

software code for performing a zoom-in action on the at least portion of

said image data; and
software code for displaying at least a portion of the zoomed-in portion in

addition to the remainder of the image data in response thereto.

14. A method for use in an apparatus comprising at least a processor, said

method comprising:
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displaying image data;

receiving input indicating a touch area corresponding to at least a portion
of said image data;

performing a zoom-in action on the at least portion of said image data; and

displaying at least a portion of the zoomed-in portion in addition to the
remainder of the image data in response thereto.

15. A method according to claim 14, wherein said touch area comprises a

path drawn on a display.

16. A method according to claim 14, further comprising determining said touch

area to also comprise a surrounding area.

17. A method according to claim 14, further comprising determining a
transition area and performing a gradual zoom-in action on said transition
area and also displaying said transition area, wherein the gradual zoom-in
action applies a varying magnification factor.

18. A method according to claim 17, wherein the zoomed-in portion is
smoothly embedded in the image data without sharp edges.

19. A method according to claim 14, further comprising displaying said zoom-

in action as an animation.

20. A method according to claim 19, wherein said animation is performed in

real-time.
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21. A method according to claim 14, further comprising receiving an input
indicating a position falling inside the touch area and a direction and in
response thereto display the zoomed-in portion of the image data as

translated in the direction as indicated by the input.

22. A method according to claim 14 further comprising receiving said input
through a touch display.

23. A method according to claim 14, further comprising providing an indication

that the touch area has been registered.
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