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(57) Abstract: A method, system and non-transitory computer readable medium are disclosed for recognizing gestures, the method
includes capturing at least one three-dimensional (3D) video stream of data on a subject; extracting a time-series of skeletal data
from the at least one 3D video stream of data; isolating a plurality of points of abrupt content change called temporal cuts, the plural -
ity of temporal cuts defining a set of non-overlapping adjacent segments partitioning the time-series of skeletal data; identifying
among the plurality of temporal cuts, temporal cuts of the time-series of skeletal data having a positive acceleration; and classifying
each of the one or more pair of consecutive cuts with the positive acceleration as a gesture boundary.
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METHOD AND SYSTEM OF TEMPORAL
SEGMENTATION FOR GESTURE ANALYSIS

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of U.S. Patent Application Serial No.
14/473,679, filed August 29, 2014, the entire contents of which is hereby
incorporated herein by reference.

FIELD

[0002] The present disclosure relates to a method and system of temporal
segmentation for gesture analysis, and more particularly, to a method and system for
identifying gesture boundaries within a flow of human motion, which can be used as
input or preprocessing module for gesture analysis, such as gesture classification
and recognition.

BACKGROUND

[0003] Gesture recognition is an example of an application using an efficient
temporal segmentation, or the task of finding gestures within a flow of human
motion, as a pre-processing step. Usually performed in an unsupervised manner,
the step of temporal segmentation facilitates subsequent recognition of gestures.
[0004] Gesture recognition and segmentation can be performed either in a
simultaneous or sequential fashion. For example, machine learning frameworks
capable of modeling time aspects directly, such as hidden Markov models (HMMs),
continuous-time recurrent neural networks (CTRNNSs), dynamic Bayesian network
(DBNs) or conditional random fields (CRFs) can be used for simultaneous gesture
recognition and segmentation. Temporal segmentation has also been studied
independently of its recognition counterpart. Nevertheless, when it occurs, two main
approaches predominate, namely temporal clustering and change-point detection.
[0005] Temporal clustering (TC) refers to the factorization of multiple time series
into a set on non-overlapping segments that belongs to k temporal clusters. Being
inherently offline, the approach benefits from a global point of view on the data and
provides cluster labels as in clustering. However, temporal clustering may not be
suitable for real-time applications.

[0006] Change-point methods rely on various tools from signal theory and statistics
to locate frames of abrupt change in pattern within the flow of motion. Although
change-point methods can be restricted to univariate series with parametric



WO 2016/033279 PCT/US2015/047095

distribution assumption (which does not hold when analyzing human motion), the
recent use of kernel methods released part of these limitations, change-point
methods have been recently applied to the temporal segmentation problem. Unlike
temporal clustering, the change-point approach often results in unsupervised online
algorithms, which can perform real-time, relying on local patterns in time-series.
[0007] Although significant progress has been made in temporal segmentation, the
problem still remains inherently challenging due to viewpoint changes, partial
occlusions, and spatio-temporal variations.

SUMMARY

[0008] In accordance with an exemplary embodiment, a method is disclosed for
recognizing gestures, comprising: capturing at least one three-dimensional (3D)
video stream of data on a subject; extracting a time-series of skeletal data from the
at least one 3D video stream of data; isolating a plurality of points of abrupt content
change and identifying each of the plurality of points of abrupt content change as a
temporal cut, and wherein a plurality of temporal cuts define a set of non-overlapping
adjacent segments partitioning the time-series of skeletal data; identifying among the
plurality of temporal cuts, temporal cuts of the time-series of skeletal data having a
positive acceleration; and classifying each of the one or more pair of consecutive
cuts with the positive acceleration as a gesture boundary.

[0009] In accordance with an exemplary embodiment, a system is disclosed for
recognizing gestures, comprising: a video camera for capturing at least one three-
dimensional (3D) video stream of data on a subject; a module for extracting a time-
series of skeletal data from the at least one 3D video stream of data; and a
processor configured to: isolate a plurality of points of abrupt content change and
identifying each of the plurality of points of abrupt content change as a temporal cut,
and wherein a plurality of temporal cuts define a set of non-overlapping adjacent
segments partitioning the time-series of skeletal data; identifying among the plurality
of temporal cuts, temporal cuts of the time-series of skeletal data having a positive
acceleration; and classifying each of the one or more pair of consecutive cuts with
the positive acceleration as a gesture boundary.

[0010] In accordance with an exemplary embodiment, a non-transitory computer
readable medium containing a computer program storing computer readable code is
disclosed for recognizing gestures, the program being executable by a computer to

cause the computer to perform a process comprising: capturing at least one three-
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dimensional (3D) video stream of data on a subject; extracting a time-series of
skeletal data from the at least one 3D video stream of data; isolating a plurality of
points of abrupt content change and identifying each of the plurality of points of
abrupt content change as a temporal cut, and wherein a plurality of temporal cuts
define a set of non-overlapping adjacent segments partitioning the time-series of
skeletal data; identifying among the plurality of temporal cuts, temporal cuts of the
time-series of skeletal data having a positive acceleration; and classifying each of
the one or more pair of consecutive cuts with the positive acceleration as a gesture
boundary.

[0011] Itis to be understood that both the foregoing general description and the
following detailed description are exemplary and explanatory and are intended to
provide further explanation of the invention as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] The accompanying drawings are included to provide a further
understanding of the invention, and are incorporated in and constitute a part of this
specification. The drawings illustrate embodiments of the invention and, together
with the description, serve to explain the principles of the invention.

[0013] FIG. 1 is an illustration of a gesture recognition system in accordance with
an exemplary embodiment.

[0014] FIG. 2is an illustration of a human skeleton system showing the body
joints.

[0015] FIG. 3 is an illustration of a gesture recognition system in accordance with
an exemplary embodiment.

[0016] FIG. 4 is an illustration of a flowchart illustrating a method of temporal
segmentation for gesture analysis in accordance with an exemplary embodiment.
[0017] FIG. 5 is an illustration of a segmentation in accordance with an exemplary
embodiment.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0018] It can be appreciated that when attempting to perform temporal
segmentation of gestures, that is the task of finding gestures within a flow of human
motion, numerous ambiguities can arise. For example, while some gestures can be
performed subsequently without a pause in between (such gestures are called
continuous gestures), some gestures include a pause right in the middle of the

gesture, which can make it relatively impossible to trigger gesture boundaries by
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simply observing abrupt changes from immobility to motion, or from motion to
immobility.

[0019] Among change-points methods, Kernelized Temporal Cut (KTC) algorithm
models the temporal segmentation problem as a series of two-sample problems
within varying-size sliding windows, and solves it by using a test statistic based on
Maximum Mean Discrepancy (MMD). In accordance with an exemplary
embodiment, a method and system of temporal segmentation for gesture analysis is
disclosed, which is referred herein as “Kinematic Kernelized Temporal
Segmentation” (KKTS).

[0020] It can be appreciated that temporal segmentation, or the task of finding
gestures within of a flow of human motion, can be crucial in many computer vision
applications. For example, RGB-D sensors (or cameras), and their associated
frameworks can provide for relatively easy and reliable extraction of a skeletal model
from human users, and which can provide opportunities for the development of
gesture recognition applications. However, temporal segmentation of gestures is still
an open and challenging problem because it can be difficult to define a “gesture”.
Accordingly, it would be desirable to have a method and system for detecting
gesture boundaries in an unsupervised and online manner while maintaining a
decent tradeoff between over-segmentation and under-segmentation.

[0021] In accordance with an exemplary embodiment, a method and system of
temporal segmentation for gesture analysis is disclosed, which is referred herein as
a “Kinematic Kernelized Temporal Segmentation” (KKTS). For example, in
accordance with an exemplary embodiment, while performing in real-time and in an
unsupervised manner, the KKTS module (or algorithm) as disclosed herein, can
locate gestures boundaries from a video-stream or flow of skeletal information. In
addition, the KKTS module (or algorithm) can be used independent of any
subsequent classification step or algorithm, which can make the system and method
as disclosed herein, an ideal application for inclusion into a gesture processing
system, including gesture recognition systems.

[0022] FIG. 1is an illustration of a gesture recognition system 100 in accordance
with an exemplary embodiment. As shown in FIG. 1, the system 100 can include a
RGB-D camera 110 having, for example, Red, Green, Blue color space with a depth
or distance capability, which can be used for acquiring color images (RGB color

space) and a depth or distance of a subject or user 102 in each of the images. In
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accordance with an exemplary embodiment, the subject or user 102 can be
performing one or more gestures.

[0023] In accordance with an exemplary embodiment, the system 100 also
preferably includes a segmentation and recognition system 120 and a display 130
having a graphical user interface (GUI) configured to display the results from the
segmentation and recognition system 120. In accordance with an exemplary
embodiment, the segmentation and recognition system 120 and/or the display 130
can include a computer or processing device having a memory, a processor, an
operating system, one or more software applications for executing an algorithm as
disclosed, and a display or graphical user interface (GUI) 130. It can be appreciated
that the segmentation and recognition system 120 and/or the GUI or display 130 can
be part of a standalone computer, or can be contained within one or more computer
or processing devices.

[0024] FIG. 2 illustrates skeleton representation 200 for an exemplary user facing
the RGB-D camera 120 wherein the skeleton 200 consists of 15 joints and 11 line
segments representing head, shoulders and limbs of human body. As shown in FIG.
2, the line segments 210 are mutually connected by joints 220 and the movement of
one segment is constrained by other. Furthermore, a few of the parts or line
segments 210 can perform the independent motion while the others may stay
relatively stationary, for example, such as a head movement.

[0025] In accordance with an exemplary embodiment, the position of a line
segment 210 in 3D space can be determined by the two joints 220. For example, for
a 3D skeleton frame, 15 body skeleton joints data can be extracted, which can be
used to simulate the movement of human body.

[0026] FIG. 3is an illustration of a gesture recognition system 300 in accordance
with an exemplary embodiment. As shown in FIG. 3, the gesture recognition system
300 includes a data acquisition module 310, a temporal segmentation module 320,
and a gesture recognition module 330.

[0027] In accordance with an exemplary embodiment, the data acquisition module
310 captures at least one three-dimensional (3D) video stream of data 312 on a
subject performing one or more gestures. The 3D video stream of data can be
obtained from, for example, a RGB-D camera 120, which is configured to capture
RGB frames 312 and depth frames 314. In accordance with an exemplary

embodiment, a time-series of skeletal data 318 is extracted from the at least one 3D
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video stream of data based on a pose estimation 316 as disclosed herein. The time-
series of skeletal data 318 can include, for example, a plurality of skeleton joints 220.
[0028] In accordance with an exemplary embodiment, the time-series of skeletal
data 318 is input into the temporal segmentation module 320, which includes a
KKTS module 322 having a KKTC module 324, which is configured to generate at
least two temporal cuts 326. In accordance with an exemplary embodiment, the at
least two temporal cuts 326 define non-overlapping adjacent segments partitioning
the time-series of skeletal data 318. The temporal cuts 326 can then be input into
the Cuts to Segment (CtS) module 328 of the KKTS module 322 to identifying
segments containing gestures based on acceleration at each of the temporal cut
326. For example, if the rate of acceleration is positive at a temporal cut, the
segment between the temporal cut and the consecutive temporal cut containing a
gesture, for example, boundaries of a gesture boundary 340 can be recognized.
[0029] In accordance with an exemplary embodiment, the gesture recognition
module 330 can receive the time-series of skeletal data 318 and the gesture
boundaries 340, which can be input into a recognition algorithm or classification
system 332 for determination of a recognized gesture 334.

[0030] FIG. 5 is an illustration of a flowchart 400 illustrating an exemplary method
and system of temporal segmentation for gesture analysis, which can include a
Kinematic Kernelized Temporal Cuts (KKTC) module 324, an optional hands-up
decision function module 370, and Cuts to Segments (CtS) module 328.

[0031] In accordance with an exemplary embodiment, the input of skeleton joints
220 into the KKTS module 322 can be split into two method or algorithms, for
example, a Kinematic Kernelized Temporal Cuts (KKTC) module 324 and a Cut to
Segments (CtS) module 328. In accordance with an exemplary embodiment, the
KKTC module 324 receives a time-series of skeletal data 318 of a user 102
performing gestures in front of the camera 120, and returns temporal cuts 326 as
disclosed herein, which define non-overlapping adjacent segments partitioning the
time-series of skeletal data 318. In accordance with an exemplary embodiment, the
cuts to Segments (CtS) module 328 finds and returns, among all segments defined
by temporal cuts, boundaries of segments containing gestures 340.

[0032] In accordance with an exemplary embodiment, a time-series of skeletal

information or data 318 of size T, can be defined as X € R*™*7. In accordance with
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an exemplary embodiment, each element of X is a vector of N 3-dimensional
skeleton joints 220, which are input into the KKTS module 324.

[0033] In accordance with an exemplary embodiment, the KKTS module 324
scans the sequences using two consecutive sliding windows of the same fixed size
350, 360. For example, the two consecutive sliding windows can be defined with 7
€N, and 0T €N, which can be two parameters respectively called size of sliding
windows and step length of moving the sliding windows. For every ¢ such that +—7,>
land +To—1 < T, let Wi = -Tut—1f gnd Wi =t +Tu—1] respectively the left and right
sliding window at frame t.

[0034] In accordance with an exemplary embodiment, the two sliding windows can
be used to compute an estimate of Maximum Mean Discrepancy (MMD) 350 within
X. For example, the MMD 350 can be used to quantify global motion of body, and
can be defined as follows:

MMDEO =7 | Y Y b+ Y Y kmox) =2 303 klney)

S
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where k is a Gaussian kernel of bandwidth = == \T , which can be defined as:

kix.¥) = cap{—~lix — ¥i¥)

which quantity or result, can be used in the KKTC module 324 to find rough location
of temporal cuts 326.

[0035] In accordance with an exemplary embodiment, the KKTS module 322 can
use the following kernelized kinematic quantities, defined with the same Gaussian
kernel k as used in MMD:

« Global kernelized velocity of body at time ¢
N

FY J' fof aee ~
U{f) S 21_1‘ Ty Z l\-kxi?}q‘&.i)

Y e

although the calculated velocity is not used directly in the algorithm, it is used to

describe the next two quantities. T, =2 can be a good value.

« Global kernelized acceleration of body at time ¢

a(t) =v(t+ Ta) - v(t —Ta)
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Physically, it designates the rate of change of velocity with respect to time. T, =1
can be a good value. In accordance with an exemplary embodiment, it can be used

by the CtS module 328 to find out which segments contain gestures.

« Global kernelized jerk of body at time £:
(O = vit = T) = 2v(t) + v(t + T)
Physically, the global kernelized jerk of body designates the rate of change of
acceleration with respect to time. T; =4 can be a good value. In accordance with an
exemplary embodiment, the rate of change of acceleration (or the global kernelized
jerk of body) can be used in the KKTC module 324 to find or locate a relatively
precise location of the temporal cuts 326.
[0036] In accordance with an exemplary embodiment, an optional “hands-up”
decision function (or module) 370 can also be used to assist with the identification of
the temporal cuts 326 based on the assumption that a user is more likely to be in the
middle of a gesture if the subject or users hands are up than they are down. For
example, the following function, hereinafter called "hands-up” decision function
denoted D can be defined as the sum of the vertical position of left-hand denoted L,
and vertical position of right-hand denoted Ry at time ¢, retrieved from X. The hands-
up decision 370 can be expressed as follows:
D(t) = Ly(t) + Ry(t)
[0037] In accordance with an exemplary embodiment, the hands-up decision can
be used in KKTC module 324 to refine location of the temporal cuts from rough to
accurate.
[0038] In accordance with an exemplary embodiment, the quantities previously
introduced to build both the KKTC module 324 and the CtS module 328 are further
explained and once concatenated, the quantities can result in a finding of a gesture
boundary 340.
[0039] In accordance with an exemplary embodiment, first, a local maxima of MMD
along sliding windows providing rough location of temporal cuts is obtained. The
amount of true positive and false negative cuts can be both decent, but the location
of the cuts is approximate. Indeed, for example, the location of the cuts can tend to
be too late at the beginning of a gesture and too early at the end. In parallel, local
maxima of jerk estimate can be used to provide accurate location of cuts, but with

false positives.
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[0040] In accordance with an exemplary embodiment, each cut provided by a
maximum of MMD can be refined to a cut provided by a local maximum of jerk ,
either forward or backward in time, using the value of the "hands-up” decision
function as disclosed herein. In accordance with an exemplary embodiment, this
step assumes that a user is more likely to be in the middle of a gesture if its hands
are up than if they are down.

[0041] In accordance with an exemplary embodiment, at the end of the process,
the temporal cuts are both relevant and accurate, and few of them are false
positives.

[0042] In accordance with an exemplary embodiment, the algorithm or steps
performed by the KKTC module 324 are shown in Algorithm 1.
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[0043] Once the adjacent non-overlapping segments are identified by the KKTC
module 324, the CtS module 328 is configured to identify segments containing
gestures using acceleration. For example, in accordance with an exemplary
embodiment, if the kernelized estimate of acceleration is positive at a cut position,
then the segment between this cut and the next cut contains a gesture.

[0044] The algorithm or steps of the CtS module 328 are shown in Algorithm 2.
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[0045] FIG. 5is an illustration of a segmentation in accordance with an exemplary
embodiment. As shown in FIG. 5, from top to bottom, synchronized RGB frames,
skeleton frames, ground truth (manual) segmentation, and segmentation generated
by KKTS are shown. Frames which belong to segments containing gestures have a
crosshatched background. Frames which belong to segments not containing
gestures have a white background. The presence of a gap between 2 represented
frames means a cut occurred there. The figure represents two continuous gestures
since there is no pause (i.e., no immobility phase) between them. In accordance
with an exemplary embodiment, KKTS segments them correctly, and the generated
segmentation does match the ground truth segmentation.

[0046] In accordance with an exemplary embodiment, a non-transitory computer
readable medium containing a computer program storing computer readable code is
disclosed for recognizing gestures, the program being executable by a computer to

cause the computer to perform a process including: capturing at least one three-

10
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dimensional (3D) video stream of data on a subject; extracting a time-series of
skeletal data from the at least one 3D video stream of data; isolating a plurality of
points of abrupt content change and identifying each of the plurality of points of
abrupt content change as a temporal cut, and wherein a plurality of temporal cuts
define a set of non-overlapping adjacent segments partitioning the time-series of
skeletal data; identifying among the plurality of temporal cuts, temporal cuts of the
time-series of skeletal data having a positive acceleration; and classifying each of
the one or more pair of consecutive cuts with the positive acceleration as a gesture
boundary.

[0047] The computer usable medium, of course, may be a magnetic recording
medium, a magneto-optic recording medium, or any other recording medium which
will be developed in future, all of which can be considered applicable to the present
invention in all the same way. Duplicates of such medium including primary and
secondary duplicate products and others are considered equivalent to the above
medium without doubt. Furthermore, even if an embodiment of the present invention
is a combination of software and hardware, it does not deviate from the concept of
the invention at all. The present invention may be implemented such that its
software part has been written onto a recording medium in advance and will be read
as required in operation.

[0048] It will be apparent to those skilled in the art that various modifications and
variation can be made to the structure of the present invention without departing
from the scope or spirit of the invention. In view of the foregoing, it is intended that
the present invention cover modifications and variations of this invention provided

they fall within the scope of the following claims and their equivalents.
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WHAT IS CLAIMED IS:

1. A method for recognizing gestures, comprising:

capturing at least one three-dimensional (3D) video stream of data on a
subject;

extracting a time-series of skeletal data from the at least one 3D video stream
of data;

isolating a plurality of points of abrupt content change and identifying each of
the plurality of points of abrupt content change as a temporal cut, and wherein a
plurality of temporal cuts define a set of non-overlapping adjacent segments
partitioning the time-series of skeletal data;

identifying among the plurality of temporal cuts, temporal cuts of the time-
series of skeletal data having a positive acceleration;

classifying each of the one or more pair of consecutive cuts with the positive
acceleration as a gesture boundary.

2. The method of claim 1, comprising:

computing an estimated Maximum Mean Discrepancy (MMD) within the time-
series of skeletal data; and

generating estimated temporal cuts among the time-series of skeletal data
based on the estimated MMD.

3. The method of claim 2, comprising:
refining each of the estimated temporal cuts computed using the estimated

MMD to generate a maximum rate of change of acceleration.

4, The method of claim 3, comprising:

generating the maximum rate of change of acceleration using a value of a
hands-up decision function, wherein the hands-up decision function is a sum of
vertical position of a left-hand joint and a right-hand joint at a time (t);

classifying a positive hands-up decision function a gesture; and

classifying a negative hands-up decision function as a non-gesture.

12
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5. The method of claim 1, comprising:

classifying a positive rate of acceleration within a temporal cut as a beginning
of the gesture; and

classifying a negative rate of acceleration within the temporal cut as an end of
the gesture.

6 The method of claim 1, comprising:
inputting the time-series of skeletal data from the at least one 3D video stream
of data and the gesture boundaries into a gesture recognition module; and

recognizing the gesture boundary as a type of gesture.

7. A system for recognizing gestures, comprising:
a video camera for capturing at least one three-dimensional (3D) video stream
of data on a subject;
a module for extracting a time-series of skeletal data from the at least one 3D
video stream of data; and
a processor configured to:
isolate a plurality of points of abrupt content change and identifying
each of the plurality of points of abrupt content change as a temporal cut, and
wherein a plurality of temporal cuts define a set of non-overlapping adjacent
segments partitioning the time-series of skeletal data;
identifying among the plurality of temporal cuts, temporal cuts of the
time-series of skeletal data having a positive acceleration;
classifying each of the one or more pair of consecutive cuts with the

positive acceleration as a gesture boundary.
8. The system of claim 7, comprising:

a display for displaying results generated by the processor in which one or

more gesture boundaries from the time-series of skeletal data in a visual format.

13
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9. The system of claim 7, wherein the processor is configured to:

compute an estimated Maximum Mean Discrepancy (MMD) within the time-
series of skeletal data; and

generate estimated temporal cuts among the time-series of skeletal data
based on the estimated MMD.

10.  The system of claim 9, wherein the processor is configured to:

refine each of the estimated temporal cuts computed using the estimated
MMD to generate a maximum rate of change of acceleration.

generate the maximum rate of change of acceleration using a value of a
hands-up decision function, wherein the hands-up decision function is a sum of
vertical position of a left-hand joint and a right-hand joint at a time (t);

classifying a positive hands-up decision function a gesture; and

classifying a negative hands-up decision function as a non-gesture.

11.  The system of claim 10, wherein the processor is configured to:

classify a positive rate of acceleration within a temporal cut as a beginning of
the gesture; and

classify a negative rate of acceleration within the temporal cut as an end of
the gesture.

12 The system of claim 7, comprising:
a gesture recognition module configured to receive the time-series of skeletal
data from the at least one 3D video stream of data and the gesture boundaries, and

recognizing the gesture boundary as a type of gesture.

13.  The system of claim 7, wherein the video camera is a RGB-D camera,
and wherein the RGB-D camera produces a time-series of RGB frames and depth

frames.
14.  The system of claim 7, wherein the module for extracting a time-series

of skeletal data from the at least one 3D video stream of data and the processor are

in a standalone computer.

14
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15. A non-transitory computer readable medium containing a computer
program storing computer readable code for recognizing gestures, the program
being executable by a computer to cause the computer to perform a process
comprising:

capturing at least one three-dimensional (3D) video stream of data on a
subject;

extracting a time-series of skeletal data from the at least one 3D video stream
of data;

isolating a plurality of points of abrupt content change and identifying each of
the plurality of points of abrupt content change as a temporal cut, and wherein a
plurality of temporal cuts define a set of non-overlapping adjacent segments
partitioning the time-series of skeletal data;

identifying among the plurality of temporal cuts, temporal cuts of the time-
series of skeletal data having a positive acceleration;

classifying each of the one or more pair of consecutive cuts with the positive

acceleration as a gesture boundary.

16. The computer readable storage medium of claim 15, comprising:

computing an estimated Maximum Mean Discrepancy (MMD) within the time-
series of skeletal data; and

generating estimated temporal cuts among the time-series of skeletal data
based on the estimated MMD.

17.  The computer readable storage medium of claim 16, comprising:
refining each of the estimated temporal cuts computed using the estimated

MMD to generate a maximum rate of change of acceleration.

18.  The computer readable storage medium of claim 15, comprising:

generating the maximum rate of change of acceleration using a value of a
hands-up decision function, wherein the hands-up decision function is a sum of
vertical position of a left-hand joint and a right-hand joint at a time (t);

classifying a positive hands-up decision function a gesture; and

classifying a negative hands-up decision function as a non-gesture.

15



WO 2016/033279 PCT/US2015/047095

19.  The computer readable storage medium of claim 15, comprising:

classifying a positive rate of acceleration within a temporal cut as a beginning
of the gesture; and

classifying a negative rate of acceleration within the temporal cut as an end of

the gesture.

20 The computer readable storage medium of claim 15, comprising:
inputting the time-series of skeletal data from the at least one 3D video stream
of data and the gesture boundaries into a gesture recognition module; and

recognizing the gesture boundary as a type of gesture.

16
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