2012/047417 A1 I 00 O A0 OO0 A0

<

W

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

oo AT
1 rld Intellectual Property Organization 2 ey
(19) World Intellectual Property Organization /i 1IN NP 00 AL 000100 OO RN
International Bureau S,/ 0
3\ 10) International Publication Number
(43) International Publication Date \'{:/_?___/ (10)
12 April 2012 (12.04.2012) PCT WO 2012/047417 Al
(51) International Patent Classification: (81) Designated States (unless otherwise indicated, for every
GOIN 31/00 (2006.01) kind of national protection available): AE, AG, AL, AM,
21) International Apolication Number: AO, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
(21) International Application Num O CT/US201 /049833 CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
(22) International Filing Date: HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
31 August 2011 (31.08.2011) KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
. . ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,
(25) Filing Language: English NO, NZ, OM, PE, PG, PH, PL, PT, QA, RO, RS, RU,
(26) Publication Language: English RW, SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ,
TM, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
(30) Priority Data: M, ZW.
12/900,234 7 October 2010 (07.10.2010) Us
(84) Designated States (unless otherwise indicated, for every
(71) Applicant (for all designated States except US): THER- kind of regional protection available): ARIPO (BW, GH,
MO FINNIGAN LLC [US/US]; 355 River Oaks Park- GM, KE, LR, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG,
way, San Jose, CA 95134 (US). ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
(72) Inventor; and
(75) Inventor/Applicant (for US only): WRIGHT, David, A. EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, 1T, LT, LU,
[US/US]; 2646 Tuscany Ct., Livermore, CA 94550 (US) LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK,
’ ’ ? ’ SM, TR), OAPI (BF, BJ, CF, CG, CL CM, GA, GN, GQ,
(74) Agent: COONELY, Thomas, F.; Thermo Fisher Scien- GW, ML, MR, NE, SN, TD, TG).

tific Inc., 355 River Oaks Parkway, San Jose, CA 95134
(US).

Published:

with international search report (Art. 21(3))

(54) Title: LEARNED AUTOMATED SPECTRAL PEAK DETECTION AND QUANTIFICATION

User Interface Hardware

<«— Special

Display Instructions

User

User Application

Selection —»

Module

Peak Detection

Module Learning
Mode
T Module
Peak Data i
L Modified / New
Existing

Learned States

|

Learned
States

Data
Storage

Peak Lists —»

FIG. 10

(57) Abstract: There is provided a method ot automatically identifying and characterizing spectral peaks of a spectrum generated
by an analytical apparatus comprising the steps of receiving the spectrum generated by the analytical apparatus, automatically sub-
tracting a baseline from the spectrum so as to generate a baseline-corrected spectrum, automatically detecting and characterizing
the spectral peaks in the baseline-corrected spectrum and reporting the detected and characterized spectral peaks to a user, the
method characterized by: receiving a list of adjustments to be made to the detecting and characterizing step from the user; adjust-
ing exit values used in the detecting and characterizing step, based on the list of adjustments; and repeating the automatic detect-
ing and characterizing of the spectral peaks in the same spectrum or in a different spectrum or spectra.
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LEARNED AUTOMATED SPECTRAL PEAK
DETECTION AND QUANTIFICATION

TECHNICAL FIELD

[0001] This invention relates to methods of analyzing data obtained from instrumental
analysis techniques used in analytical chemistry and, in particular, to methods of
automatically identifying peaks in liquid chromatograms, gas chromatograms, mass

chromatograms or optical or other spectra without input from or intervention of a user.

BACKGROUND ART

[0002] The various techniques of instrumental analysis used in the broad field of
analytical chemistry have been developed and refined primarily over the last cenfury. Many
of these techniques—such as the spectroscopic techniques including atomic absorption
spectroscopy, atomic emission spectroscopy, UV-visible spectroscopy, infrared
spectroscopy, NMR spectroscopy and Raman spectroscopy, among others—involve
complex interactions of electromagnetic radiation with samples, possibly containing
unknown substances to be identified or characterized. Other techniques, such as liquid
chromatography (LC), gas chromatography (GC), mass spe‘ctrometry (MS) and the hybrid
techniques of liquid chromatography-mass spectrometry (LC-MS or HPLC-MS), gas-
chromatography-mass spectrometry (GC-MS) and others involve the detection and possibly
identification or characterization of various substances derived from mixtures of substances,
possibly including unknown analytes, as these substances are sepérated from one another in

a chromatographic column.

[0003] One common feature of all the above-listed instrumental techniques is the
capability, in use, of generating possibly complex graphs—the graphs generally referred to
as spectra—of detected intensity versus some other controlled or measured physical
quantity, such as time, frequency, wavelength or mass. In this document, the terms
“spectroscopy” and “spectrum” are used in a fashion so as to include additional analytical
‘chemical techniques and data that are not strictly concerned with measuring or representing
analytical spectra in the electromagnetic realm. Such additional techniques and data
include, but are not limited to, mass spectrometry, mass spectra, chromatography and

chromatograms (including liquid chromatography, high-performance liquid chromatography
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and gas chromatography, either with or without coupling to mass spectrograph

instrumentation).

[0004] Atomic spectroscopic techniques may produce, for each detected element, spectra
consisting of multiple lines representing absorption or emission of electromagnetic energy
by various electronic transitions of the atomized element. Likewise, molecular
spectroscopic techniques may produce spectra of multiple lines or complexly shaped bands
representing absorption or emission of electromagnetic energy by various transitions of
molecules among or between various excited and/or ground energy states, such energy '
states possibly being electronic, vibrational or rotational, depending upon the technique

employed.

[0005]  Still further, mass spectrometry techniques may produce complex spectra
consisting of several detected peaks, each such peak representing detection of an ion of a
“particular mass unit. In mass analysis mode, several peaks, of different m/z values (where m
represents mass and z represents charge), may be produced as for each ionized species, as a
result of both isotopic variation and differing charges. In the various chromatographic
techniques, including those techniques (for instance, GC-MS or LC-MS) in which eluting
substances are detected by MS as well as those techniques in which detection is by optical
spectroscopy, various possibly overlapping peaks of Gaussian or other skewed shapes may

be produced as a function of time as the various substances are eluted.

[0006] Traditionally, analytical spectroscopy instrumentation has found its greatest use in
specialized research or clinical laboratories in which instrument operation and data analysis
is performed by personnel who are highly trained and or experienced in the operation and
data collection of the particular employed instruments. However, as the use of analytical
spectroscopy instrumentation has expanded, in recent years, from specialized research
laboratory environments to general industrial, clinical or even public environments for, for
instance, high-throughput screening, there has emerged a need to make instrument operation
and data collection and interpretation accessible to less highly trained or experienced users.
Thus, there is a need for instrument firmware and software to fulfill greater roles in
instrument control and data collection, analysis and presentation so as to render overall

turnkey high-throughput operation, with minimal user input or intervention.
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[0007] Historically, in traditional instrumental analysis situations, collected data is
analyzed offline with the aid of specialized software. A first step in conventional data
analysis procedures is peak picking, so as to identify and quantify spectral peaks. Such
chromatographic or spectroscopic peak detection is one of the most important functions
performed by any data analysis system. Typically, chromatographic or spectroscopic peak
detection software has employed various user-settable parameters, allowing the operator to
provide input in the form 6f initial guesses for peak locations and intensities and
subsequently, to “optimize” the results, after execution of some form of fitting routine that
employs the operator’s guesses as a starting point. Existing methods of peak detection have
many adjustable parameters, requiring operator skill and patience in arriving at an
acceptable result. Novice or untrained operators will very likely get an incorrect result or
no result at all. This typically results in a very time-consuming process, and the “tweaking”
by or inexperience of the user often results in data that is not reproducible and suspect.
Further, such traditional forms of peak identification are not suitable for high-throughput
industrial process monitoring or clinical or other chemical screening operations, in which

there may be a requirement to analyze many hundreds or even thousands of samples per

day.

[0008] Another critical feature in peak detection is integration of the peak area. With
regards to many spéctra, the area under a resolved peak is proportional to the number of
molecules of a particular analyte. Therefore, assessment of the relative abundances of
analytes in a sample requires accurate, robust algorithms for peak integration. Prior
attempts at providing automated methods (that is, without iﬁput of peak parameters by a
user or operator) of peak area calculation generally employ algorithms that calculate the
area under the gfaph of the raw spectral data (e.g., by the trapezoidal method of numerical
“integration) and, as such, may have multiple or inconsistent criteria to determine how far to
extend the numerical integfation along the flanks of peaks. Also, such prior numerical

integration methods handle overlapped peaks poorly, if at all.

[0009] Methods termed “parameterless peak detection” are disclosed in a co-pending
U.S. patent application 12/255531, filed October 21 2008 and published as U.S. Patent
Application Publication 2010/0100336, said application assigned to the assignee of the
instant invention and incorporated herein by reference in its entirety. The parameterless

peak detection methods address previously-identified needs for reproducible methods of
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automated detection, location and area calculation of peaks that do not require initial
parameter input or other intervention by a user or operator. The strength and attraction of
parameterless peak detection (PPD) is the automatic nature of the process. With no
parameters to adjust, the results are not dependent on the skill of the user and are readily
amenable to automated or batch processing. However, in some small pércentage of cases,
PPD may fail to identify a small peak, or may identify peaks that the user considers to be
noise, or may arrive at a peak area that the user considers wrong. In these cases, since there
is no way to adjust the PPD process, the user may have to revert to one of the peak detection

methods that have adjustable parameters.

DISCLOSURE OF INVENTION

[0010] Embodiments in accordance with the present invention provide methods and
systems for identifying peaks in spectral data that do not require parameter input or
intervention by users or instrument operators. Methods in accordance with the present
invention do not make a priori assumptions about the particular line shape of the
chromatographic or spectroscopic peak(s) and may fit any individual peak to either a
Gaussian, exponentially modified Gaussian, Gamma distribution or other form of shape. By
not exposing any adjustable parameters to users, methods in accordance with the invention
avoid the problems discussed above, and lend themselves to automated analysis. Further,
methods in accordance with the invention avoid all the aforementioned problems associated
with peak area integration in prior art automated analyses, since the peak area is known
from the peak fitting parameters. The present methods may add together multiple Gaussian
shapes to yield a final (complex) peak shape or can cleanly separate overlapping peaks that
come from different components. Thus, overlapped peaks are easily handled and the

integrals computed from the Gaussian (or other) widths and intensities.

[0011] To improve the previously described parameterless peak detection techniques, a
“learning mode” is provided, wherein the user specifies a peak, or a portion of a peak,
(possibly with the cursor of a graphical user interface) and selects from a context menu
choices to improve the peak detection for that peak or peak area. If the user specifies a
range where no peak is detected, the menu choices provided to the user may be, for
instance, “Detect a peak here” and “extend a nearby peak to include this area”. If the user

specifies a peak, the menu choices may be, for instance, “Don't detect this peak”, or “more
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aggressive peak detection in this area” or “less aggressive peak detection in this area”. As
in the earlier parameterless peak detection techniques, users generally do not input and are

not, in general, exposed to peak modeling parameters.

[0012] The learning mode steps allow users to make minor changes in parameterless peak
detection in a visual, interactive way. These changes are minor in that they are small
changes to the various exit conditions that are already present in the PPD code. Prior to first
entry into learning mode, these exit conditions are pre-set based on typical data stream and
peak conditions. In order to detect almost all peaks with excellent accuracy, the pre-set exit -
conditions may permit some small percentage of peaks to be represented with less than
optimal parameters. However, the learning mode allows users to fine tune or adapt the

procedure to the peculiarities or requirements of any particular experimental data.

[0013] In a qualitative setting or environment, the learning mode preference information,
as determined from the user’s choices, persists while the peak detection software application
is open, and can be saved fof later use by saving the layout or user preference settings. It
may be desirable to save this informatic;n automatically when the application is terminated.
In a quantitative environment, the learning mode preference information is saved in a

quantitation method.

[0014] According to first aspect of the invention, there is provided a method of
automatically identifying and characterizing spectral peaks of a spectrum generated by an
analytical apparatus comprising the steps of receiving the spectrum generated by the
analytical apparatus, automatically subtracting a baseline from the spectrum so as to
generate a baseline-corrected spectrum, autoinatically detecting and characterizing the
spectral peaks in the baseline-corrected spectrum and reporting the detected and

characterized spectral peaks toa user, the method characterized by:

[0015] receiving a list of adjustments to be made to the detecting and characterizing step

from the user;

[0016] adjusting exit values used in the detecting and characterizing step, based on the

list of adjustments; and

[0017] repeating the automatic detecting and characterizing of the spectral peaks in the

same spectrum or in other spectra using the adjusted exit values.
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[0018] Each adjustment of the list of adjustments may relate to a respective region or
peak of the spectrum. Each adjustment of the list of adjustments may be chosen by the user
from a finite list of possible adjustment types presented to the user. The finite list of
possible adjustment types may include an adjustment of detecting a new peak at a specified
spectral region or may include includes an adjustment of not detecting a previously detected
peak. The method may further include storing the list of adjustments for later use in

conjunction with another spectrum generated by the analytical apparatus.

[0019] The steps relating to automatically detecting and characterizing the spectral peaks
in the baseline-corrected spectrum, as outlined above, may be grouped into several basic
stages of data processing, each stage possibly comprising several steps. The basic stages
referred to above comprise: preprocessing to remove baseline and estimate the noise level;
formation of an initial estimate of peak parameters; optional subsequent refinement of these
estimates, reporting of results, receiving input from a user in a “learning mode” so as to
improve accuracy and precision in subsequent execution of the method and repetition of one
or more of the above steps using the same or different data and the user preference
information obtained in learning mode. Embodiments in accordance with the invention may
include, in the second stage, an algorithm in which the most intense peaks remaining in the
observed or processed spectrum are subtracted from the spectrum, one by one, until the
residual spectrum contains only noisy fluctuations in the intensities. The detection of peaks
in spectra may be performed by a matched filter score that assesses the overlap between a |
. canonical peak shape and a window of intensity samples in the chromatogram. The
simplest instance of such a filter score is the value of a single sample intensity. A peak is
judged to be present when the filter score exceeds a threshold, defined as a multiple of the
estimated noise level. Within certain embodiments, the optional final stage of the algorithm
refines the initial parameter estimates for rmultiple detected chromatographic peaks.
Refinement consists of exploring the space of N parameters (the total number of parameters
across all peaks, i.e. 4 for each Gamma/EMG and 3 for each Gaussian) to find the set of
values that minimizes the sum of squared differences between the observed and model

chromatogram.

[0020] According to another aspect of the invention, there is a provided a system
comprising an analytical apparatus capable of generating spectral data, at least one

programmable processor unit electrically coupled to the analytical apparatus, user interface
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hardware electrically coupled to the programmable processor unit and a spectral peak
detection executable module executing on the at least one programmable processor unit and
comprising instructions operable to cause the at least one programmable processor unit to
receive the spectral data from the analytical apparatus and to automatically detect spectral
peaks of the spectral data without receiving any parameter input from a user, the system

characterized by:

[0021] a user application executable module executing on the at least one programmable
processor unit and in communication with the spectral peak detection executable module
and comprising instructions operable to cause the at least one programmable processor and

the user interface hardware to present the detected spectral peaks to the user; and

[0022] alearning-mode executable module executing on the at least one programmable
processor unit and in communication with the spectral peak detection executable module
and comprising instructions operable to cause the at least one programmable processor a
generate a list of adjustments to be made to exit conditions of the spectral peak detection

executable module instructions based on inputs from the user.

[0023] According to yet another aspect of the invention, there is a provided a system
coinprising at least one programmable processor unit, an electronic data storage unit
electrically coupled to the programmable processor unit, user interface hardware electrically
coupled to the programmable processor unit and a spectral peak detection executable
module executing on the at least one programmable processor unit and comprising
instructions operable to cause the at least one programmable processor unit to read spectral
data from the electronic data storage unit and to automatically detect spectral peaks of the

spectral data without receiving any parameter input from a user, the system characterized
by:

[0024] a user application executable module executing on the at least one programmable
processor unit and in communication with the spectral peak detection executable module

and comprising instructions operable to cause the at least one programmable processor and

the user interface hardware to present the detected spectral peaks to the user; and

[0025] alearning-mode executable module executing on the at least one programmable
processor unit and in communication with the spectral peak detection executable module

and comprising instructions operable to cause the at least one programmable processor a
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generate a list of adjustments to be made to exit conditions of the spectral peak detection

executable module instructions based on inputs from the user.

BRIEF DESCRIPTION OF DRAWINGS

[0026] The above noted and various other aspects of the present invention will become
apparent from the following description which is given by way of example only and with

reference to the accompanying drawings, not drawn to scale, in which:

[0027] FIG. 1 is a flowchart of a method for automated spectral peak detection and

quantification in accordance with an embodiment of the invention;

[0028] FIG. 2 is a flowchait of a method for automatically removing baseline features
and estimating background noise from spectral data in accordance with an embodiment of

the invention;

[0029] FIG. 3 is a graph of an example of the variation of the calculated area underneath
a baseline-corrected spectral curve as a function of the order of polynomial used in fitting -

the baseline to a polynomial function;

[0030] FIG. 4 is an example of a preliminary baseline corrected spectral curve prior to
fitting the end regions to exponential functions and an example of the baseline comprising

exponential fit functions; -

[0031] FIG. 5 is a flowchart of a method for automated spectral peak detection and

quantification in accordance with an embodiment of the invention;

[0032] FIG. 6 a graph of a hypothetical skewed spectral peak depicting a method in
accordance with the invention for obtaining three points on the spectral peak to be used in

an initial estimate of skew and for preliminary peak fitting;

[0033] FIG. 7A a graph of a set of gamma distribution functions having different values
of shape parameter M, illustrating a fashion by such functions may be used to synthetically

fit skewed spectral peaks;

[0034] FIG. 7B is a schematic illustration of a theoretical model of movement of a
molecule in a chromatographic column during mass chromatography showing alternations
between mobile and stationary phases wherein random desorption from the stationary phase

is governed by a homogeneous rate constant;
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[0035] FIG. 8 is a flowchart illustrating a method for choosing between line shapes used
for fitting.

[0036] FIG. 9A is a flowchart illustrating steps for estimating coordinates of points at a
peak maximum and along flanks of the peak at half-height, according to a method of the

present invention; and

[0037] FIG. 9B is a flowchart illustrating alternative steps for estimating coordinates of
points at a peak maximum and along flanks of the peak at half-height, according to a

method of the present invention.

[0038] FIG. 10 is a schematic diagram of a computational system architecture for
detecting peaks and modifying detection processes according to a user-initiated learning

mode.

MODES FOR CARRYING OUT THE INVENTION

[0039] The present invention provides methods of automated spectral peak detection and
quantification that do not require any user input or intervention during the peak detection

| process but which do allow for users to interactively teach any particular implementation of
the methods how to improve its accuracy and precision in subsequent peak detection
processes. The methods described herein can accommodate and model all types of spectral
data, where the term “spectral data” is broadly defined as described above, and provide
robust automatic detection, integration and reporting of spectral peaks. Any and even all
model parameters utilized in these methods may be adaptively determined in a manner that
is invisible to the user. The following description is presented to enable any person skilled
in the art to make and use the invention, and is provided in the context of a particular
application and its requirements. Various modifications to the described embodiments will
be readily apparent.to those skilled in the art and the generic principles herein may be
applied to other embodiments. Thus, the present invention is not intended to be limited to
the embodiments and examples shown but is to be accorded the widest possible scope in
accordance with the features and principles shown and described. The particular features
and advantages of the invention will become more apparent with reference to the appended

FIGS. 1-10, taken in conjunction with the following description.
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[0040] In embodiments of methods in accordance with the instant invention, the various
steps may be grouped into an input step, three basic stages of data processing, each stage
possibly comprising several steps, a reporting step, an interactive learning step, and,
repetition of one or more of the steps using user preferences determined in the learning step,
as outlined in the method 100 as illustrated in FIG. 1. The first step 110 in the method 100
is the reception of an input spectrum directly from an analytical chemical device or,
alternatively, from a data file comprising data previously collected from an analytical
chemical device. The “spectrum” may, in fact, comprise a chromatogram, such as those
produced by liquid or gas chromatography, in which the abscissa represents time (for
instance, retention time) and the ordinate represents intensity of detection of analytes or
other chemicals by a detector. Alternatively, the spectrum may comprise a mass
chromatogram in which a unit of ionic mass is plotted along the abscissa and intensity of
~detection of ions is plotted along the ordinate. The spectrum may also be any form of
recordable spectrum comprising intensity of detected electromagnetic radiation either
emitted, scattered or absorbed by a material (or any quantity derivable from such processes)

plotted as a function of electromagnetic wavelength or-frequency.

[0041] In the next step, step 115, of the method 100, previously-saved learned-state
parameters may be retrieved. The learned-state parameters relate to various exit conditions
within the peak detection procedure, as will be described in greatef detail in the following
discussion. The next step, step 120, is a preprocessing stage in which baseline features may
be removed from the received spectrum and in which a level of random “noise” of the
spectrum may be estimated, this step being described in greater detail in subsequent FIG. 2.
The next step 150, which is described in greater detail in subsequent FIG. 5, is the
generation of an initial estimate of the parameters of synthetic peaks, each of which models
a positive spectral feature of the baseline corrected spectrum. Such parameters may relate,
for instance, to peak center, width, skew and area of modeled peaks, either in preliminary or
intermediate form. The subsequent optional step 170 includes refinement of fit parameters
of synthetic peaks determined in the preceding step 150 in order to improve the fit of the
peaks, taken as a set, to the baseline corrected spectrum. The need for such refinement may
depend on the degree of complexity or accuracy employed in the execution of modeling in

step 150.

10
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[0042] In step 180, the parameters of the final model peaks are reported to a user, The
reporting may be performed in numerous alternative ways—for instance via a visual display
terminal, a paper printout, or, indirectly, by outputting the parameter information to a
database on a storage medium for later retrieval by a user or by a combination of these
reporting methods. The reporting step may include reporting either textual or graphical
information, or both. This reporting step 180 may include the additional actions of
comparing peak parameters (for instance, peak position) to a database and reporting, to a
user, the identities of analytes that correspond to one or more peaks. Some methods of the
invention may further include, in step 180, the action of extracting, from the model spectral
parameters, information related to or inferred to be related to the physical functioning or
operational state or an operational parameter of an analytical instrument that provided the

spectral data and reporting such instrument-related information to a user.

[0043] Upon review of the reported information, a user may elect to enter learning mode,
step 185. The learning mode module manages the collection of adjustments that will be
applied to the PPD process (called a “learned state™), and has means to allow the user to
create, modify, delete, and set as a default any learned state (step 185). Execution may then
branch back to step 150 so as to re-detect peaks, of the same spectrum, using a learned state

recently stored, created, modified or set as a default in the step 185.

[0044] The term “model” and its derivatives, as used herein, may refer to either
statistically finding a best fit synthetic peak or, alternatively, to calculating a synthetic peak
that exactly passes through a limited number of given points. The term “fit” and its
derivatives refer to statistical fitting so as to find a best-fit (possibly within certain
restrictions) synthetic peak such as is commonly done by least squares analysis. Note that
the method of least squares (minimizing the chi-squared metric) is the maximum likelihood
solution for additive white Gaussian noise. In other situations (e.g., photon-counting), it
might be appropriate to minimize a different error metric, as directed by the maximum
likelihood criterion. More detailed discussion of individual method steps and alternative

methods is provided in the following discussion and associated figures.

Baseline Detection
[0045] A feature of a first, pre-processing stage of the new methods of peak detection
takes note of the concept that (disregarding, for the moment, any chemical or electronic

noise) a spectroscopic signal (such as, for instance, a chromatogram which is a signal

11
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obtained versus time) consists of signal plus baseline. If one can subtract the baseline
correctly, everything that remains must be signal, and should be fitted to some sort of data

peak.

[0046] Therefore, embodiments in accordance with the present invention may start by
determining the correct baseline. Steps in the methods may apply a polynomial curve as the
baseline curve, and measure the residual (the difference between the chromatographic data
and the computed baseline) as a function of polynomial order. For instance, FIG. 2
illustrates a flowchart of a method 120 for automatically removing baseline features from
spectral data in accordance with some embodiments of the invention. The method 120
illustrated in FIG. 2 repeatedly fits a polynomial function to the baseline, subtracts the best
fit polynomial function from the spectrum so as to provide a current baseline-corrected
spectrum, evaluates the quality of the fit, as measured by a sum of squared residuals (SSR),
and proceeds until SSR changes, from iteration to iteration, by less than some pre-defined

percentage of its original value for a pre-defined number of iterations.

[0047] FIG. 3 is an exemplary graph 300 of the variation of the calculated area
underneath a baseline-corrected spectral curve as a function of increasing order of the .
polynomial used in fitting the baseline. FIG. 3 shows that the area initially decreases
rapidly as the order of the best fit polynomial increases. This function will go from some
positive value at order zero, to a value of zero at some high polynomial order. However, as
may be observed from FIG. 3, after most of the baseline curvature has been fit, the area
function attains a plateau region 302 for which the change in the function between
polynomial orders is some relatively small amount (for instance 5% of its initial value). At |
this point, the polynomial-fitting portion of the baseline determination routine may be

terminated.

[0048] To locate the plateau region 302 as indicated in FIG. 3, methods according to the
present invention may repeatedly compute the sum of squared residuals (SSR) for

sequential values of polynomial order, each time computing the difference of the SSR
(ASSR) determined between consecutive polynomial orders. This process is continued until
a region is found in which the change (ASSR) is less than the pre-defined percentage (for
instance, 5%) of a certain reference value determined from the spectrum for a certain

number c (for instance, four) of sequential iterations. The reference value may comprise,

for instance, the maximum intensity of the original raw spectrum. Alternatively, the

12
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_reference value may comprise the sum of squared values (SSV) of the original raw

spectrum or some other quantity calculated from the spectral values.

[0049] Once it is found that ASSR less than the pre-defined percentage of the reference
value for c iterations, then one of the most recent polynomial orders (for instance, the lowest
order of the previous four) is chosen as the correct polynomial order. The subtraction of the
polynomial with the chosen order yields a preliminary baseline corrected spectrum, which
may perhaps be subsequently finalized by subtracting exponential functions that are fit to

the end regions.

[0050] Returning, now, to the discussion of method 120 shown in FIG, 2, it is noted that
the first step 122 comprises loop initialization step of setting the order, n, of the baseline
fitting polynomial to an initial value of zero and determining a reference value to be used, in
a later step 132, for determining when the fitting polynomial provides an adequate fit to the
baseline. The reference value may simply be the maximum intensity of the raw spectrum.
Alternatively, the reference value may be some other measure determined from the

spectrum, such as the sum of the squared values (SSV) of the spectrum.

[0051] From step 122, the method 120 proceeds to a step 124, which is the first step in a
loop. The step 124 comprises fitting a polynomial of the current order (that is, determining
the best fit polynomial of the current order) to the raw spectrum by the well-known
technique of minimization of a sum of squared residuals (SSR). The SSR as a function of n,

SSR(n) is stored at each iteration for comparison with the results of other iterations.

[0052] From step 124, the method 120 proceeds to a decision step 126 in which, if the
current polynomial order » is greater than Zero, then execution of the method is directed to
step 128 in order to calculate and store the difference of SSR, ASSR(n), relative to its value
in the iteration just prior. In other words, ASSR(#n)=S SR(n)-SSR(nél). The value of
ASSR(n) may be taken a measure of the improvement in baseline fit as the order of the

baseline fitting polynomial is incremented to #.

[0053] The iterative loop defined by all steps from step 124 through step 132, inclusive,
proceeds until SSR changes, from iteration to iteration, by less than some pre-defined
percentage, 1%, of the reference value for a pre-defined integer number, ¢, of consecutive
iterations. Thus, the number of completed iterations, integer #, is compared to ¢ in step 130.

If n>c, then the method branches to stép 132, in which the last ¢ values of ASSR(#n) are
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compared to the reference value. However, in the alternative situation (n<c), there are
necessarily fewer than ¢ recorded values of ASSR(#), and step 132 is bypassed, with

execution being directed to step 134, in which the integer » is incremented by one.

[0054] The sequence of steps from step 124 up to step 132 (going through step 128, as
appropriate) is repeated until it is determined, in step 132, that the there have been ¢
consecutive iterations in which the SSR value has changed by less than 1% of the reference
value. At this point, the polynomial portion of baseline correction is completed and the
method branches to step 136, in which the final polynomial order is set and a polynomial of
such order is subtracted from the raw spectrum to yield a preliminary baseline-corrected

spectrum.

[0055] The polynomial baseline correction is referred to as “preliminary” since, as the
inventors have observed, edge effects may cause the polynomial baseline fit to be
inadequate at the ends of the data, even though the central region of the data may be well fit.
FIG. 4 shows an example of such a preliminary baseline corrected spectrum 400. The
residual baseline curvature within the end r'egions (for instance, the leftmost and rightmost
20% of the spectrum) of the spectrum 400 are well fit by a sum of exponential functions
(one for each end region), the sum of which is shown in FIG. 4 as.curve 402. Either a
normal or an inverted (negated) exponential function may be employed, depending on
whether the data deviates from zero in the positive or negative direction. This correction
may be attempted at one or both ends of the spectrum. Thus, the method 120 proceeds to
step 138 which comprises least squares fitting of the end region baselines to exponential
functions, and then to step 140 which comprises subtraction of these functions from the
preliminary baseline-corrected spectrum to yield the final baseline corrected spectrum.
Thesé steps yield a final baseline-corrected spectrum. In step 142, the most intense point in

the final baseline spectrum is located.

Peak Detection

[0056] At this point, after the application of the steps outlined above, the baseli’ne is fully
removed from the data and the features that remain within the spectrum above the noise
level may be assumed to be analyte signals. The methods described in FIG. 5 locate the
most intense region of the data, fit it to one of several peak shapes, remove that theoretical
peak shape from the experimental data, and then continue to repeat this process until there

are no remaining data peaks with a signal-to-noise ratio (SNR) greater than some pre-
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determined value, s, greater than or equal to unity. The steps of this process are illustrated
in detail in FIG. 5 and also shown in FIG. 1. The pre-defined value, s, may be chosen so as
to limit the number of false positive peaks. For instance, if the RMS level of Rayleigh-
distributed noise is sigma, then a peak detection threshold, s, of 3 sigma leads to a false

detection rate of about 1%.

[0057] The method 150, as shown in FIG. 5 is an iterative process comprising
initialization steps 502 and 506, loop steps 507-530 (including loop exit decision step 526)
and final reporting step 527. A new respective peak is located and modeled during each

iteration of the loop defined by the sequence of steps 507-530.

[0058]' The first step 502 of method 150 comprises locating the most intense peak in the
final baseline-corrected spectrum and setting a program variable, current greatest peak, to
the peak so located. In this discussion, the terms “peak” or “spectrum” are used to refer to
curves (that is, either an array of x,y Cartesian coordinate pairs or, in reference to a synthetic
peak, possibly a function y=f(x)) that may be considered as sub-spectra (and which may be
an entire spectrum) and which may be defined on a certain subset (which may be the full
set) of the available range of x-axis data. The variable x may represent time, wavelength,
etc. and y generally, but not necessarily, represents intensity. Accordingly, it is to be kept in
mind that, as used in this discussion, the acts of locating a peak or spectrum, setting or
defining a peak or spectrum, performing algebraic operations on a peak or spectrum, etc.
implicitly involve either point-wise operatiqns on sets of points or involve operations on
functional representations of sets of points. Thus, for instance, the operation of locating the
most intense peak in step 502 involves locating all points in the vicinity of the most intense
point that are above a presumed noise level, under the proviso that the total number of
points defining a peak must be greater than or equal to four. Also, the operation of “settihg”

a program variable, current greatest peak, comprises storing the data of the most intense

peak as an array of data points.

[0059] From step 502, the method 150 proceeds to second initialization step 506 in which
another program variable, “difference spectrum” is set to be equal to the final baseline-
corrected spectrum (see step 140 of method 120, FIG. 2). The difference spectrum is a
program variable that is updated during each iteration of the loop steps in method 150 so as
to keep track of the spectrum resulting from subtraction of all prior-fitted peaks from the

final baseline-corrected spectrum. As discussed later in this document, the difference
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spectrum is used to determine when the loop is exited under the assumption that, once all

peaks have been located and modeled, the difference spectrum will consist only of “noise”.

[0060]  Subsequently, the method 150 enters a loop at step 507, in which initial estimates
are made of the coordinates of the peak maximum point and of the left and right half-height
points for the current greatest peak and in which peak skew, S is calculated. The method of
estimating these co-ordinates is schematically illustrated in FIG. 6 and is discussed in
greater detail later with respect to FIGS. 8 A-8B. Letting curve 602 of FIG. 6 represent the
current greatest peak, then the co-ordinates of the peak maximum point 606, left half-height
point 606 and right half-height point 608 are, respectively, (Xm, Ym), (¥L, Ym/2) and

(xr, ym/2). The peak skew, S, is then defined as: S=(xr-Xm)/(*m-X1)-

[0061] In step 508, the estimated peak width, I, is compared to a maximum allowable
width, w, which may, for example, be determined according to a maximum proportion of
the entire spectrum width. If the width, 7, of the alleged peak is too large, then the peak is,
most likely, not an actual spectral peak but an indication of residual baseline curvature and
the method branches to the termination step 527. Otherwise, the method proceeds to steps

509 and 510.

[0062] In steps 509 and 510, the peak skew, S, may be used to determine a particular
form (or shape) of synthetic curve (in particular, a distribution function) that will be
subsequently used to model the current greatest peak. Thus, in step 509, if S < (1-¢),
where ¢ is some pre-defined positive number, such as, for instance, £ =0.05, then the method
150 branches to step 515 in which the current greatest peak is modeled as a sum of two
Gaussian distribution functions (in other words, two Gaussian lines). Otherwise, in step
510, if S < (1+¢), then the method 150 branches to step S11 in which a (single) Gaussian
distribution function is used as the model peak form with regard to the current greatest peak.
Otherwise, the method 150 branches to step 512, in which either a gamma distribution
function or an exponentially modified Gaussian (EMG) or some other form of distribution
function is used as the model peak form. A non-linear optimization method such as the
Marquardt-Levenberg Algorithm (MLA) or, alternatively, the Newton-Raphson algorithm
may be used to determine the best fit using any particular line shape. After either step 511,
step 512 or step 515, the synthetic peak resulting from the modeling of the current greatest
peak is removed from the spectral data (that is, subtracted from the current version of the

“difference spectrum”) so as to yield a “trial difference spectrum” in step 516. Additional
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details of the gamma and EMG distribution functions and a method of choosing between
them are discussed in greater detail, partially with reference to FIG. 8, later in this

document.

[0063] Occasionally, the synthetic curve representing the statistical overall best-fit to a
given spectral peak will lie above the actual peak data within certain regions of the peak.
Subtraction of the synthetic best fit curve from the data will then necessarily introduce a
“negative” peak artifact into the difference spectrum at those regions. Such artifacts result
purely from the statistical nature of the fitting process and, once introduced into the
difference spectrum, can never be subtracted by removing further positive peaks. However,
physical constraints generally require that all peaks should be positive features. Therefore,
an optional adjustment stép is provided as step 518 in which the synthetic peak parameters

are adjusted so as to minimize or eliminate such artifacts.

[0064] In step 518 (FIG. 5), the solution space may be explored for other fitted peaks that
have comparable squared differences but result in residual positive data. A solution of this
type is selected over a solution that gives negative residual data. Specifically, the solution
space may be incrementally walked so as to systematically adjust and constrain the width of
the synthetic peak at each of a set of values between 50% and 150% of the width
determined in the original unconstrained least squares fit. After each such incremental
change in width, the width is constrained at the new value and a new least squared fit is
executed under the width constraint. The positive residual (the average difference between
the current difference spectrum and the synthetic peak function) and chi-squared are
calculated and temporarily stored during or after each such constrained fit. As long as chi-
squared doesn’t grow beyond a certain multiple of its initial value, for instance 3-times its
initial value, the search continues until the positive residual decreases to below a certain
limit, or until the limit of peak width variation is reached. This procedure results in an
adjusted synthetic fit peak which, in step 520, is subtracted from the prior version of the
difference spectrum so as to yield a new version of the difference spectrum (essentially,
with the peak removed). In step 522, information about the most recently adjusted synthetic
peak, such as parameters related to peak form, center, width, shape, skew, height and/or

area are stored.

[0065] In step 524, the root-of-the-mean squared values (root-mean-square or RMS) of

the difference spectrum is calculated. The ratio of this RMS value to the intensity of the
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most recently éynthesized peak may be taken as a measure of the signal-to-noise (SNR)
ratio of any possibly remaining peaks. As peaks continue to be removed (that is, as
synthetic fit peaks are subtracted in each iteration of the loop), the RMS value of the
difference spectrum approaches the RMS value of the noise. As each tentative peak is
found, its maximum intensity, Z, is compared to the current RMS value, and if 7 <(RMS x &)
where & is a certain pre-defined noise threshold value, greatef than or eqﬁal to unity, then
further peak detection is terminated. Thus, the loop termination decision step 526 utilizes |
such a comparison to determine if any peaks of significant intensity remain distinguishable
above the system noise. If there are no remaining significant peaks present in the difference
spectrum, then the method 150 branches to the final reporting step 527. However, if data
peaks are still present in the residual spectrum, the calculated RMS value will be larger than
is appropriate for random noise and at least one more peak must be fitted and removed from
the residual spectrum. In this situation, the method 150 branches to step 528 in which the
most intense peak in the current difference spectruxﬁ is located and then to step 530 in
which the program variable, current greatest peak, is set to the most intense peak located in

step 528. The method then loops back to step 507, as indicated in FIG. 5.

[0066] Now that the overall set of steps in the method 150 have been described, the
process that is used to model individual spectral features is now discussed in greater detail.
Traditional spectral peak fitting routines generally model spectral features using either a
Gaussian or Lorentzian forms (commonly referred to as peak shapes or line shapes) and
tend to either use one preferred line shape throughout the fitting procedure or to query a
user as to which line shape to use. Although any arbitrary peak shape can be modeled with
a sum of Gaussians (perhaps requiring some Gaussians with negative intensities), the
inventors have observed that commonly occurring natural peak shapes (especially in
chromatographic spectral data) include Gaussians or even Gamma-distribution-like
functions with tailing or leading edges. Therefore, methods in accordance with the present
invention may employ a library of peak shapes containing at least four curves (and possibly
others) to model observed peaks: a Gaussian for peaks that are nearly symmetric; a sum of
two Gaussians for peaks that have a leading edge (negative skewness); a and either an
exponentially modified Gaussian or a Gamma distribution function for peaks that have a

tailing edge (positive skewness).
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[0067] The modeling of spectral peaks with Gaussian line shapes is well known and will
not be described in great detail here. Methods in accordance with the invention may use a
Gaussian functional form that utilizes exactly three parameters for its complete description,
these parameters usually being taken as area 4, mean p and variance o” in the defining

equation:

I(x;A,,u,O'Z) D _(x_—,u_)Z_J Eq.l'

A
B a—«/i . ( 207
in which x is the variable of spectral dispersion (generally the independent variable or
abscissa of an experiment or spectral plot) such as wavelength, frequency, or time and 7 is
the spectral ordinate or measured or dependent variable, possibly dimensionless, such as
intensity, counts, absorbance, detector current, voltage, etc. Note that a normalized
Gaussian distribution (having a cumulative area of unity and only two parameters—mean
and variance) would model, for instance, the probability density of the elution time of a
single molecule. In the three-parameter model given in Eq. 1, the scale factor 4 may be
taken as the number of analyte molecules contributing to a peak multiplied by a response

factor.

[0068] As is known, the functional form of Eq. 1 produces a symmetric line shape (skew,
S, equal to unity) and, thus, step 511 in the method 150 (FIG. 5) utilizes a Gaussian line
shape when the estimated peak skew is in the vicinity of unity, that is when

(1-8) < S < (1+¢) for some positive quantity . In the illustration shown in FIG. 5, the
quantity ¢ is taken as 0.05, but it could be any other pre-defined positive quantity. A
statistical fit may performed within a range of data points established by a pre-defined
criterion. For instance, the number of data points to be used in the fit may be calculated by
starting with a pre-set number of points, such as 12 points and then adjusting, either
increasing or decreasing, the total number of data points based on an initial estimated peak
width. Preferably, downward adjustment of the number of points to be used in the fit does
not proceed to less than a certain minimum number of points, such as, for instance, five

points.

[0069] Alternatively, the fit may be mathematically anchored to the three points shown in
FIG. 6. Alternatively, the range of the fit may be defined as all points of the peak occurring
above the noise threshold. Still further alternatively, the range may be defined via some

criterion based on the intensities of the points or their intensities relative to the maximum
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point 606, or even on criterion based wholly or in part on calculation time. Such choices
will depend on the particular implementation of the method, the relative requirements for

calculation speed versus accuracy, etc.

[0070] If S>(1+¢), then the data peak is skewed so as to have an elongated tail on the
right-hand side. This type of peak may be well modeled using either a line shape based on
either the Gamma distribution function or on an exponentially modified Gaussian (EMG)
distribution function. Examples of peaks that are skewed in this fashion (all of which are
synthetically derived Gamma distributions) are shown in FIG. 7A. If the peaks in FIG. 7A
are taken to be chromatograms, then the abscissa in each case is in the units of time,
increasing towards the right. The inventors have observed that peaks with this form of skew

(S>(1+¢) with e>0, termed “peak tailing”) are common in chromatographic data.

[0071] The general form of the Gamma distribution function, as used herein, is given by:

M (x —X, )M_1 e ")

I(x;A,xO,M,r):A F(M)

X=X, Eq.2

in which the dependent and independent variables are x and J, respectively, as previously

0

defined, I'(M) is the Gamma function, defined by F(M ) = IuM “e™du and are 4, xo, M and

0
r are parameters, the values of which are calculated by methods of the invention. Note that
references often provide this in a “normalized” form (i.e., a probability density function), in
which the total area under the curve is unity and which has only three parameters.
However, as noted previously herein, the peak area parameter 4 may be taken as
corresponding to the number of analyte molecules contributing to the peak multiplied by a

response factor.

[0072] The inventors consider that a chromatographic peak of a single analyte exhibiting
peak tailing may be modeled by a four-parameter Gamma distribution function, wherein the
parameters may be inferred to have relevance with regard to physical interaction between
the analyte and the chromatographic column. In this case, the Gamma function may be
written as:

P (r=ty) e
r(M)

I(t; 4,2, M, r)= 4 t>t, Eq.2a
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in which ¢ is retention time (the independent variable), 4 is peak area, #; is lag time and M is
the mixing number. Note that if M is a positive integer then ['(M )= (M —1)! and the -

distribution function given above reduces to the Erlang distribution. The adjustable
parameters in the above are A, fo, M and r. FIG. 7A illustrates four different Gamma
distribution functions for which the only difference is a change in the value of the mixing
parameter, M. For curves 702, 704, 706 and 708, the parameter M is g.iven by M=2, M=5,
M=20 and M=100, respectively. In the limit of high M, the Gamma function approaches the

form of a Gaussian function.

[0073] FIG. 7B is a schematic illustration of a theoretical model of movement of a
molecule in a chromatographic column during mass chromatography. The abscissa of FIG.
7B shows elution time running from zero up to the retention time fg and the ordinate
represents displacement distance of an analyte through the column, starting from the column
inlet up to the full length, L, of the column. In the inventors’ model, molecules of the
analyte alternate between mobile and stationary phases a finite number, M, (see Eq. 2) of
times within the column. It is further assumed that all molecules of the same analyte have
nearly the same M and that the value of M for each analyte may be inferred from its peak
shape in the chromatogram. At those times when an analyte molecule is in the mobile
phase, it is assumed to travel at a constant velocity v through the column and the
displacement within the column is represented by slanting line segments 724 of constant
and non-zero slope. The total time p that the molecule resides in the mobile phase is the
simple expression given as u=L/v which represents a delay that shifts all peaks to the right
by the same amount. This delay, along with other factors, such as dead volume, is
encapsulated in the parameter # (see Eq. 2). In the inventors’ model, it is assumed that
mobile phase velocity v is constant for a given analyte and, thus, the occurrence of “multiple

paths” and longitudinal diffusion is negligible.

[0074] Continuing with the discussion of FIG. 7B, it is assumed that during those times
when an analyte molecule resides in the stationary phase, it does not move at all. These
times are represented by the horizontal line segments 722. In the inventors® model, it is
further assumed that the desorption of an analyte molecule from the stationary phase is a
Poisson process and that the probability of desorption is homogeneous in time. Therefore

the duration of analyte adsorption (that is, the length of the horizontal line segments 722 in
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FIG. 7B) is a random variable A given by an exponential probability density distribution

function having parameter r (see Eq. 2).

[0075] With the assumptions given above, the total retention time #g of an analyte is a

random variable given by the expression ; = % + Zf::l A, in which the summation is

taken over a total of M independent exponentially distributed random variables. If M is an
integer, then the summation shown in the above equation yields an Erlang-distributed
random variable. In fact, the value of M would be Poisson distributed in a population of
molecules, so the retention time would be modeled by the superposition of multiple Erlang
random variables. A simple closed-form approximation can be constructed by replacing the
distribution of values of M with a constant value that may be loosely interpreted as the mean
value of M. The generalization of the Erlang distribution to real-valued M is the Gamma

distribution (Eq. 2).

[0076] The Gamma distribution model as derived above does not specifically account for
chemical diffusion. The presence of diffusion is accommodated by values of M which are,
in fact, larger than the.average number of desorption events. A different model, the
exponentially modified Gaussian (EMG) distribution function, may be used to model the
retention time as the outcome of one desorption event and the time required for an analyte

molecule to diffuse to the end of the column.

[0077] The general, four-parameter form of the exponentially modified Gaussian (EMG)
distribution, as used in methods according to the present invention, is given by a function of

the form:

1 e—(u—x0)2/202 le—(x—u)/rdu (x > O; > O) Eq 3.
o227 v

I(x; A,x0,02,1)= A f;

Thus, the EMG distribution used herein is defined as the convolution of an exponential
distribution with a Gaussian distribution. In the above Eq. 3, the independent and
dependent variables are x and I, as previously defined and the parameters are 4, t, 0%, and 7.
The parameter 4 is the area under the curve and is proportional to analyte concentration and
the parameters ¢y and o? are the centroid and variance of the Gaussian function that modifies
an exponential decay function.
[0078] The inventors consider that an exponentially-modified Gaussian distribution

function of the form of Eq. 3 may be used to model some chromatographic peaks exhibiting
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peak tailing. In this situation, the general variable x is replaced by the specific variable time
t and the parameter xy is replaced by #. The exponential portion may be taken to indicate a
hypothetical distribution of residence times of analyte molecules on the stationary phase for
a single (or small number of) of adsorption events per molecule and the Gaussian portion
may be taken to represent the superimposed effects of diffusion in the mobile phase. The
existence of an EMG-distribution best fit, as opposed to a Gamma-function best fit, may be
taken to indicate a chromatic separation in which the analyte has lesser tendency to bind to

the stationary phase.

[0079] FIG. 8 illustrates, in greater detail, various sub-steps that may be included in the
step 512 of the method 150 (see FIG. 1 and FIG. 5) within embodiments in accordancé with
the present invention. More generally, FIG. 8 outlines an exemplary method for choosing
between line shape forms in the modeling and fitting of an asymmetric spectral peak. The
method 512 illustrated in FIG. 8 may be entered from step 510 of the method 150 (see FIG.
5).

[0080] When method 512 is entered from step 510 (see FIG. 5), the skew, S, is greater
than (1+¢), because the respective “No” branch has previously been executed in each of
steps 509 and 510 (see FIG. 5). For instance, if ¢ is set to 0.05, then the skew is greater
than 1.05. When S>(1+¢), both the EMG distribution (in the form of Eq. 3) and the Gamma
distribution may be fit to the data and one of the two distributions may be selected as a

model of better fit on the basis of the squared difference (chi-squared statistic).

[0081] From step 808, the method 512 (FIG. 8) proceeds to step 810. In these two steps,
first one line shape and then an alternative line shape is fitted to the data and a chi-squared
statistic is calculated for each. The fit is performed within a range of data points established
by a pre-defined criterion. For instance, the number of data points to be used in the fit may
be calculated by starting with a pre-set number of points, such as 12 points and then
adjusting, either increasing or decreasing, the total number of data points based on an initial
estimated peak width. Preferably, downward adjustment of the number of points to be used
in the fit does not proceed to less than a certain minimum number of points, such as, for

instance, five points.

[0082] Alternatively, the fit may be mathematically anchored to the three points shown in
FIG. 6. Alternatively, the range may be defined as all points of the peak occurring above
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the noise threshold. Still further alternatively, the range may be defined via some criterion
based on the intensities of the points or their intensities relative to the maximum point 606,
or even on criterion based wholly or in part on calculation time. Such choices will depend
on the particular implementation of the method, the relative requirements for calculation
speed versus accuracy, etc. Finally, in step 812, the fit function is chosen as that which
yields the lesser chi-squared value. The method 512 then outputs the results or exits to step

516 of method 150 (see FIG. 5).

[0083] The determination of the best fit peak from among several potential line shapes as
discussed above with reference to FIG. 8 employs a basic strategy in which the algorithm
may try several or all line shapes in the “line shape library” for each and every one of the
peaks. The chi-squared values computed for the best-fit peak of each type of line shape are
used_ to decide which shape gives the best result. The inventors have, however, determined
that such a calculation-intensive strategy is not always necessary since, especially with
regards to chromatographic data, many peaks will have similar shapes, with certain natural
peak shapes possibly predominating. Thus, in other alternative embodiments of methods in
accordance with the invention, all line shapes are explored initially only for the first peak,
then subsequent peaks may be fitted using the same line shape for the subsequent peaks
until the chi-squared value increases by a certain predetermined limiting percentage. Once
the chi-squared value has increased beyond a tolerable value, all line shapes are once again
tried so as to determine a new best line shape. The new line shape is then employed for
subsequent peaks until the chi-squared value once again increases by an amount greater than

the predetermined percentage.

[0084] FIGS. 9A-9B are flowcharts that respectively illustrate, in greater detail,
alternative sets of sub-steps that may be included in the step 507 of the method 150 (see
FIG. 1 and FIG. 5) within embodiments in accordance with the present invention. More
generally, FIGS. 9A and 9B illustrate steps for estimating coordinates of points at a peak
maximum ana along flanks of the peak at half-height, according to a first exemplary
method, method 507a (FIG. 9A) as well as according to an alternative exemplary method,
method 507b (FIG. 9B) in accordance with the present invention. Each of the two methods
507a (FIG. 9A) and 507b (FIG. 9B) may be entered from step 506 of method 150 (FIG. 5)
and may output data or exit to step 508 of method 150. Upon detection of a peak, the point

of maximum intensity (e.g., point 606 of FIG. 6) may be taken as an initial estimate of the
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peak vertex (¥m,ym) as in step 902 of method 507a. Alternatively, the sample of maximum
intensity and its two nearest neighbors may be fit to a parabola as in step 906 of method
507b, and then the vertex of the parabola used to provide an estimate of the interpolated
peak vertex (which in general does not exactly coincide with a data point of a spectrum).
Next, in either step 904 of method 507a or step 908 of method 507b, the left and right half
maxima of the detected peak (e.g., points 604 and 608, respectively, of FIG. 6) are
estimated by examining the sample values to the left and right (respectively), scanning
outward from the peak vertex until encountering a value that is less than one-half the
interpolated maximum value. Interpolated values of the left and right half-maxima are
determined by fitting a line to sample points whose intensities lie above and below one-half
the maximum intensity and finding the x-axis coordinate (either x;, or xp—see FIG. 6) of the
point on the line that passes through the half-maximum intensity. Then, the estimated peak

skew, S, is calculated as S=(xr-Xm)/(Xm=xL).

[0085] Returning, once again, to the method 100 as shown in FIG. 1, it is noted that, after
all peaks have been fit in step 150, the next optional step, step 170 comprises refinement of
the initial parameter estimates for multiple detected chromatographic peaks. Refinement
comprises exploring the space of N parameters (the total number of parameters across all
peaks, i.e. 4 for each Gamma/EMG and 3 for each Gaussian) to find the set of values that
minimizes the sum of squared differences between the observed and model spectrum.
Preferably, the squared difference may be calculated with respect to the portion of the
spectrum comprising multiple or overlapped peaks. It may also be calculated with respect

~ to the entire spectrum. The model spectrum is calculated by summing the contribution of
all peaks estimated in the previous stage. The overall complexity of the refinement can be
greatly reduced by partitioning the spectrum into regions that are defined by overlaps
between the detected peaks. In the simplest case, none of the peaks overlap, and the

parameters for each individual peak can be estimated separately.

[0086] The refinement process continues until a halting condition is reached. The halting
condition can be specified in terms of a fixed number of iterations, a computational time
limit, a threshold on the magnitude of the first-derivative vector (which is ideally zero at
convergence), and/or a threshold on the magnitude of the change in the magnitude of the
parameter vector. Preferably, there may also be a “safety valve” limit on the number of

iterations to guard against non-convergence to a solution. As is the case for other
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parameters and conditions of methods of the invention, this halting condition is chosen
during algorithm design and development and not exposed to the user, in order to preserve
the automatic nature of the processing. At the end of refinement, the set of values of each
peak area along with a time identifier (either the centroid or the intensity maximum) is

returned. The entire process is fully automated with no user intervention required.

[0087] The step 180, in the method 100 (FIG. 1) comprises reporting peak parameters
and, optionally, analyte identification and/or parameters relating to the operational state or
physical characterization of the analytical instrumentation to a user. The peak parameters
will, in general, be either those parameters calculated during the peak detection step 150 or
quantities calculated from those parameters and may include, for each of one or more peaks,
location of peak centroid, location of point of maximum intensity, peak half-width, peak
skew, peak maximum intensity, area under the peak, etc. Other parameters related to signal
to noise ratio, statistical confidence in the results, goodness of fit, etc. may also be reported
in step 180. The information reported in step 180 may also include characterizing
information on one or more analytes and may be derived by comparing the results obtained
by the methods described herein to known databases. Such information may include
chemical identification of one or more analytes (e.g., ions, molecules or chemical
compounds), purity of analytes, identification of contaminating compounds, ions or
molecules or, even, a simple notification that an analyte is (or is not) present in a sample at

detectable levels.

[0088] Upon review of the reported information, a user may elect to enter learning mode
in step 185. The leaning mode instructions may be implemented as a separate module — an
applet or a service — that runs concurrently with a normal application displaying peak-
detected data, as illustrated schematically in FIG. 10. The learning mode module may thus
be independent of the application of independent of a separate peak-detection module or
library that implements the parameterless peak detection steps. This learning mode module
may manage the various learned states — each a collection of adjustments that may be
applied to the PPD process — and has means to allow a user to create, modify, delete, and
set as a default any learned state, such learned states being stored in a data storage unit
(FIG. 10) for later retrieval and use. A learned state can be made part of an experimental

procedure, in which situation the learned state can be applied across multiple systems and
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users. Alternatively, applications may be written so as to be aware of learned states and

manage them without need for a separate service process.

[0089] In learning mode, the user may interact with a computer running the methods of
the present invention using any suitable user interface means. Often, such user interface
means will comprise a graphical user interface (GUI). Using the interface means, a user
may (a) select a region or detected peak of a spectrum for which peaks have already been
automatically detected and, then, (b) indicate, from a menu of choices, a general
modification to be applied during subsequent automatic peak detection in the vicinity of the
selected spectral region or peak. The menu that the user receives is context sensitive. If the
user specifies a range where no peak is detected, the menu choices provided to the user may
be, for instance, “Show rejected peaks in this region” or, “Detect a peak here” or “Extend a
nearby peak to include this area”. If the user specifies a peak, the menu choices may be, for
instance, “Don't detect this peak”, or “more aggressive peak detection in this area” or “less

aggressive peak detection in this area”.

[0090] When the user elects to “modify” or “create” a learned state (and specifies a name
for this state), there may be a visual indication of entry into “learning mode” (for example, a
change of shape of a cursor of a graphical user interface), such visual indication being
maintained until learning mode is halted by the user. When the user brings up the context-
sensitive menu in reference to a spectrum or chromatogram (possibly by pointing to and
clicking over the data), a context menu will appear (belonging to the learning mode module)
that allows the user to select an improvement desired. The program or module running the
graphics display will respond to this event by reporting the user’s choice for that peak back
to the learning mode module. This allows the learning mode module to adjust an exit
condition relating to that peak (used by the peak detection module or library) and may cause
the learning mode module to request the peak-detection module or library to branch back to

step 150 to re-compute peaks based on these new exit conditions.

[0091] This learning-mode feature does not allow the user to detect a peak where there is
nothing but noise, or to “un-detect” a strong, well defined peak. Instead, the learning-mode
module stores slight changes to the various exit conditions that control processing of the
spectral data in the vicinity of the selected region or peak during execution of the peak
detection module. Recall from the detailed descriptions above that, as each peak is

detected, it is tested against several criteria — for instance, is the intensity signal of a
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candidate peak sufficiently above the background noise (step 526), how does the measured
width compare to the width of the entire scan (step 508), is the residual left after this peak is
removed mostly positive data, since negative peaks are not allowed (step 518), and so on.
These exit conditions are stored in the information about each detected peak, and when the
user requests a change in “learning mode”, these learned adjustments are stored to as to be
applied. as the relevant peak is detected in a subsequent execution of the peak detection

code.

[0092] For example, if the user had clicked over the 25th peak in the (size-ordered) list of
found peaks and asked that this peak not be detected, after 24 peaks were detected the
signal-to-noise (S/N) limit would be changed, for instance, from a value of 1.0 to a value
just above the S/N of the undesired peak. The reverse is also true, and would have
consequences for smaller peaks, which might now also pass the new criterion. For instance,
if the user were to select a region with no detected peak and choose, “detect this peak”, the
peak detection limit would be lowered when the peak-detection module or library next
processes that region of the chromatogram or spectrum, so that (for example) an additional

10% more peaks might be detected.

[0093] The feature of applying modified exit conditions at the point in peak detection
when a change is needed is very powerful and easy to understand. It allows one set of
conditions to be applied to strong peaks, and a modified set to be applied to weaker peaks,
for example. (It also allows different settings for different regions of the data, by the user
first selecting a region, then choosing a modifier to an exit condition.) Since the changes
made are just enough to allow the peak in question to be affected, it is never possible to
totally corrupt peak detection, say by setting the S/N threéhold to 1000:1. This restriction

applies because the user does not set the value; he just requests “more” or “less”.

[0094] An interesting and useful feature of methods in accordance with the invention is
the possibility of also reporting, in the case of chromatographic data, information related to
operational state or physical characterization of the analytical instrumentation that provided
the chromatographic data. For instance, derivation of parameters used in fitting Gamma
distributions to peak features may provide information on fundamental properties of analyte
interaction between analyte molecules and the mobile and stationary phases of a
chromatographic column. Such information may include, for instance, the average number

of times that molecules of a particular analyte are adsorbed on the stationary phase during
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their transit through the column and the average time for desorption from the stationary
phase back into the mobile phase. The comparison between line shapes for different
analytes (for instance, Gamma versus Gaussian versus exponentially-modified Gaussian)
may provide a relative measure of the importance of adsorption versus simple diffusion in
the elution of compounds from the column. A user may then use such information to adjust
the composition or physical characteristics of the mobile or stationary phases so as to

facilitate better chromatographic separation of certain pairs of compounds.

INDUSTRIAL APPLICABILITY

[0095] The present invention provides improved methods for analyzing spectra and
identifying components of spectra and, as such, is useful in any industrial fields that employ
spectroscopy for analysis of materials. The list of spectroscopic techniques for which the
invention is useful includes, but is not limited to, mass spectroscopy, chromatography,
optical spectroscopy and infrared spectroscopy. The invention is thus applicable in
industrial fields including, but not limited to, general chemical analysis, clinical analysis,

drug discovery, air and water quality monitoring, and factory environmental monitoring.

Conclusion

[0096] The end result of methods described in the preceding text and associated figures is
a robust, exhaustive and general method to detect peaks and characterize spectral peaks
without user-adjustable parameters. It makes no assumptions about peak shape or width,
and thus can detect a wide variety of peaks, even in a single chromatogram. Additionally, a
method is described for visually and interactively teaching an implementation of
parameterless peak detection how to improve its accuracy and precision. This method is
safe and effective in that it only allows small changes in the predefined exit conditions for
peak detection and can neither force detection of a noise region as a peak, nor suppress
detection of a strong, well resolved peak. It is particularly effective in improving the
calculated areas for very small peaks, or peaks that have a pathological feature that prevents
normal peak detection from coming to a correct result. Computer instructions according to
any of the methods described above may be supplied as a computer program product or
products tangibly embodied on any form of tangible computer readable medium, such
computer program product or products or media on or in which they are embodied

themselves being embodiments of the invention.
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[0097]  The discussion included in this application is intended to serve as.a basic
description. Although the present invention has been described in accordance with the
various embodiments shown and described, one of ordinary skill in the art will readily
recognize that there could be variations to the embodiments and those variations would be
within the spirit and scope of the present invention. The reader should be aware that the
specific discussion may not explicitly describe all embodiments possible; many alternatives
are implicit. For instance, although various exemplary embodiments described herein refer
to peak fitting with curves of Gaussian, exponentially-modified Gaussian and Gamma
distribution line shapes and with sums of Gaussian or other curves, any suitable form of line
shape may be employed, depending on the particular needs of the artisan or on particular
data formats or types of experiments employed. One of ordinary skill in the art would
readily understand, from the discussions provided herein, how to employ the methods of the
invention to fit various peak shapes using any suitable line shape. One of ordinary skill in
the art would also readily understand how to modify equations presented in terms of
positive and negative skew so as to fit peaks of negative and positive skew, respectively.
Accordingly, many modifications may be made by one of ordinéry skill in the art without
departing from the spirit, scope and essence of the invention. Neither the description nor
the terminology is intended to limit the scope of the invention — the invention is defined
only by the claims. Any patents, patent applications or publication mentioned herein are
hereby incorporated herein by reference in their respective entirety, as if set forth fully

herein.
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CLAIMS

- What is claimed is:

1. A method of automatically identifying and characterizing spectral peaks of a
spectrum generated by an analytical apparatus comprising the steps of receiving
the spectrum generated by the analytical apparatus, automatically subtracting a

. baseline from the spectrum so as to generate a baseline-corrected spectrum,
automatically detecting and characterizing the spectral peaks in the baseline-
corrected spectrum and reporting the detected and characterized spectral peaks to a
user, the method characterized by:

receiving a list of adjustments to be made to the detecting and
characterizing step from the user;

adjusting exit values used in the detecting and characterizing step, based on
the list of adjustments; and

repeating the automatic detecting and characterizing of the spectral peaks

in the baseline-corrected spectrum using the adjusted exit values.

2. A method as recited in claim 1, wherein each adjustment of the list of adjustments

relates to a respective region or peak of the spectrum.

3. A method as recited in either of claims 1-2, wherein each adjustment of the list of
adjustments is chosen by the user from a finite list of possible adjustment types

presented to the user.

4. A method as recited in claim 3, wherein the finite list of possible adjustment types

includes an adjustment of detecting a new peak at a specified spectral region.

5. A method as recited in claim 3, wherein the finite list of possible adjustment types

includes an adjustment of not detecting a previously detected peak.

6. A method as recited in any of claims 1-5, further characterized by storing the list
of adjustments for later use in conjunction with another spectrum generated by the

analytical apparatus.
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7.

9.

10.

11.

12.

A method as recited in any of claims 1-6, wherein the exit values relate to a

minimum peak signal-to-noise ratio or a maximum peak width.

A system comprising an analytical apparatus capable of generating spectral data, at
least one programmable processor unit electrically coupled to the analytical
apparafus, user interface hardware electrically coupled to the programmable
processor unit and a spectral peak detection executable module executing on the at
least one programmable processor unit and comprising instructions operable to
cause the at least one programmable processor unit to receive the spectral data
from the analytical apparatus and to automatically detect spectral peaks of the
spectral data without receiving any parameter input from a user, the system
characterized by:

a user application executable module executing on the at least one
programmable processor unit and in communication with the spectral peak
detection executable module and comprising instructions operable to cause the at
least one programmable processor and the user interface hardware to present the
detected spectral peaks to the user; and

a learning-mode executable module executing on the at least one
programmable processor unit and in communication with the spectral peak
detection executable module and comprising instructions operable to cause the at
least one programmable processor a generate a list of adjustments to be made to -
exit conditions of the spectral peak detection executable module instructions based

on inputs from the user.

A system as recited in claim 8, wherein each adjustment of the list of adjustments

relates to a respective region or peak of the spectral data.

A system as recited in either of claims 8-9, wherein the list of adjustments is

determined from a finite list of possible adjustment types presented to the user.

A method as recited in claim 10, wherein the finite list of possible adjustment

types includes an adjustment of detecting a new peak at a specified spectral region.

A system as recited in claim 10, wherein the finite list of possible adjustment types

includes an adjustment of not detecting a previously detected peak.
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13.

14.

15.

16.

A system as recited in any of claims 8-12, further comprising an electronic data
storage unit electrically coupled to the programmable processor unit, the system
further characterized in that:

the learning mode module comprises instructions operable to cause the at
least one programmable processor to output the list of adjustments to the
electronic data storage unit for later use in conjunction with another set of spectral

data generated by the analytical apparatus.

A method as recited in any of claims 8-13, wherein the exit conditions relate to a

minimum peak signal-to-noise ratio or a maximum peak width.

A system comprising at least one programmable processor unit, an electronic data
storage unit electrically coupled to the programmable processor unit, user interface
hardware electrically coupled to the programmable processor unit and a spectral
peak detection executable module executing on the at least one programmable
processor unit and comprising instructions operable to cause the at least one
programmable processor unit to read spectral data from the electronic data storage
unit and to automatically detect spectral peaks of the spectral data without
receiving any parameter input from a user, the system characterized by:

a user application executable module executing on the at least one
programmable processor unit and in communication with the spectral peak
detection executable module and comprising instructions operable to cause the at
least one programmable processor and the user interface hardware to present the
detected spectral peaks to the user; and

a learning-mode executable module executing on the at least one
programmable processor unit and in communication with the spectral peak
detection executable module and comprising instructions operable to cause the at
least one programmable processor a generate a list of adjustments to be made to
exit conditions of the spectral peak detection executable module instructions based

on inputs from the user.

A system as recited in claim 15, further characterized in that the learning mode
module further comprises instructions operable to cause the at least one

programmable processor to receive a list of selections of spectral regions or
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spectral peaks from the user, each selection corresponding to a respective one of

the adjustments.

17. A system as recited in either of claims claim 15-16, further characterized in that
the learning mode module further comprises instructions operable to cause the at
least one programmable processor to output the list of adjustments to the
electronic data storage unit for later use in conjunction with another set of spectral

data.

18. A system as recited in claim 15, wherein the list of adjustments is determined from

a finite list of possible adjustment types presented to the user.

19. A system as recited in claim 18, wherein the finite list of possible adjustment types

includes an adjustment of detecting a new peak at a specified spectral region.

20. A system as recited in claim 18, wherein the finite list of possible adjustment types

includes an adjustment of not detecting a previously detected peak.
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