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PROCEDE DE CODAGE ET DE RECONSTRUCTION D'UN BLOC DE PIXELS ET DISPOSITIFS

CORRESPONDANTS.

@ L'invention concerne un procédé de codage d'un bloc
de pixels comprenant les étapes suivantes:

- déterminer (10) un bloc de prédiction pour le bloc de
pixels a partir d'un vecteur de mouvement;

- calculer (12) un résidu entre le bloc de pixels et le bloc
de prédiction; et

- coder (14) le résidu.

La détermination du bloc de prédiction comprend les
étapes suivantes:

- déterminer (110) un bloc de prédiction intermédiaire de
taille strictement supérieure a la taille du bloc de pixels;

- transformer (120) le bloc de prédiction intermédiaire en
un premier bloc transformé avec une premiére transformée;
et

- transformer (130) le premier bloc transformé en un se-
cond bloc transformé avec une seconde transformée in-
verse de la premiere transformée dont les fonctions de base
sont décalées d'au moins une partie de chaque composante
du vecteur de mouvement, le bloc de prédiction étant extrait
(140) du second bloc transformé.
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PROCEDE DE CODAGE ET DE RECONSTRUCTION D’UN BLOC DE
PIXELS ET DISPOSITIFS CORRESPONDANTS

1. Domaine de 'invention

L’invention se rapporte au domaine général du codage d'images. Plus
précisément, I'invention concerne un procédé de codage d’une bloc de pixels

et un procédé de reconstruction d’un tel bloc.

2. Etatde l'art

Il est connu des dispositifs de codage vidéo comprenant un module
d’estimation de mouvement apte a estimer des vecteurs de mouvement a une
précision sous-pixelique. A titre d'exemple, le module d’estimation de
mouvement estime des déplacements sur une image interpolée a I'aide de
filtres interpolateurs au 2, au V4 éventuellement au 1/8 de pixel.

Il est également connu des modules d’estimation de mouvement
utilisant des corrélateurs (p.ex. la corrélation de phase) ou des estimations de
mouvement global qui permettent d’estimer des vecteurs de mouvement avec
une précision sous-pixélique inférieure au 1/8 de pixel.

Or les filtres interpolateurs classiques dont la taille peut étre importante
et dont la précision peut étre limitée au 1/8 de pixel ne permettent pas une
compensation de mouvement précise lorsque le vecteur de mouvement a
partir duquel est effectuée la compensation de mouvement a des
composantes a une précision sous-pixelique inférieure au 1/8 de pixel. Un tel
filtre interpolateur classique est décrit dans la section 8.4.2.2 du standard

ISO/IEC 14496-10 pour réaliser I'interpolation au 2 pixel.

3. Résumé de l'invention

L’invention a pour but de pallier au moins un des inconvénients de l'art
antérieur. A cet effet, I'invention concerne un procédé de codage d’un bloc de
pixels comprenant les étapes suivantes :

- déterminer un bloc de prédiction pour le bloc de pixels a partir d’'un vecteur
de mouvement;
- calculer un résidu entre le bloc de pixels et le bloc de prédiction ; et

- coder le résidu.
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Avantageusement, la détermination du bloc de prédiction comprend les
étapes suivantes :

- déterminer un bloc de prédiction intermédiaire de taille strictement
supérieure a la taille du bloc de pixels;

- transformer le bloc de prédiction intermédiaire en un premier bloc
transformé avec une premiére transformée; et

- transformer le premier bloc transformé en un second bloc transformé avec
une seconde transformée inverse de la premiére transformée dont les
fonctions de base sont décalées d'au moins une partie de chaque
composante du vecteur de mouvement, le bloc de prédiction étant extrait du
second bloc transformé.

Selon un premier mode de réalisation, le bloc de prédiction intermédiaire est
déterminé en ajoutant au moins une ligne de pixels et au moins une colonne
de pixels dans le sens du mouvement au bloc obtenu par compensation de
mouvement du bloc de pixels a partir d'un vecteur de mouvement
intermédiaire dont les composantes sont les parties entiéres des
composantes du vecteur de mouvement et les fonctions de base de la
seconde transformée sont décalées des parties fractionnaires des
composantes du vecteur de mouvement.

Selon un premier mode de réalisation, le bloc de prédiction intermédiaire est
déterminé en ajoutant au moins une ligne de pixels et au moins une colonne
de pixels dans le sens du mouvement a un bloc colocalisé au bloc de pixels a
coder de telle sorte que la taille du bloc de prédiction intermédiaire soit
strictement supérieure au déplacement correspondant aux parties entieres
des composantes du vecteur de mouvement et les fonctions de base de la
seconde transformée sont décalées de la totalité des composantes du vecteur
de mouvement.

Selon une caractéristique particuliere de l'invention, la taille du bloc de
prédiction intermédiaire est une puissance de 2.

Selon une autre caractéristigue particuliere de [linvention, la premiére
transformée est une transformée en cosinus discret 2D.

L’'invention concerne également un bloc de pixels comprenant les étapes

suivantes :
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- déterminer un bloc de prédiction pour le bloc de pixels a partir d’'un vecteur
de mouvement;

- décoder un résidu pour le bloc de pixels ; et

- reconstruire le bloc de pixels a partir du bloc de prédiction et du résidu.
Avantageusement, la détermination du bloc de prédiction comprend les
étapes suivantes :

- déterminer un bloc de prédiction intermédiaire de taille strictement
supérieure a la taille du bloc de pixels;

- transformer le bloc de prédiction intermédiaire en un premier bloc
transformé avec une premiére transformée;

- transformer le premier bloc transformé en un second bloc transformé avec
une seconde transformée inverse de la premiére transformée dont les
fonctions de base sont décalées d'au moins une partie de chaque
composante du vecteur de mouvement, le bloc de prédiction étant extrait du
second bloc transformé.

L’'invention concerne en outre un dispositif de codage d'un bloc de pixels
comprenant les moyens suivants :

- des moyens pour déterminer un bloc de prédiction pour le bloc de pixels a
partir d’'un vecteur de mouvement;

- des moyens pour calculer un résidu entre le bloc de pixels et le bloc de
prédiction ; et

- des moyens pour coder le résidu.

Avantageusement, les moyens de détermination du bloc de prédiction
comprennent les moyens suivants :

- des moyens pour déterminer un bloc de prédiction intermédiaire de taille
strictement supérieure a la taille du bloc de pixels;

- des moyens pour transformer le bloc de prédiction intermédiaire en un
premier bloc transformé avec une premiére transformée;

- des moyens pour transformer le premier bloc transformé en un second bloc
transformé avec une seconde transformée inverse de la premiére transformée
dont les fonctions de base sont décalées d’au moins une partie de chaque
composante du vecteur de mouvement ; et

- des moyens d’extraire le bloc de prédiction du second bloc transformé.
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L’invention concerne également un dispositif de décodage d’un flux en vue de
la reconstruction d’un bloc de pixels comprenant les moyens suivants :

- des moyens pour déterminer un bloc de prédiction pour le bloc de pixels a
partir d’'un vecteur de mouvement;

- des moyens pour décoder un résidu pour le bloc de pixels a partir du flux;

- des moyens pour reconstruire le bloc de pixels a partir du bloc de prédiction
et du résidu ;

Avantageusement, les moyens de détermination du bloc de prédiction
comprennent les moyens suivants :

- des moyens pour déterminer un bloc de prédiction intermédiaire de taille
strictement supérieure a la taille du bloc de pixels;

- des moyens pour transformer le bloc de prédiction intermédiaire en un
premier bloc transformé avec une premiére transformée;

- des moyens pour transformer le premier bloc transformé en un second bloc
transformé avec une seconde transformée inverse de la premiére transformée
dont les fonctions de base sont décalées d’au moins une partie de chaque
composante du vecteur de mouvement ; et

- des moyens d’extraire le bloc de prédiction du second bloc transformé.

4. Listes des figures

L’invention sera mieux comprise et illustrée au moyen d’exemples
de modes de réalisation et de mise en ceuvre avantageux, nullement limitatifs,
en référence aux figures annexées sur lesquelles :

— la figure 1 illustre un procédé de codage selon I'invention;

— les figures 2 et 3 représentent un bloc a coder Bc et un bloc de prédiction
intermédiaire b’;

— La figure 4 représente un bloc transformé B2 et un bloc de prédiction Bp;

— lafigure 5 illustre un procédé de reconstruction selon I'invention;

— la figure 6 illustre un dispositif de codage selon 'invention; et

— la figure 7 illustre un dispositif de décodage selon 'invention.

5. Description détaillée de I'invention
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La figure 1 représente, selon I'invention, un procédé de codage d'un bloc de
pixels Bc d’une image Ic. Bc est un bloc de taille MxM avec M entier. Le bloc
de pixels Bc appartient a une image Ic d'une séquence d'images. Lors d’'une
étape 10, un bloc de prédiction Bp est déterminé pour le bloc de pixels a
coder Bc a partir d’'un vecteur de mouvement Vp de composantes (Vx, Vy)
avec Vx=dx+dx et Vy=dy+dys, ou (dx, dy) sont les parties entiéres des
composantes et (dxss, dyrs) sont les parties fractionnaires des composantes.
Par exemple, si Vx=2.28 alors dx=2 et dxs=0.28 et si Vx=-3.73 alors dx=-3 et
dxs=-0.73. Ce vecteur de mouvement Vp associé au bloc Bc provient par
exemple d’'une estimation de mouvement par corrélation de phase ou encore
d’'une estimation de mouvement globale. Vp indique le déplacement du bloc
Bc entre l'image courante Ic et I'image de référence Ir. L'invention n’est
aucunement limitée par le procédé utilisé pour obtenir le vecteur de
mouvement Vp. L'étape de détermination 10 du bloc de prédiction Bp,
également connue sous le nom d’étape de compensation de mouvement,
comprend selon un premier mode de réalisation, représenté sur la figure 2,
une étape 110 de détermination d’'un bloc de prédiction intermédiaire b’ dans
une image de référence Ir a partir d’'un vecteur de mouvement intermédiaire
dont les composantes sont les parties entieres (dx, dy) des composantes du
vecteur de mouvement Vp comme illustré sur la figure 2. Le bloc de prédiction
intermédiaire b’ comprend le bloc b qui est obtenu par compensation de
mouvement du bloc Bc a partir du vecteur de mouvement intermédiaire de
composantes (dx, dy). b’ est de taille NxN, avec N strictement supérieur a M.
Dans une premiére variante, N=M+1. Plus précisément, le bloc b’ est obtenu
en ajoutant au bloc b au moins de 1 ligne de pixels et 1 colonne de pixels sur
2 de ses cotés dans le sens du déplacement/mouvement comme illustré sur
la figure 2. Le sens du mouvement est donné par le vecteur de mouvement
Vp. Ainsi, sur la figure 2, le déplacement sous pixelique a lieu vers le bas et la
droite dans le bloc b’. Dés lors, le bloc b’ est un bloc augmenté de 1 ligne de
pixels en haut et de 1 colonne de pixels sur la gauche par rapport au bloc b.

Par exemple, si le bloc Bc a coder et donc le bloc de prédiction Bp associé est
un bloc de taille 8x8, le bloc de prédiction intermédiaire b’ est un bloc de taille
9x9 obtenu en ajoutant au bloc b 1 ligne de pixels et 1 colonne pixels dans le

sens du mouvement comme illustré sur la figure 2.
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Selon une seconde variante de réalisation, le bloc de prédiction intermédiaire
b’ est obtenu en ajoutant au bloc b autant de lignes et de colonnes de pixels
gue nécessaire sur 2 de ses cOtés dans le sens du déplacement/mouvement
de telle sorte que N soit une puissance de 2. Cette variante permet I'utilisation
d’algorithmes de transformation rapide.

Le bloc de prédiction intermédiaire b’ est ensuite transformé lors d'une étape
120 en un premier bloc transformé B1 avec une premiére transformée T de
dimension N. T est, par exemple, une transformée DCT (acronyme anglais de
« discrete cosine transform ») séparable dont les fonctions de base c(i,j) sont

définies comme suit :

C=C,., =[cti, D], €t ¢, ) = ald) cos((zj al l)mj (1)

2N
[ o
et a(i)= \/% o

Dés lors, Bl = [Bl(u,v)]NxN: C b'C" (2

Le premier bloc transformé B1 est transformé, lors d’'une étape 130, en un
second bloc transformé B2 avec une seconde transformée inverse de la
premiere transformée et dont les fonctions de base sont décalées des parties
fractionnaires (dxs, dy.s) des composantes du vecteur de mouvement Vp. La
seconde transformée est, par exemple, une transformée DCT inverse dont les

fonctions de base sont définies comme suit :

(2G _2‘1;“ )+1) mj 3)

Cye = [Cdx(i, j)]NxN et ¢, (@, ))= a(z‘)cos{

.. [ —d
Cay =leay@ D]y, e cdy(i,j)za(j)cos[(z(l 2?)”)-1-%](4)

Les fonctions de base sont donc décalées des parties fractionnaires (dxs,
dyrs) des composantes du vecteur de mouvement dans le cas décrit en

référence a la figure 2.
Dés lors, B2 =[B2(i, j)|y,y =C iy-BLCay (5)

Lors d'une étape 140, le bloc de prédiction Bp est obtenu en extrayant du

second bloc transformé B2 la partie correspondante au bloc b. Dans le cas
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particulier de la figure 2, le bloc Bp est obtenu en supprimant de B2 la
premiere ligne de pixels et la premiére colonne de pixels.

Le bloc de prédiction intermédiaire b’ est donc obtenu a partir du bloc b en
ajoutant des lignes et colonnes de pixels de fagon a ce que les déplacements
sous-pixeliques du signal image a lintérieur du bloc de prédiction
intermédiaire b’ via les transformations inverses (3) et (4) s’opérent des pixels
du bloc de prédiction intermédiaire b’ vers les pixels du bloc b (c'est-a-dire
dans le sens opposé au mouvement).

Lors d’'une étape 12, un résidu ou bloc résiduel est calculé entre le bloc de
pixels Bc et le bloc de prédiction Bp. Le résidu est généralement calculé en
faisant la différence pixel a pixel entre le bloc de pixels a coder Bc et le bloc
de prédiction Bp déterminé a I'étape 10. Cette différence est éventuellement
pondérée en tenant compte d’un modéle de variation de luminosité.

Lors d'une étape 14, le résidu est codé dans un flux de données codées.
Cette étape comprend généralement la transformation, la quantification et le
codage entropique du résidu. Ces étapes sont bien connues de 'homme du
métier des codeurs vidéo et ne sont pas décrites davantage. Cette étape 14
comprend éventuellement le codage du vecteur de mouvement Vp associé au
bloc de pixels a coder Bc. Selon une variante, le vecteur de mouvement n’est
pas codé. A titre d'exemple, le vecteur de mouvement Vp associé au bloc de
pixels a coder Bc est déterminé coté codeur et c6té décodeur par un méme

procédé de type appariement de patron (« template matching » en anglais).

Selon un second mode de réalisation, le bloc de prédiction
intermédiaire b’ déterminé a I'étape 110 est obtenu a partir du bloc b
colocalisé au bloc B¢ dans l'image Ir en 'élargissant, i.e. en ajoutant une ou
plusieurs lignes et colonnes de pixels, dans le sens du mouvement jusqu’a
une taille NxN strictement supérieure au déplacement correspondant aux
parties entiéres (dx,dy) du vecteur Vp, i.e. N>dx et N>dy comme illustré sur la
figure 3. Cette taille est par exemple une puissance de 2 afin de permettre
I'utilisation d’algorithmes de transformation rapide.

Le bloc de prédiction intermédiaire b’ est ensuite transformé lors d'une étape

120 en un premier bloc transformé B1 avec une premiere transformée T. T
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est, par exemple, une transformée DCT (acronyme anglais de « discrete

cosine transform ») séparable. Dés lors, Bl = [Bl(u,v)]NxN: C b Ct

Le premier bloc transformé B1 est transformé, lors d’'une étape 130, en un
second bloc transformé B2 avec une seconde transformée inverse de la
premiere transformée dont les fonctions de base sont décalées des parties
entiéres et fractionnaires des composantes du vecteur de mouvement.

La seconde transformée est, par exemple, une transformée DCT inverse dont

les fonctions de base sont définies comme suit :

(2(j —dx—dx, ) +1) m]

Cax = [Cdx(i: j)]NxN et ¢, (i, ))=al) 008[ o

(7)

—dy—dy,)+1) .

C,, = [c (i ‘)] 2N )"] ”j ®
dy =yt Dy y

Les fonctions de base sont donc décalées des composantes du vecteur de

et ¢, (i, j) = a()) cos[ (2(i

mouvement Vp dans le cas décrit en référence a la figure 3.
Dés lors, B2 =[B2(i, j)],.y =C,,-B1.C4 (9) .

Lors d'une étape 140, le bloc de prédiction Bp est obtenu en extrayant du
second bloc transformé B2 la partie correspondante au bloc b colocalisé. Sur

la figure 4, le bloc Bp est hachuré.

Un des avantages du procédé de codage selon I'invention est qu'il
utilise un support plus petit que les supports des filtres d’interpolation
classiques. Ainsi, pour une interpolation au %4 de pixel les filtres d’interpolation
classiques ont une longueur égale a 6 coefficients. L'utilisation de tels filtres
d’'interpolation pose probléme sur les bords de I'image et nécessite I'utilisation
de techniques de padding. Le procédé selon I'invention permet de s’affranchir
de ce probleme. En effet, sur les bords de [Iimage, on utilise

préférentiellement le premier mode de réalisation avec N=M+1.

La figure 5 représente selon I'invention un procédé de reconstruction
d’un bloc de pixels B¢ a partir d'un flux F de données codées.
Les étapes identiques aux étapes du procédé de codage sont identifiées sur
la figure 5 a I'aide des mémes références numériques et ne sont pas décrites

davantage.
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Lors d'une étape 10, un bloc de prédiction est déterminé pour le bloc de pixels
a coder a partir d'un vecteur de mouvement Vp de composantes (Vx, Vy)
avec Vx=dx+dx,s et Vy=dy+dys. Ce vecteur provient par exemple du
décodage d’'une partie d'un flux F de données codées. Selon une variante, le
vecteur Vp est déterminé par appariement de patrons. L'étape 10 comprend
notamment les étapes 110, 120, 130 et 140 pour déterminer un bloc de
prédiction Bp. Ces étapes sont identiques a celle décrites en référence a la
figure 1 pour le procédé de codage. Les variantes de réalisation décrites pour
le procédé de codage sont également applicables au procédé de décodage.
Lors d'une étape 22, un résidu est décodé pour le bloc a reconstruire Bc a
partir du flux F. Cette étape comprend généralement le décodage entropique
d’au moins une partie du flux F, la quantification inverse et la transformation
inverse. Ces étapes sont bien connues de 'homme du métier des codeurs
vidéo et ne sont pas décrites davantage. Ce sont les étapes inverses de
celles effectuées a I'étape 14 du procédé de codage.

Lors d’'une étape 24, le bloc Bc est reconstruit a partir du résidu et du bloc de
prédiction Bp. Le bloc Bc est généralement reconstruit en faisant la somme
pixel a pixel du résidu et du bloc de prédiction déterminé a I'étape 10. Cette
somme est éventuellement pondérée en tenant compte d'un modéle de

variation de luminosité.

L’'invention concerne en outre un dispositif de codage 12 décrit en
référence a la figure 6 et un dispositif de décodage 13 décrit en référence a la
figure 7. Sur cette figure, les modules représentés sont des unités
fonctionnelles, qui peuvent ou non correspondre a des unités physiguement
distinguables. Par exemple, ces modules ou certains d’entre eux peuvent étre
regroupés dans un unique composant ou circuit, ou constituer des
fonctionnalités d’'un méme logiciel. A contrario, certains modules peuvent
éventuellement étre composés d’entités physiques séparées.

Le dispositif de codage 12 regoit en entrée des images | appartenant a
une séquence d'images. Chaque image est divisée en blocs de pixels a
chacun desquels est associée au moins une donnée image, e.g. de
luminance et/ou de chrominance. Le dispositif de codage 12 met en ceuvre

notamment un codage avec prédiction temporelle. Seuls les modules du
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10

dispositif de codage 12 se rapportant au codage par prédiction temporelle ou
codage INTER sont représentés sur la figure 6. D’autres modules non
représentés et connus de I'homme du métier des codeurs vidéo mettent en
ceuvre le codage INTRA avec ou sans prédiction spatiale. Le dispositif de
codage 12 comprend notamment un module de calcul ADD1 apte a soustraire
pixel a pixel d'un bloc courant B¢ un bloc de prédiction Bp pour générer un
résidu ou bloc résiduel noté res. Il comprend en outre un module TQ apte a
transformer puis quantifier le bloc résiduel res en des données quantifiées. La
transformée T est par exemple une DCT. Le dispositif de codage 12
comprend en outre un module de codage entropique COD apte a coder les
données quantifiées en un flux F de données codées. Il comprend en outre un
module ITQ effectuant I'opération inverse du module TQ. Le module ITQ
effectue une quantification inverse suivie d’'une transformation inverse. Le
module ITQ est relié a un module de calcul ADD2 apte a additionner pixel a
pixel le bloc de données issu du module ITQ et le bloc de prédiction Bp pour
générer un bloc de données image reconstruites qui sont stockées dans une
mémoire MEM.

Le dispositif de codage 12 comprend en outre un module d’estimation de
mouvement ME apte a estimer au moins un vecteur de mouvement Vp entre
le bloc Bc et une image de référence Ir stockée dans la mémoire MEM, cette
image ayant été précédemment codée puis reconstruite. Selon une variante
I'estimation de mouvement peut étre faite entre le bloc courant Bc et I'image
source correspondant a Ir auquel cas la mémoire MEM n’est pas reliée au
module d’estimation de mouvement ME. Selon une méthode bien connue de
I'hnomme du métier, le module d’estimation de mouvement recherche dans
I'image de référence Ir, respectivement dans lI'image source correspondante,
un vecteur de mouvement de telle sorte a minimiser une erreur calculée entre
le bloc courant Bc et un bloc dans I'image de référence Ir , respectivement
dans limage source correspondante, identifie a l'aide dudit vecteur de
mouvement. Selon une variante le vecteur de mouvement est déterminé par
corrélation de phase ou estimation de mouvement globale. Les données de
mouvement sont transmises par le module d’estimation de mouvement ME a
un module de décision DECISION apte a sélectionner un mode de codage

pour le bloc Bc dans un ensemble prédéfinis de mode de codage. Le mode de
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codage retenu est par exemple celui qui minimise un critére de type débit-
distorsion. Toutefois I'invention n'est pas limitée a cette méthode de sélection
et le mode retenu peut étre sélectionné selon un autre critére par exemple un
critére de type a priori. Le mode de codage sélectionné par le module de
décision DECISION ainsi que les données de mouvement, p.ex. le ou les
vecteurs de mouvement dans le cas du mode de prédiction temporelle ou
mode INTER sont transmis a un module de prédiction PRED. Le ou les
vecteurs de mouvement et le mode de codage sélectionné sont en outre
transmis au module de codage entropique COD pour étre codés dans le flux
F. Si un mode de prédiction INTER est retenu par le module de décision
DECISION, le module de prédiction PRED détermine ensuite dans I'image de
référence Ir précédemment reconstruite et stockée dans la mémoire MEM, le
bloc de prédiction Bp a partir du vecteur de mouvement déterminé par le
module d’estimation de mouvement ME. Si un mode de prédiction INTRA est
retenu par le module de décision DECISION, le module de prédiction PRED
détermine dans I'image courante, parmi les blocs précédemment codés et
stockés dans la mémoire MEM, le bloc de prédiction Bp.

Le module de prédiction PRED est apte a déterminer le bloc de prédiction Bp
selon les étapes 110, 120, 130 et 140 du procédé de codage décrit en

référence a la figure 1.

Le dispositif de décodage 13 est décrit en référence a la figure 7. Le
dispositif de décodage 13 recoit en entrée un flux F de données codées
représentatives d'une séquence d’'images. Le flux F est par exemple transmis
par un dispositif de codage 12. Le dispositif de décodage 13 comprend un
module de décodage entropique DEC apte a générer des données décodées,
p.ex. des modes de codage et des données décodées relatives au contenu
des images. Le dispositif de décodage 13 comprend en outre un module de
reconstruction de données de mouvement. Selon un premier mode de
réalisation, le module de reconstruction des données de mouvement est le
module de décodage entropique DEC qui décode une partie du flux F
représentatif des vecteurs de mouvement.

Selon une variante non représentée sur la figure 7, le module de

reconstruction des données de mouvement est un module d’estimation de
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mouvement. Cette solution de reconstruction de données de mouvement par
le dispositif de décodage 13 est connu sous le terme anglais de « template
matching ».

Les données décodées relatives au contenu des images sont alors
transmises a un module ITQ apte a effectuer une quantification inverse suivie
d’une transformation inverse. Le module ITQ est identique au module ITQ du
dispositif de codage 12 ayant généré le flux codé F. Le module ITQ est relié a
un module de calcul ADD apte a additionner pixel a pixel le bloc issu du
module ITQ et un bloc de prédiction Bp pour générer un bloc de données
image reconstruites qui sont stockées dans une mémoire MEM. Le dispositif
de décodage 13 comprend en outre un module de prédiction PRED identique
au module de prédiction PRED du dispositif de codage 12. Si un mode de
prédiction INTER est décodé, le module de prédiction PRED détermine dans
une image de référence Ir précédemment reconstruite et stockée dans la
mémoire MEM, le bloc de prédiction Bp a partir du vecteur de mouvement Vp
décodé pour le bloc courant Bec par le module de décodage entropique DEC.
Si un mode de prédiction INTRA est décodé, le module de prédiction PRED
détermine dans I'image courante, parmi les blocs précédemment reconstruits
et stockés dans la mémoire MEM, le bloc de prédiction Bp.

Le module de prédiction PRED est apte a déterminer le bloc de prédiction Bp
selon les étapes 110, 120, 130 et 140 du procédé de reconstruction décrit en

référence a la figure 5.

Bien entendu, linvention n’est pas limitée aux exemples de réalisation
mentionnés ci-dessus.

En particulier, 'homme du métier peut apporter toute variante dans les modes
de réalisation exposés et les combiner pour bénéficier de leurs différents
avantages. Notamment, I'invention décrite avec la DCT peut étre appliquée a
d’autres transformées séparables ou non.

En outre, I'invention peut étre appliquée a toute forme de blocs c'est-a-dire
non rectangulaires. Comme cela a été évoqué précédemment, I'invention peut
étre appliquée a d’autres transforlées comme des transformées adaptées a la
forme des blocs (« Shape Adaptive » en anglais) du type SADCT. La SADCT

est notamment décrite dans les documents suivants :
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Kaup A., Panis S., On the Performance of the Shape Adaptive DCT in Object-
based coding of motion compensated difference Images; 1997

Stasinski R., Konrad J., Reduced-complexity shape-adaptive dct for region-
based image coding, USA; 1998

L'invention décrite pour un bloc de pixels peut étre appliquée a plusieurs blocs
d’'une image ou encore a plusieurs blocs d'une séquence de plusieurs

images.
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Revendications

5 1. Procédé de codage d’'un bloc de pixels comprenant les étapes suivantes :
- déterminer (10) un bloc de prédiction pour ledit bloc de pixels a partir d’un
vecteur de mouvement;
- calculer (12) un résidu entre ledit bloc de pixels et ledit bloc de prédiction ;
- coder (14) ledit résidu ;
10 ledit procédé de codage étant caractérisé en ce que la détermination dudit
bloc de prédiction comprend les étapes suivantes :
- déterminer (110) un bloc de prédiction intermédiaire de taille strictement
supérieure a la taille dudit bloc de pixels;
- transformer (120) ledit bloc de prédiction intermédiaire en un premier bloc
15 transformé avec une premiere transformée; et
- transformer (130) ledit premier bloc transformé en un second bloc
transformé avec une seconde transformée inverse de ladite premiére
transformée dont les fonctions de base sont décalées d’au moins une partie
de chaque composante dudit vecteur de mouvement, ledit bloc de prédiction

20  étant extrait (140) dudit second bloc transformé.

2. Procédé de codage selon la revendication 1, dans lequel ledit bloc de
prédiction intermédiaire est déterminé en ajoutant au moins une ligne de
pixels et au moins une colonne de pixels dans le sens du mouvement au bloc
25 obtenu par compensation de mouvement du bloc de pixels a partir d’'un
vecteur de mouvement intermédiaire dont les composantes sont les parties
entiéres des composantes dudit vecteur de mouvement et dans lequel les
fonctions de base de ladite seconde transformée sont décalées des parties
fractionnaires des composantes dudit vecteur de mouvement.
30
3. Procédé de codage selon la revendication 1, dans lequel ledit bloc de
prédiction intermédiaire est déterminé en ajoutant au moins une ligne de
pixels et au moins une colonne de pixels dans le sens du mouvement a un

bloc colocalisé audit bloc de pixels a coder de telle sorte que la taille dudit
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bloc de prédiction intermédiaire soit strictement supérieure au déplacement
correspondant aux parties entieres des composantes dudit vecteur de
mouvement et dans lequel les fonctions de base de ladite seconde
transformée sont décalées de la totalité des composantes dudit vecteur de

mouvement.

4. Procédé selon I'une des revendications 1 a 3, dans lequel la taille du bloc

de prédiction intermédiaire est une puissance de 2.

5. Procédé de codage selon I'une des revendications 1 a 4, dans lequel ladite

premiére transformée est une transformée en cosinus discret 2D.

6. Procédé de reconstruction d’un bloc de pixels comprenant les étapes
suivantes :

- déterminer (10) un bloc de prédiction pour ledit bloc de pixels a partir d’'un
vecteur de mouvement;

- décoder (22) un résidu pour ledit bloc de pixels ;

- reconstruire (24) ledit bloc de pixels a partir dudit bloc de prédiction et dudit
résidu ;

ledit procédé de reconstruction étant caractérisé en ce que la détermination
dudit bloc de prédiction comprend les étapes suivantes :

- déterminer (110) un bloc de prédiction intermédiaire de taille strictement
supérieure a la taille dudit bloc de pixels;

- transformer (120) ledit bloc de prédiction intermédiaire en un premier bloc
transformé avec une premiére transformée;

- transformer (130) ledit premier bloc transformé en un second bloc
transformé avec une seconde transformée inverse de ladite premiére
transformée dont les fonctions de base sont décalées d’au moins une partie
de chaque composante dudit vecteur de mouvement, ledit bloc de prédiction

étant extrait (140) dudit second bloc transformé.

7. Dispositif de codage d’un bloc de pixels comprenant les moyens suivants :
- des moyens pour déterminer un bloc de prédiction pour ledit bloc de pixels a

partir d’'un vecteur de mouvement;
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- des moyens pour calculer un résidu entre ledit bloc de pixels et ledit bloc de
prédiction ;

- des moyens pour coder ledit résidu ;

ledit dispositif de codage étant caractérisé en ce que les moyens de
détermination dudit bloc de prédiction comprennent les moyens suivants :

- des moyens pour déterminer un bloc de prédiction intermédiaire de taille
strictement supérieure a la taille dudit bloc de pixels;

- des moyens pour transformer ledit bloc de prédiction intermédiaire en un
premier bloc transformé avec une premiére transformée;

- des moyens pour transformer ledit premier bloc transformé en un second
bloc transformé avec une seconde transformée inverse de ladite premiére
transformée dont les fonctions de base sont décalées d’au moins une partie
de chaque composante dudit vecteur de mouvement ; et

- des moyens d’extraire ledit bloc de prédiction dudit second bloc transformé.

8. Dispositif de décodage d’un flux en vue de la reconstruction d’un bloc de
pixels comprenant les moyens suivants :

- des moyens pour déterminer un bloc de prédiction pour ledit bloc de pixels a
partir d’'un vecteur de mouvement;

- des moyens pour décoder un résidu pour ledit bloc de pixels a partir dudit
flux;

- des moyens pour reconstruire ledit bloc de pixels a partir dudit bloc de
prédiction et dudit résidu ;

ledit dispositif de décodage étant caractérisé en ce que les moyens de
détermination dudit bloc de prédiction comprennent les moyens suivants :

- des moyens pour déterminer un bloc de prédiction intermédiaire de taille
strictement supérieure a la taille dudit bloc de pixels;

- des moyens pour transformer ledit bloc de prédiction intermédiaire en un
premier bloc transformé avec une premiére transformée;

- des moyens pour transformer ledit premier bloc transformé en un second
bloc transformé avec une seconde transformée inverse de ladite premiére
transformée dont les fonctions de base sont décalées d’au moins une partie
de chaque composante dudit vecteur de mouvement ; et

- des moyens d’extraire ledit bloc de prédiction dudit second bloc transformé.

2980068
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