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(57) Abstract: An information processing apparatus (100) including a circuitry configured to initiate a voice recognition upon a de-
termination that a user gaze has been made towards a first region, e.g. screen, within which a display object, e.g. icon, is displayed,
o and initiate an execution of a process based on the voice recognition. The apparatus is able to distinguish between the gaze of mul-
tiple viewers and performs voice recognition on the sound emanating from the same user from whom the gaze originates.
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This application claims the benefit of Japanese Priority Patent Application JP
2013-188220 filed September 11, 2013, the entire contents of which are incorporated

herein by reference.

Technical Field

The present disclosure relates to an information processing apparatus, an information
processing method, and a program.
Background Art

In recent years, user interfaces allowing a user to operate through the line of sight by
using line-of-sight detection technology such as an eye tracking technology are
emerging. For example, the technology described in PTL 1 below can be cited as a
technology concerning the user interface allowing the user to operate through the line

of sight.
Citation List

Patent Literature
PTL 1: JP 2009-64395A
Summary

Technical Problem

When voice recognition is performed, for example, a specific user operation being
performed by the user such as pressing a button or a specific word being uttered by the
user can be considered as a trigger to start the voice recognition. However, when voice
recognition is performed by a specific user operation or utterance of a specific word as
described above, the operation or a conversation the user is engaged in may be
prevented. Thus, when voice recognition is performed by a specific user operation or
utterance of a specific word as described above, the convenience of the user may be
degraded.

The present disclosure proposes a novel and improved information processing
apparatus capable of enhancing the convenience of the user when voice recognition is

performed, an information processing method, and a program.
Solution to Problem

According to an aspect of the present disclosure, there is provided an information

processing apparatus including a circuitry configured to: initiate a voice recognition
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upon a determination that a user gaze has been made towards a first region within
which a display object is displayed; and initiate an execution of a process based on the

voice recognition.
According to another aspect of the present disclosure, there is provided an in-

formation processing method including: initiating a voice recognition upon a deter-
mination that a user gaze has been made towards a first region within which a display
object is displayed; and executing a process based on the voice recognition.

According to another aspect of the present disclosure, there is provided a non-
transitory computer-readable medium having embodied thereon a program, which
when executed by a computer causes the computer to perform a method, the method
including: initiating a voice recognition upon a determination that a user gaze has been
made towards a first region within which a display object is displayed; and executing a

process based on the voice recognition.

Advantageous Effects of Invention

According to the present disclosure, the convenience of the user when voice
recognition is performed can be enhanced.

The above effect is not necessarily restrictive and together with the above effect or
instead of the above effect, one of the effects shown in this specification or another
effect grasped from this specification may be achieved.

Brief Description of Drawings

[fig. 1]FIG. 1 is an explanatory view showing examples of a predetermined object
according to an embodiment.

[fig.2]FIG. 2 is an explanatory view illustrating an example of processing according to
an information processing method according to an embodiment.

[fig.3]FIG. 3 is an explanatory view illustrating an example of processing according to
the information processing method according to an embodiment.

[fig.4]FIG. 4 is an explanatory view illustrating an example of processing according to
the information processing method according to an embodiment.

[fig.5]FIG. 5 is an explanatory view illustrating an example of processing according to
the information processing method according to an embodiment.

[fig.6]FIG. 6 is an explanatory view illustrating an example of processing according to
the information processing method according to an embodiment.

[fig.7]FIG. 7 is an explanatory view illustrating an example of processing according to
the information processing method according to an embodiment.

[fig.8]FIG. 8 is a block diagram showing an example of the configuration of an in-
formation processing apparatus according to an embodiment.

[fig.9]FIG. 9 is an explanatory view showing an example of a hardware configuration
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of the information processing apparatus according to an embodiment.
Description of Embodiments

Embodiments of the present disclosure will be described in detail below with
reference to the appended drawings. Note that in this specification and the drawings,
the same reference signs are attached to elements having substantially the same
function and configuration, thereby omitting duplicate descriptions.

The description will be provided in the order shown below:

1. Information Processing Method According to an Embodiment

2. Information Processing Apparatus According to an Embodiment

3. Program According to an Embodiment

(Information Processing Method According to an Embodiment)

Before describing the configuration of an information processing apparatus according
to an embodiment, an information processing method according to an embodiment will
first be described. The information processing method according to an embodiment
will be described by taking a case in which processing according to the information
processing method according to an embodiment is performed by an information
processing apparatus according to an embodiment as an example.

1. Overview of processing according to the information processing method according
to an embodiment

As described above, when voice recognition is performed by a specific user operation
or utterance of a specific word, the convenience of the user may be degraded. When a
specific user operation or utterance of a specific word is used as a trigger to start voice
recognition, another operation or a conversation the user is engaged in may be
prevented and thus, a specific user operation or utterance of a specific word can hardly
be considered to be a natural operation.

Thus, an information processing apparatus according to an embodiment controls
voice recognition processing to cause voice recognition not only when a specific user
operation or utterance of a specific word is detected, but also when it is determined that
the user has viewed a predetermined object displayed on the display screen.

As the target for control of voice recognition processing by the information
processing apparatus according to an embodiment, for example, the local apparatus
(information processing apparatus according to an embodiment. This also applies
below) and an external apparatus capable of communication via a communication unit
(described later) or a connected external communication device can be cited. As the
external apparatus, for example, any apparatus capable of performing voice recognition
processing such as a server can be cited. The external apparatus may also be a system

including one or two or more apparatuses predicated on connection to a network (or
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communication between apparatuses) like cloud computing.

When the target for control of voice recognition processing is the local apparatus, for
example, the information processing apparatus according to an embodiment performs
voice recognition (voice recognition processing) in the local apparatus and uses results
of voice recognition performed in the local apparatus. The information processing
apparatus according to an embodiment recognizes voice by using, for example, any
technology capable of recognizing voice.

When the target for control of voice recognition processing is the external apparatus,
the information processing apparatus according to an embodiment causes a commu-
nication unit (described later) or the like to transmit, for example, control data
containing instructions controlling voice recognition to the external apparatus. In-
structions controlling voice recognition according to an embodiment include, for
example, an instruction causing the external apparatus to perform voice recognition
processing and an instruction causing the external apparatus to terminate the voice
recognition processing. The control data may further include, for example, a voice
signal showing voice uttered by the user. When the communication unit is caused to
transmit the control data containing the instruction causing the external apparatus to
perform voice recognition processing to the external apparatus, the information
processing apparatus according to an embodiment uses, for example, "data showing
results of voice recognition performed by the external apparatus” acquired from the
external apparatus.

The processing according to the information processing method according to an em-
bodiment will be described below by mainly taking a case in which the target for
control of voice recognition processing by the information processing apparatus
according to an embodiment is the local apparatus, that is, the information processing
apparatus according to an embodiment performs voice recognition as an example.

The display screen according to an embodiment is, for example, a display screen on
which various images are displayed and toward which the user directs the line of sight.
As the display screen according to an embodiment, for example, the display screen of a
display unit (described later) included in the information processing apparatus
according to an embodiment and the display screen of an external display apparatus (or
an external display device) connected to the information processing apparatus
according to an embodiment wirelessly or via a cable can be cited.

FIG. 1 is an explanatory view showing examples of a predetermined object according
to an embodiment. A of FIG. 1 to C of FIG. 1 each show examples of images displayed
on the display screen and containing a predetermined object.

As the predetermined object according to an embodiment, for example, an icon

(hereinafter, called a "voice recognition icon") to cause voice recognition as indicated
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by Ol in A of FIG. 1 and an image (hereinafter, called a "voice recognition image") to
cause voice recognition as indicated by O2 in B of FIG. 1 can be cited. In the example
shown in B of FIG. 1, a character image showing a character is shown as a voice
recognition image according to an embodiment. It is needless to say that the voice
recognition icon and the voice recognition image according to an embodiment are not
limited to the examples shown in A of FIG. 1 and B of FIG. 1 respectively.

Predetermined objects according to an embodiment are not limited to the voice
recognition icon and the voice recognition image. For example, the predetermined
object according to an embodiment may be, for example, like an object indicated by
O3 in C of FIG. 1, an object (hereinafter, called a "selection candidate object") that can
be selected by a user operation. In the example shown in C of FIG. 1, a thumbnail
image showing the title of a movie or the like is shown as a selection candidate object
according to an embodiment. In C of FIG. 1, a thumbnail image or an icon to which
reference sign O3 is attached may be a selection candidate object according to an em-
bodiment. It is needless to say that the selection candidate object according to an em-
bodiment is not limited to the example shown in C of FIG. 1.

If voice recognition is performed by the information processing apparatus according
to an embodiment when it is determined that the user has viewed a predetermined
object as shown in FIG. 1 displayed on the display screen, the user can cause the in-
formation processing apparatus according to an embodiment to start voice recognition
by, for example, viewing the predetermined object by directing the line of sight toward
the predetermined object.

Even if the user should be engaged in another operation or a conversation, the pos-
sibility that the other operation or the conversation is prevented by a predetermined
object being viewed by the user is lower than when voice recognition is performed by
a specific user operation or utterance of a specific word.

Further, when a predetermined object displayed on the display screen being viewed
by the user is used as a trigger to start voice recognition, the possibility that another
operation or a conversation the user is engaged in is prevented is low and thus, a prede-
termined object displayed on the display screen being viewed by the user is considered
to be an operation more natural than the specific user operation or utterance of the
specific word.

Therefore, the convenience of the user when voice recognition is performed can be
enhanced by the information processing apparatus according to an embodiment being
caused to perform voice recognition as processing according to the information
processing method according to an embodiment when it is determined that the user has
viewed a predetermined object displayed on the display screen.

2. Processing according to the information processing method according to an em-
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bodiment
Next, the processing according to the information processing method according to an
embodiment will be described more concretely.

The information processing apparatus according to an embodiment enhances the con-
venience of the user by performing, for example, (1) Determination processing and (2)
Voice recognition processing described below as the processing according to the in-
formation processing method according to an embodiment.

(1) Determination processing

The information processing apparatus according to an embodiment determines
whether the user has viewed a predetermined object based on, for example, in-
formation about the position of the line of sight of the user on the display screen.

Here, the information about the position of the line of sight of the user according to
an embodiment is, for example, data showing the position of the line of sight of the
user or data that can be used to identify the position of the line of sight of the user (or
data that can be used to estimate the position of the line of sight of the user. This also
applies below).

As the data showing the position of the line of sight of the user according to an em-
bodiment, for example, coordinate data showing the position of the line of sight of the
user on the display screen can be cited. The position of the line of sight of the user on
the display screen is represented by, for example, coordinates in a coordinate system in
which a reference position of the display screen is set as its origin. The data showing
the position of the line of sight of the user according to an embodiment may include
the data indicating the direction of the line of sight (for example, the data showing the
angle with the display screen).

As the data that can be used to identify the position of the line of sight of the user
according to an embodiment, for example, captured image data in which the direction
in which images (moving images or still images) are displayed on the display screen is
imaged can be cited. The data that can be used to identify the position of the line of
sight of the user according to an embodiment may further include detection data of any
sensor obtaining detection values that can be used to improve estimation accuracy of
the position of the line of sight of the user such as detection data of an infrared sensor
that detects infrared radiation in the direction in which images are displayed on the
display screen.

When coordinate data indicating the position of the line of sight of the user on the
display screen is used as information about the position of the line of sight of the user
according to an embodiment, the information processing apparatus according to an em-
bodiment identifies the position of the line of sight of the user on the display screen by

using, for example, coordinate data acquired from an external apparatus having
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identified (estimated) the position of the line of sight of the user by using the line-
of-sight detection technology and indicating the position of the line of sight of the user
on the display screen. When the data indicating the direction of the line of sight is used
as information about the position of the line of sight of the user according to an em-
bodiment, the information processing apparatus according to an embodiment identifies
the direction of the line of sight by using, for example, data indicating the direction of
the line of sight acquired from the external apparatus.

It is possible to identify the position of the line of sight of the user and the direction
of the line of sight of the user on the display screen by using the line of sight detected
by using the line-of-sight detection technology and the position of the user and the ori-
entation of face with respect to the display screen detected from a captured image in
which the direction in which images are displayed on the display screen is captured.
However, the method of identifying the position of the line of sight of the user and the
direction of the line of sight of the user on the display screen according to an em-
bodiment is not limited to the above method. For example, the information processing
apparatus according to an embodiment and the external apparatus can use any
technology capable of identifying the position of the line of sight of the user and the
direction of the line of sight of the user on the display screen.

As the line-of-sight detection technology according to an embodiment, for example,
a method of detecting the line of sight based on the position of a moving point (for
example, a point corresponding to a moving portion in an eye such as the iris and the
pupil) of an eye with respect to a reference point (for example, a point corresponding
to a portion that does not move in the eye such as an eye's inner corner or corneal
reflex) of the eye can be cited. However, the line-of-sight detection technology
according to an embodiment is not limited to the above technology and may be, for
example, any line-of-sight detection technology capable of detecting the line of sight.

When data that can be used to identify the position of the line of sight of the user is
used as information about the position of the line of sight of the user according to an
embodiment, the information processing apparatus according to an embodiment uses,
for example, captured image data (example of data that can be used to identify the
position of the line of sight of the user) acquired by an imaging unit (described later)
included in the local apparatus or an external imaging device. In the above case, the in-
formation processing apparatus according to an embodiment may use, for example,
detection data (example of data that can be used to identify the position of the line of
sight of the user) acquired from a sensor that can be used to improve estimation
accuracy of the position of the line of sight of the user included in the local apparatus
or an external sensor. The information processing apparatus according to an em-

bodiment performs processing according to an identification method of the position of
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the line of sight of the user and the direction of the line of sight of the user on the
display screen according to an embodiment using, for example, data that can be used to
identify the position of the line of sight of the user acquired as described above to
identify the position of the line of sight of the user and the direction of the line of sight
of the user on the display screen.

(1-1) First example of the determination processing

When, for example, the position of the line of sight indicated by information about
the position of the line of sight of the user is contained in a first region of the display
screen containing a predetermined object, the information processing apparatus
according to an embodiment determines that the user has viewed the predetermined
object.

The first region according to an embodiment is set based on a reference position of
the predetermined object. As the reference position according to an embodiment, for
example, any preset position in an object such as a center point of the object can be
cited. The size and shape of the first region according to an embodiment may be set in
advance or based on a user operation. As an example, for example, the minimum
region of regions containing a predetermined object (that is, regions in which the pre-
determined object is displayed), a circular region around a reference point of a prede-
termined object and a rectangular region can be cited as the first region according to an
embodiment. The first region according to an embodiment may also be, for example, a
region (hereinafter, presented as a "divided region") obtained by dividing a display
region of the display screen.

More specifically, the information processing apparatus according to an embodiment
determines that the user has viewed a predetermined object when the position of the
line of sight indicated by information about the position of the line of sight of the user
is contained inside the first region of the display screen containing the predetermined
object.

However, the determination processing according to the first example is not limited
to the above processing.

For example, the information processing apparatus according to an embodiment may
determine that the user has viewed a predetermined object when the time in which the
position of the line of sight indicated by information about the position of the line of
sight of the user is within the first region is longer than a set first setting time. Also, the
information processing apparatus according to an embodiment may determine that the
user has viewed a predetermined object when the time in which the position of the line
of sight indicated by information about the position of the line of sight of the user is
within the first region is equal to the set first setting time or longer.

As the first setting time according to an embodiment, for example, a preset time



WO 2015/037177 PCT/JP2014/003947

[0046]

[0047]

[0048]

[0049]

[0050]

[0051]

based on an operation of the manufacturer of the information processing apparatus
according to an embodiment or the user can be cited. When the first setting time
according to an embodiment is a preset time, the information processing apparatus
according to an embodiment determines whether the user has viewed a predetermined
object based on the time in which the position of the line of sight indicated by in-
formation about the position of the line of sight of the user is within the first region and
the preset first setting time.

The information processing apparatus according to an embodiment determines
whether the user has viewed a predetermined object based on information about the
position of the line of sight of the user by performing, for example, the determination
processing according to the first example.

As described above, when it is determined that the user has viewed a predetermined
object displayed on the display screen, the information processing apparatus according
to an embodiment causes voice recognition. That is, when it is determined that the user
has viewed a predetermined object as a result of performing, for example, the deter-
mination processing according to the first example, the information processing
apparatus according to an embodiment causes voice recognition by starting processing
(voice recognition control processing) in (2) described later.

The determination processing according to an embodiment is not limited to, like the
determination processing according to the first example, the processing that determines
whether the user has viewed a predetermined object.

For example, after it is determined that the user has viewed a predetermined object
based on information about the position of the line of sight of the user, the information
processing apparatus according to an embodiment determines that the user does not
view the predetermined object. When, after it is determined that the user has viewed a
predetermined object based on information about the position of the line of sight of the
user, determination processing according to a second example determines that the user
does not view the predetermined object, the processing (voice recognition control
processing) in (2) described later terminates the voice recognition of the user.

More specifically, when it is determined that the user has viewed a predetermined
object, the information processing apparatus according to an embodiment determines
that the user does not view the predetermined object by performing, for example, the
determination processing according to the second example described below or deter-
mination processing according to a third example described below.

(1-2) Second example of the determination processing

The information processing apparatus according to an embodiment determines that
the user does not view a predetermined object when, for example, the position of the

line of sight of the user corresponding to the user determined to have viewed the prede-
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termined object is no longer contained in a second region of the display screen
containing the predetermined object.

As the second region according to an embodiment, for example, the same region as
the first region according to an embodiment can be cited. However, the second region
according to an embodiment is not limited to the above example. For example, the
second region according to an embodiment may be a region larger than the first region
according to an embodiment.

As an example, for example, the minimum region of regions containing a prede-
termined object (that is, regions in which the predetermined object is displayed), a
circular region around the reference point of a predetermined object and a rectangular
region can be cited as the second region according to an embodiment. Also, the second
region according to an embodiment may be a divided region. Concrete examples of the
second region according to an embodiment will be described later.

If, for example, the first region according to an embodiment and the second region
according to an embodiment are both the minimum region of regions containing a pre-
determined object (that is, regions in which the predetermined object is displayed), the
information processing apparatus according to an embodiment determines that the user
does not view the predetermined object when the user turns his (her) eyes away from
the predetermined object. Then, the information processing apparatus according to an
embodiment causes the processing (voice recognition control processing) in (2) to
terminate the voice recognition of the user.

When, for example, the second region according to an embodiment is a region larger
than the minimum region, the information processing apparatus according to an em-
bodiment determines that the user does not view the predetermined object when the
user turns his (her) eyes away from the second region. Then, the information
processing apparatus according to an embodiment causes the processing (voice
recognition control processing) in (2) to terminate the voice recognition of the user.

FIG. 2 is an explanatory view illustrating an example of processing according to an
information processing method according to an embodiment. FIG. 2 shows an example
of an image displayed on the display screen. In FIG. 2, a predetermined object
according to an embodiment is represented by reference sign O and shows an example
in which the predetermined object is a voice recognition icon. Hereinafter, the prede-
termined object according to an embodiment may be presented as a "predetermined
object O". Regions R1 to R3 shown in FIG. 2 are regions obtained by dividing the
display region of the display screen into three regions and correspond to divided
regions according to an embodiment.

When, for example, the second region according to an embodiment is the divided

region R1, the information processing apparatus according to an embodiment de-
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termines that the user does not view the predetermined object O1 when the user turns
his (her) eyes away from the divided region R1. Then, the information processing
apparatus according to an embodiment causes the processing (voice recognition control
processing) in (2) to terminate the voice recognition of the user.

The information processing apparatus according to an embodiment determines that
the user does not view the predetermined object O1 based on the set second region
like, for example, the divided region R1 shown in FIG. 2. It is needless to say that the
second region according to an embodiment is not limited to the example shown in FIG.
2.

(1-3) Third example of the determination processing

If, for example, a state in which the position of the line of sight indicated by in-
formation about the position of the line of sight of the user corresponding to the user
determined to have viewed a predetermined object is not contained in a predetermined
region continues for a set second setting time or longer, the information processing
apparatus according to an embodiment determines that the user does not view the pre-
determined object. The information processing apparatus according to an embodiment
may also determine that the user does not view the predetermined object if, for
example, a state in which the position of the line of sight indicated by information
about the position of the line of sight of the user corresponding to the user determined
to have viewed a predetermined object is not contained in a predetermined region
continues longer than the set second setting time.

As the second setting time according to an embodiment, for example, a preset time
based on an operation of the manufacturer of the information processing apparatus
according to an embodiment or the user can be cited. When the second setting time
according to an embodiment is a preset time, the information processing apparatus
according to an embodiment determines that the user does not view a predetermined
object based on the time that has passed after the position of the line of sight indicated
by information about the position of the line of sight of the user is not contained in the
second region and the preset second setting time.

However, the second setting time according to an embodiment is not limited to a
preset time.

For example, the information processing apparatus according to an embodiment can
dynamically set the second setting time based on a history of the position of the line of
sight indicated by information about the position of the line of sight of the user corre-
sponding to the user determined to have viewed a predetermined object.

The information processing apparatus according to an embodiment sequentially
records, for example, information about the position of the line of sight of the user in a

recording medium such as a storage unit (described later) and an external recording
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medium. Also, the information processing apparatus according to an embodiment may
delete information about the position of the line of sight of the user for which a set pre-
determined time has passed after the information being stored in the recording medium
from the recording medium.

Then, the information processing apparatus according to an embodiment dynamically
sets the second setting time using information about the position of the line of sight of
the user (that is, information about the position of the line of sight of the user showing
a history of the position of the line of sight of the user. Hereinafter, presented as
"history information") sequentially recorded in the recording medium.

For example, if history information in which the distance between the position of the
line of sight of the user indicated by the history information and a boundary portion of
the second region is equal to a set predetermined distance or less is present in the
history information, the information processing apparatus according to an embodiment
increases the second setting time. Also, the information processing apparatus according
to an embodiment may increase the second setting time if history information in which
the distance between the position of the line of sight of the user indicated by the history
information and the boundary portion of the second region is less than the set prede-
termined distance is present in the history information.

The information processing apparatus according to an embodiment increases the
second setting time by, for example, a set fixed time. The information processing
apparatus according to an embodiment may change the time by which the second
setting time is increased in accordance with the number of pieces of data of history in-
formation in which the distance is equal to the above distance or less (or history in-
formation in which the distance is less than the above distance).

The information processing apparatus according to an embodiment can consider
hysteresis when determining that the user does not view a predetermined object by the
second setting time being dynamically set, for example, as described above.

However, the determination processing according to an embodiment is not limited to
the determination processing according to the first example to the determination
processing according to the third example.

(1-4) Fourth example of the determination processing

If, for example, after it is determined that one user has viewed a predetermined
object, it is not determined that the one user does not view the predetermined object,
the information processing apparatus according to an embodiment does not determine
that another user has viewed the predetermined object.

When, for example, the processing (voice recognition control processing) in (2)
described later is caused to perform voice recognition, if instructions by voice to

perform processing are instructions concerning a device operation, it is desirable that
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the number of instructions by voice received at a time is one. This is because if there is
a plurality of instructions by voice to be received at a time, for example, there is a pos-
sibility of inviting degradation of the convenience of the user by, for example,
mutually contradictory instructions being successively performed.

Even if another user should have viewed a predetermined object, it is not determined
that the other user has viewed the predetermined object by the determination
processing according to the fourth example being performed by the information
processing apparatus according to an embodiment and therefore, a situation that could
invite the degradation of the convenience of the user as described above can be
prevented.

(1-5) Fifth example of the determination processing

The information processing apparatus according to an embodiment may determine
whether the user has viewed a predetermined object based on, after a user is identified,
information about the position of the line of sight of the user corresponding to the
identified user.

The information processing apparatus according to an embodiment identifies the user
based on, for example, a captured image in which the direction in which the image is
displayed on the display screen is captured. More specifically, while the information
processing apparatus according to an embodiment identifies the user by performing,
for example, face recognition processing on a captured image, the method of identify
the user is not limited to the above method.

When the user is identified, for example, the information processing apparatus
according to an embodiment recognizes the user ID corresponding to the identified
user and performs processing similar to the determination processing according to the
first example based on information about the position of the line of sight of the user
corresponding to the recognized user ID.

(2) Voice recognition control processing

When, for example, it is determined in the processing (determination processing) in
(1) that the user has viewed a predetermined object, the information processing
apparatus according to an embodiment causes voice recognition by controlling voice
recognition processing.

More specifically, as shown, for example, in voice recognition control processing
according to a first example or voice recognition control processing according to a
second example shown below, the information processing apparatus according to an
embodiment causes voice recognition by using sound source separation or sound
source localization. The sound source separation according to an embodiment is a
technology that extracts only intended voice from various kinds of sound. The sound

source localization according to an embodiment is a technology that measures the
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position (angle) of a sound source.

(2-1) First example of the voice recognition control processing: when the sound
source separation is used

The information processing apparatus according to an embodiment causes voice
recognition in cooperation with a voice input device capable of performing sound
source separation. The voice input device capable of performing sound source
separation according to an embodiment may be, for example, a voice input device
included in the information processing apparatus according to an embodiment or a
voice input device outside the information processing apparatus according to an em-
bodiment.

The information processing apparatus according to an embodiment causes a voice
input device capable of performing sound source separation to acquire a voice signal
showing voice uttered by the user determined to have viewed a predetermined object
based on, for example, information about the position of the line of sight of the user
corresponding to the user determined to have viewed the predetermined object. Then,
the information processing apparatus according to an embodiment causes voice
recognition of the voice signal acquired by the voice input device.

The information processing apparatus according to an embodiment calculates the ori-
entation (for example, the angle of the line of sight with the display screen) of the user
based on information about the position of the line of sight of the user corresponding to
the user determined to have viewed a predetermined object. When information about
the position of the line of sight of the user contains data showing the direction of the
line of sight, the information processing apparatus according to an embodiment uses
the orientation of the line of sight of the user indicated by the data showing the
direction of the line of sight. Then, the information processing apparatus according to
an embodiment transmits control instructions to cause a voice input device capable of
performing sound source separation to perform sound source separation in the ori-
entation of the line of sight of the user obtained by calculation or the like to the voice
input device. By performing sound source separation according to the control in-
structions, the voice input device acquires a voice signal showing voice uttered by the
position of the user determined to have viewed a predetermined object. It is needless to
say that the method of acquiring a voice signal by a voice input device capable of
performing sound source separation according to an embodiment is not limited to the
above method.

FIG. 3 is an explanatory view illustrating an example of processing according to the
information processing method according to an embodiment and shows an overview
when sound source separation is used for voice recognition control processing. D1

shown in FIG. 3 shows an example of a display device caused to display the display
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screen and D2 shown in FIG. 3 shows an example of the voice input device capable of
performing sound source separation. In FIG. 3, an example in which the predetermined
object O is a voice recognition icon is shown. Also in FIG. 3, an example in which
three users U1 to U3 each view the display screen is shown. RO shown in C of FIG. 3
shows an example of the region where the voice input device D2 can acquire voice and
R1 shown in C of FIG. 3 shows an example of the region where the voice input device
D2 acquires voice. In FIG. 3, the flow of processing according to the information
processing method according to an embodiment chronologically in the order of A
shown in FIG. 3, B shown in FIG. 3, and C shown in FIG. 3.

When each of the users Ul to U3 views the display screen, if, for example, the user
Ul views the right edge of the display screen (A shown in FIG. 3), the information
processing apparatus according to an embodiment displays the predetermined object O
on the display screen (B shown in FIG. 3). The information processing apparatus
according to an embodiment displays the predetermined object O on the display screen
by performing display control processing according to an embodiment described later.

When the predetermined object O is displayed on the display screen, the information
processing apparatus according to an embodiment determines whether the user views
the predetermined object O by performing, for example, the processing (determination
processing) in (1). In the example shown in B of FIG. 3, the information processing
apparatus according to an embodiment determines that the user U1 has viewed the pre-
determined object O.

If it is determined that the user U1 has viewed the predetermined object O, the in-
formation processing apparatus according to an embodiment transmits control in-
structions based on information about the position of the line of sight of the user corre-
sponding to the user U1 to the voice input device D2 capable of performing sound
source separation. Based on the control instructions, the voice input device D2 acquires
a voice signal showing voice uttered by the position of the user determined to have
viewed the predetermined object (C in FIG. 3). Then, the information processing
apparatus according to an embodiment acquires the voice signal from the voice input
device D2.

When the voice signal is acquired from the voice input device D2, the information
processing apparatus according to an embodiment performs processing (described
later) related to voice recognition on the voice signal and executes instructions
recognized as a result of the processing related to voice recognition.

When sound source separation is used, the information processing apparatus
according to an embodiment performs, for example, processing shown with reference
to FIG. 3 as the processing according to the information processing method according

to an embodiment. It is needless to say that the example of processing according to the
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information processing method according to an embodiment when the sound source
separation is used is not limited to the example shown with reference to FIG. 3.

(2-2) Second example of the voice recognition control processing: when the sound
source localization is used

The information processing apparatus according to an embodiment causes voice
recognition in cooperation with a voice input device capable of performing sound
source localization. The voice input device capable of performing sound source lo-
calization according to an embodiment may be, for example, a voice input device
included in the information processing apparatus according to an embodiment or a
voice input device outside the information processing apparatus according to an em-
bodiment.

The information processing apparatus according to an embodiment selectively causes
voice recognition of a voice signal acquired by a voice input device capable of
performing sound source localization and showing voice based on, for example, a
difference between the position of the user based on information about the position of
the line of sight of the user corresponding to the user determined to have viewed a pre-
determined object and the position of the sound source measured by the voice input
device capable of performing sound source localization.

More specifically, when a difference between the position of the user based on in-
formation about the position of the line of sight of the user and the position of the
sound source is equal to a set threshold or less (or the difference between the position
of the user based on information about the position of the line of sight of the user and
the position of the sound source is less than the threshold. This also applies below), the
information processing apparatus according to an embodiment selectively causes voice
recognition of the voice signal. The threshold related to the voice recognition control
processing according to the second example may be, for example, a preset fixed value
and a variable value that can be changed based on a user operation or the like.

The information processing apparatus according to an embodiment uses, for
example, information (data) showing the position of the sound source transmitted from
a voice input device capable of performing sound source localization when ap-
propriate. When it is determined that, for example, the user views a predetermined
object in the processing (determination processing) in (1), the information processing
apparatus according to an embodiment transmits instructions to request transmission of
information showing the position of the sound source to a voice input device capable
of performing sound source localization so that information showing the position of the
sound source transmitted from the voice input device in accordance with the in-
structions can be used.

FIG. 4 is an explanatory view illustrating an example of processing according to the
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information processing method according to an embodiment and shows an overview
when sound source localization is used for voice recognition control processing. D1
shown in FIG. 4 shows an example of the display device caused to display the display
screen and D2 shown in FIG. 4 shows an example of the voice input device capable of
performing sound source localization. In FIG. 4, an example in which the prede-
termined object O is a voice recognition icon is shown. Also in FIG. 4, an example in
which three users U1 to U3 each view the display screen is shown. RO shown in C of
FIG. 4 shows an example of the region where the voice input device D2 can perform
sound source localization and R2 shown in C of FIG. 4 shows an example of the
position of the sound source identified by the voice input device D2. In FIG. 4, the
flow of processing according to the information processing method according to an
embodiment chronologically in the order of A shown in FIG. 4, B shown in FIG. 4,
and C shown in FIG. 4.

When each of the users Ul to U3 views the display screen, if, for example, the user
Ul views the right edge of the display screen (A shown in FIG. 4), the information
processing apparatus according to an embodiment displays the predetermined object O
on the display screen (B shown in FIG. 4). The information processing apparatus
according to an embodiment displays the predetermined object O on the display screen
by performing the display control processing according to an embodiment described
later.

When the predetermined object O is displayed on the display screen, the information
processing apparatus according to an embodiment determines whether the user views
the predetermined object O by performing, for example, the processing (determination
processing) in (1). In the example shown in B of FIG. 4, the information processing
apparatus according to an embodiment determines that the user U1 has viewed the pre-
determined object O.

If it is determined that the user U1 has viewed the predetermined object O, the in-
formation processing apparatus according to an embodiment calculates a difference
between the position of the user based on information about the position of the line of
sight of the user corresponding to the user determined to have viewed the prede-
termined object and the position of the sound source measured by the voice input
device capable of performing sound source localization. The position of the user based
on information about the position of the line of sight of the user according to an em-
bodiment and the position of the sound source measured by the voice input device are
represented by, for example, the angle with the display screen. Incidentally, the
position of the user based on information about the position of the line of sight of the
user according to an embodiment and the position of the sound source measured by the

voice input device may be represented by coordinates of a three-dimensional co-
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ordinate system including two axes showing a plane corresponding to the display
screen and one axis showing the direction perpendicular to the display screen.

When, for example, the calculated difference is equal to a set threshold or less, the
information processing apparatus according to an embodiment performs processing
(described later) related to voice recognition on a voice signal acquired by the voice
input device D2 capable of performing sound source localization and showing voice.
Then, the information processing apparatus according to an embodiment executes in-
structions recognized as a result of the processing related to voice recognition.

When the sound source localization is used, the information processing apparatus
according to an embodiment performs, for example, processing as shown with
reference to FIG. 4 as the processing according to the information processing method
according to an embodiment. It is needless to say that the example of processing
according to the information processing method according to an embodiment when the
sound source localization is used is not limited to the example shown with reference to
FIG. 4.

The information processing apparatus according to an embodiment causes voice
recognition by using, as shown in, for example, the voice recognition control
processing according to the first example shown in (2-1) or the voice recognition
control processing according to the second example shown in (2-2), the sound source
separation or sound source localization.

Next, processing related to voice recognition in the information processing apparatus
according to an embodiment will be described.

The information processing apparatus according to an embodiment recognizes all in-
structions that can be recognized from an acquired voice signal regardless of the prede-
termined object determined to have been viewed by the user in the processing
(determination processing) in (1). Then, the information processing apparatus
according to an embodiment executes recognized instructions.

However, instructions recognized in the processing related to voice recognition
according to an embodiment are not limited to the above instructions.

For example, the information processing apparatus according to an embodiment can
exercise control to dynamically change instructions to be recognized based on the pre-
determined object determined to have been viewed by the user in the processing
(determination processing) in (1). Like, for example, the target for controlling voice
recognition processing described above, the information processing apparatus
according to an embodiment selects the local apparatus, a communication unit
(described later), or an external apparatus that can communicate via a connected
external communication device as a control target of control that dynamically changes

instructions to be recognized. More specifically, as shown in, for example, (A) and (B)
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below, the information processing apparatus according to an embodiment exercises
control to dynamically change instructions to be recognized.

(A) First example of dynamically changing instructions to be recognized in
processing related to voice recognition according to an embodiment

The information processing apparatus according to an embodiment exercises control
so that instructions corresponding to the predetermined object determined to have been
viewed by the user in the processing (determination processing) in (1) are recognized.

(A-1)

If the control target of control that dynamically changes instructions to be recognized
is the local apparatus, the information processing apparatus according to an em-
bodiment identifies instructions (or an instruction group) corresponding to the de-
termined predetermined object based on a table (or a database) in which objects and in-
structions (instructions groups) are associated and the determined predetermined
object. Then, the information processing apparatus according to an embodiment
recognizes instructions corresponding to the predetermined object by recognizing the
identified instructions from the acquired voice signal.

(A-2)

If the control target of control that dynamically changes instructions to be recognized
is the external apparatus, the information processing apparatus according to an em-
bodiment causes the communication unit (described later) or the like to transmit
control data containing, for example, an "instruction to dynamically change in-
structions to be recognized" and information indicating an object corresponding to the
predetermined object to the external apparatus. As the information indicating an object
according to an embodiment, for example, the ID indicating an object or data in-
dicating an object can be cited. The control data may further contain, for example, a
voice signal showing voice uttered by the user. The external apparatus having acquired
the control data recognizes instructions corresponding to the predetermined object by
performing processing similar to, for example, the processing of the information
processing apparatus according to an embodiment shown in (A-1).

(B) Second example of dynamically changing instructions to be recognized in
processing related to voice recognition according to an embodiment

The information processing apparatus according to an embodiment exercises control
so that instructions corresponding to other objects contained in a region on the display
screen containing a predetermined object determined to have been viewed by the user
in the processing (determination processing) in (1) are recognized. Also, the in-
formation processing apparatus according to an embodiment may further perform, in
addition to the recognition of instructions corresponding to the predetermined object as

shown in (A), the processing in (B).



20

WO 2015/037177 PCT/JP2014/003947

[0105]

[0106]

[0107]

[0108]

As the region on the display screen containing a predetermined object according to
an embodiment, for example, a region larger than the first region according to an em-
bodiment can be cited. As an example, for example, a circular region around a
reference point of a predetermined object, a rectangular region, or a divided region can
be cited as a region on the display screen containing a predetermined object according
to an embodiment.

(B-1)

If the control target of control that dynamically changes instructions to be recognized
is the local apparatus, the information processing apparatus according to an em-
bodiment determines, for example, among objects whose reference position is
contained in a region on the display screen in which a predetermined object according
to an embodiment is contained, objects other than the predetermined object as other
objects. However, the method of determining other objects according to an em-
bodiment is not limited to the above method. For example, the information processing
apparatus according to an embodiment may determine, among objects at least a portion
of which is displayed in a region on the display screen in which a predetermined object
according to an embodiment is contained, objects other than the predetermined object
as other objects.

The information processing apparatus according to an embodiment identifies in-
structions (or an instruction group) corresponding to other objects based on a table (or
a database) in which objects and instructions (instructions groups) are associated and
the determined other objects. The information processing apparatus according to an
embodiment may further identify instructions (or an instruction group) corresponding
to the determined predetermined object based on, for example, the table (or the
database) and the determined predetermined object. Then, the information processing
apparatus according to an embodiment recognizes instructions corresponding to the
other objects (or further instructions corresponding to the predetermined object) by
recognizing the identified instructions from the acquired voice signal.

(B-2)

If the control target of control that dynamically changes instructions to be recognized
is the external apparatus, the information processing apparatus according to an em-
bodiment causes the communication unit (described later) or the like to transmit
control data containing, for example, an "instruction to dynamically change in-
structions to be recognized" and information indicating object corresponding to other
objects to the external apparatus. The control data may further contain, for example, a
voice signal showing voice uttered by the user or information showing an object corre-
sponding to a predetermined object. The external apparatus having acquired the control

data recognizes instructions corresponding to the other objects (or further, instructions
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corresponding to the predetermined object) by performing processing similar to, for
example, the processing of the information processing apparatus according to an em-
bodiment shown in (B-1).

The information processing apparatus according to an embodiment performs, for
example, the above processing as voice recognition control processing according to an
embodiment.

However, the voice recognition control processing according to an embodiment is
not limited to the above processing.

For example, if, after it is determined that the user has viewed a predetermined object
in the processing (determination processing) in (1), it is determined that the user does
not view the predetermined object, the information processing apparatus according to
an embodiment terminates voice recognition of the user determined to have viewed the
predetermined object.

The information processing apparatus according to an embodiment performs, for
example, the processing (determination processing) in (1) and the processing (voice
recognition control processing) in (2) as the processing according to the information
processing method according to an embodiment.

When it is determined that a predetermined object has been viewed in the processing
(determination processing) in (1), the information processing apparatus according to an
embodiment performs the processing (voice recognition control processing) in (2).
That is, the user can cause the information processing apparatus according to an em-
bodiment to start voice recognition by, for example, viewing a predetermined object by
directing the line of sight toward the predetermined object. Even if, as described above,
the user should be engaged in another operation or a conversation, the possibility that
the other operation or the conversation is prevented by a predetermined object being
viewed by the user is lower than when voice recognition is performed by a specific
user operation or utterance of a specific word. Also, as described above, a prede-
termined object displayed on the display screen being viewed by the user is considered
to be an operation more natural than the specific user operation or utterance of the
specific word.

Therefore, the information processing apparatus according to an embodiment can
enhance the convenience of the user when voice recognition is performed by
performing, for example, the processing (determination processing) in (1), the in-
formation processing apparatus according to an embodiment performs the processing
(voice recognition control processing) in (2) as the processing according to the in-
formation processing method according to an embodiment.

However, the processing according to the information processing method according

to an embodiment is not limited to the processing (determination processing) in (1), the
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information processing apparatus according to an embodiment performs the processing
(voice recognition control processing) in (2).

For example, the information processing apparatus according to an embodiment can
also perform processing (display control processing) that causes the display screen to
display a predetermined object according to an embodiment. Thus, next, the display
control processing according to an embodiment will be described.

(3) Display control processing

The information processing apparatus according to an embodiment causes the display
screen to display a predetermined object according to an embodiment. More
specifically, the information processing apparatus according to an embodiment
performs, for example, processing of display control processing according to a first
example to display control processing according to a fourth example shown below.

(3-1) First example of the display control processing

The information processing apparatus according to an embodiment causes the display
screen to display a predetermined object in, for example, a position set on the display
screen. That is, regardless of the position of the line of sight indicated by information
about the position of the line of sight of the user, the information processing apparatus
according to an embodiment causes the display screen to display a predetermined
object in the set position independently of the position of the line of sight indicated by
information about the position of the line of sight of the user.

The information processing apparatus according to an embodiment causes the display
screen to typically display a predetermined object. The information processing
apparatus according to an embodiment can also cause the display screen to selectively
display the predetermined object based on a user operation other than the operation by
the line of sight.

FIG. 5 is an explanatory view illustrating an example of processing according to the
information processing method according to an embodiment and shows an example of
the display position of the predetermined object O displayed by the display control
processing according to an embodiment. In FIG. 5, an example in which the prede-
termined object O is a voice recognition icon is shown.

As examples of the position where the predetermined object is displayed, various
positions, for example, the position at a screen edge of the display screen as shown in
A of FIG. 5, the position in the center of the display screen as shown in B of FIG. 5,
the positions where objects represented by reference signs Ol to O3 in FIG. 1 are
displayed can be cited. However, the position where a predetermined object is
displayed is not limited to the examples in FIGS. 1 and 5 and may be any position of
the display screen.

(3-2) Second example of the display control processing
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The information processing apparatus according to an embodiment causes the display
screen to selectively display a predetermined object based on information about the
position of the line of sight of the user.

More specifically, when, for example, the position of the line of sight indicated by
information about the position of the line of sight of the user is contained in a set
region, the information processing apparatus according to an embodiment causes the
display screen to display a predetermined object. If a predetermined object is displayed
when the position of the line of sight indicated by information about the position of the
line of sight of the user is contained in the set region, the predetermined object is
displayed by the set region being viewed once by the user.

As the region in the display control processing according to an embodiment, for
example, the minimum region of regions containing a predetermined object (that is,
regions in which the predetermined object is displayed), a circular region around the
reference point of a predetermined object, a rectangular region, and a divided region
can be cited.

However, the display control processing according to the second example is not
limited to the above processing.

For example, when the display screen is caused to display a predetermined object, the
information processing apparatus according to an embodiment may cause the display
screen to stepwise display the predetermined object based on the position of the line of
sight indicated by information about the position of the line of sight of the user. For
example, the information processing apparatus according to an embodiment causes the
display screen to display the predetermined object in accordance with the time in
which the position of the line of sight indicated by information about the position of
the line of sight of the user is contained in the set region.

FIG. 6 is an explanatory view illustrating an example of processing according to the
information processing method according to an embodiment and shows an example of
the predetermined object O displayed stepwise by the display control processing
according to an embodiment. In FIG. 6, an example in which the predetermined object
O is a voice recognition icon is shown.

When, for example, the time in which the position of the line of sight indicated by in-
formation about the position of the line of sight of the user is contained in the set
region is equal to a first time or longer (or the time contained in the set region is longer
than the first time), the information processing apparatus according to an embodiment
causes the display screen to display a portion of the predetermined object O (A shown
in FIG. 6). For example, the information processing apparatus according to an em-
bodiment causes the display screen to display a portion of the predetermined object O

in the position corresponding to the position of the line of sight indicated by in-
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formation about the position of the line of sight of the user.

As the first time according to an embodiment, for example, a set fixed time can be
cited.

The information processing apparatus according to an embodiment may dynamically
change the first time based on the number of pieces of acquired information about the
position of the line of sight of the users (that is, the number of users). The information
processing apparatus according to an embodiment sets, for example, a longer first time
with an increasing number of users. With the first time being dynamically set in ac-
cordance with the number of users, for example, one user can be prevented from acci-
dentally causing the display screen to display the predetermined object.

When, as shown in, for example, A of FIG. 6, a portion of the predetermined object
O is displayed on the display screen, if the time in which the position of the line of
sight indicated by information about the position of the line of sight of the user is
contained in the set region after the portion of the predetermined object O is displayed
on the display screen is equal to a second time or longer (or the time contained in the
set region is longer than the second time), the information processing apparatus
according to an embodiment causes the display screen to display the whole prede-
termined object O (B shown in FIG. 6).

As the second time according to an embodiment, for example, a set fixed time can be
cited.

Like the first time, the information processing apparatus according to an embodiment
may dynamically change the second time based on the number of pieces of acquired
information about the position of the line of sight of the users (that is, the number of
users). With the second time being dynamically set in accordance with the number of
users, for example, one user can be prevented from accidentally causing the display
screen to display the predetermined object.

When the display screen is caused to display a predetermined object, the information
processing apparatus according to an embodiment may cause the display screen to
display the predetermined object by using a set display method.

As the set display method according to an embodiment, for example, the slide-in and
fade-in can be cited.

The information processing apparatus according to an embodiment can also change
the set display method according to an embodiment dynamically based on, for
example, information about the position of the line of sight of the user.

As an example, the information processing apparatus according to an embodiment
identifies the direction (for example, up and down or left and right) of movement of
eyes based on information about the position of the line of sight of the user. Then, the

information processing apparatus according to an embodiment causes the display
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screen to display a predetermined object by using a display method by which the pre-
determined object appears from the direction corresponding to the identified direction
of movement of eyes. The information processing apparatus according to an em-
bodiment may further change the position where the predetermined object appears in
accordance with the position of the line of sight indicated by information about the
position of the line of sight of the user.

(3-3) Third example of the display control processing

When voice recognition is performed by, for example, the processing (voice
recognition control processing) in (2), the information processing apparatus according
to an embodiment changes a display mode of a predetermined object. The state of
processing according to the information processing method according to an em-
bodiment can be fed back to the user by the display mode of the predetermined object
being changed by the information processing apparatus according to an embodiment.

FIG. 7 is an explanatory view illustrating an example of processing according to the
information processing method according to an embodiment and shows an example of
the display mode of a predetermined object according to an embodiment. A of FIG. 7
to E of FIG. 7 each show examples of the display mode of the predetermined object
according to an embodiment.

The information processing apparatus according to an embodiment changes, as
shown in, for example, A of FIG. 7, the color of the predetermined object or the color
in which the predetermined object shines in accordance with the user determined to
have viewed the predetermined object in the processing (determination processing) in
(1). With the color of the predetermined object or the color in which the predetermined
object shines being changed, the user determined to have viewed the predetermined
object in the processing (determination processing) in (1) can be fed back to one or two
or more users viewing the display screen.

When, for example, the user ID is recognized in the processing (determination
processing) in (1), the information processing apparatus according to an embodiment
causes the display screen to display the predetermined object in the color corre-
sponding to the user ID or the predetermined object shining in the color corresponding
to the user ID. The information processing apparatus according to an embodiment may
also cause the display screen to display the predetermined object in a different color or
the predetermined object shining in a different color, for example, each time it is de-
termined that the predetermined object has been viewed by the processing
(determination processing) in (1).

As shown in, for example, B of FIG. 7 and C of FIG. 7, the information processing
apparatus according to an embodiment may visually show the direction of voice

recognized by the processing (voice recognition control processing) in (2). With the
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direction of the recognized voice visually being shown, the direction of voice
recognized by the information processing apparatus according to an embodiment can
be fed back to one or two or more users viewing the display screen.

In the example shown in B of FIG. 7, as shown by reference sign DI shown in B of
FIG. 7, the direction of the recognized voice is indicated by a bar in which the portion
of the voice direction is vacant. In the example shown in C of FIG. 7, the direction of
the recognized voice is indicated by a character image (example of a voice recognition
image) viewing in the direction of the recognized voice.

As shown in, for example, D of FIG. 7 and E of FIG. 7, the information processing
apparatus according to an embodiment may show a captured image corresponding to
the user determined to have viewed the predetermined object in the processing
(determination processing) in (1) together with a voice recognition icon. With the
captured image being shown together with the voice recognition icon, the user de-
termined to have viewed the predetermined object in the processing (determination
processing) in (1) can be fed back to one or two or more users viewing the display
screen.

The example shown in D of FIG. 7 shows an example a captured image is displayed
side by side with a voice recognition icon. The example shown in E of FIG. 7 shows an
example in which a captured image is displayed by being combined with a voice
recognition icon.

As shown in, for example, FIG. 7, the information processing apparatus according to
an embodiment gives feedback of the state of processing according to the information
processing method according to an embodiment to the user by changing the display
mode of the predetermined object.

However, the display control processing according to the third example is not limited
to the example shown in FIG. 7. For example, when the user ID is recognized in the
processing (determination processing) in (1), the information processing apparatus
according to an embodiment may cause the display screen to display an object (for
example, a voice recognition image such as a voice recognition icon or character
image) corresponding to the user ID.

(3-4) Fourth example of the display control processing

The information processing apparatus according to an embodiment can perform
processing by, for example, combining the display control processing according to the
first example or the display control processing according to the second example and
the display control processing according to the third example.

(Information Processing Apparatus According to an Embodiment)

Next, an example of the configuration of an information processing apparatus

according to an embodiment capable of performing the processing according to the in-
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formation processing method according to an embodiment described above will be
described.

FIG. 8 is a block diagram showing an example of the configuration of an information
processing apparatus 100 according to an embodiment. The information processing
apparatus 100 includes, for example, a communication unit 102 and a control unit 104.

The information processing apparatus 100 may also include, for example, a ROM
(Read Only Memory, not shown), a RAM (Random Access Memory, not shown), a
storage unit (not shown), an operation unit (not shown) that can be operated by the
user, and a display unit (not shown) that displays various screens on the display screen.
The information processing apparatus 100 connects each of the above elements by, for
example, a bus as a transmission path.

The ROM (not shown) stores programs used by the control unit 104 and control data
such as operation parameters. The RAM (not shown) temporarily stores programs
executed by the control unit 104 and the like.

The storage unit (not shown) is a storage means included in the information
processing apparatus 100 and stores, for example, data related to the information
processing method according to an embodiment such as data indicating various objects
displayed on the display screen and various kinds of data such as applications. As the
storage unit (not shown), for example, a magnetic recording medium such as a hard
disk and a nonvolatile memory such as a flash memory can be cited. The storage unit
(not shown) may be removable from the information processing apparatus 100.

As the operation unit (not shown), an operation input device described later can be
cited. As the display unit (not shown), a display device described later can be cited.

(Hardware configuration example of the information processing apparatus 100)

FIG. 9 is an explanatory view showing an example of the hardware configuration of
the information processing apparatus 100 according to an embodiment. The in-
formation processing apparatus 100 includes, for example, an MPU 150, a ROM 152, a
RAM 154, arecording medium 156, an input/output interface 158, an operation input
device 160, a display device 162, and a communication interface 164. The information
processing apparatus 100 connects each structural element by, for example, a bus 166
as a transmission path of data.

The MPU 150 is constituted of a processor such as a MPU (Micro Processing Unit)
and various processing circuits and functions as the control unit 104 that controls the
whole information processing apparatus 100. The MPU 150 also plays the role of, for
example, a determination unit 110, a voice recognition control unit 112, and a display
control unit 114 described later in the information processing apparatus 100.

The ROM 152 stores programs used by the MPU 150 and control data such as

operation parameters. The RAM 154 temporarily stores programs executed by the
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MPU 150 and the like.

The recording medium 156 functions as a storage unit (not shown) and stores, for
example, data related to the information processing method according to an em-
bodiment such as data indicating various objects displayed on the display screen and
various kinds of data such as applications. As the recording medium 156, for example,
a magnetic recording medium such as a hard disk and a nonvolatile memory such as a
flash memory can be cited. The recording medium 156 may be removable from the in-
formation processing apparatus 100.

The input/output interface 158 connects, for example, the operation input device 160
and the display device 162. The operation input device 160 functions as an operation
unit (not shown) and the display device 162 functions as a display unit (not shown). As
the input/output interface 158, for example, a USB (Universal Serial Bus) terminal, a
DVI (Digital Visual Interface) terminal, an HDMI (High-Definition Multimedia
Interface) (registered trademark) terminal, and various processing circuits can be cited.
The operation input device 160 is, for example, included in the information processing
apparatus 100 and connected to the input/output interface 158 inside the information
processing apparatus 100. As the operation input device 160, for example, a button, a
direction key, a rotary selector such as a jog dial, and a combination of these devices
can be cited. The display device 162 is, for example, included in the information
processing apparatus 100 and connected to the input/output interface 158 inside the in-
formation processing apparatus 100. As the display device 162, for example, a liquid
crystal display and an organic electro-luminescence display (also called an OLED
display (Organic Light Emitting Diode Display)) can be cited.

It is needless to say that the input/output interface 158 can also be connected to an
external device such as an operation input device (for example, a keyboard and a
mouse) and a display device as an external apparatus of the information processing
apparatus 100. The display device 162 may be a device capable of both the display and
user operations like, for example, a touch screen.

The communication interface 164 is a communication means included in the in-
formation processing apparatus 100 and functions as the communication unit 102 to
communicate with an external device or an external apparatus such as an external
imaging device, an external display device, and an external sensor via a network (or
directly) wirelessly or through a wire. As the communication interface 164, for
example, a communication antenna and RF (Radio Frequency) circuit (wireless com-
munication), an IEEE802.15.1 port and transmitting/receiving circuit (wireless com-
munication), an IEEE802.11 port and transmitting/receiving circuit (wireless commu-
nication), and a LAN (Local Area Network) terminal and transmitting/receiving circuit

(wire communication) can be cited. As the network according to an embodiment, for
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example, a wire network such as LAN and WAN (Wide Area Network), a wireless
network such as wireless LAN (WLAN: Wireless Local Area Network) and wireless
WAN (WWAN: Wireless Wide Area Network) via a base station, and the Internet
using the communication protocol such as TCP/IP (Transmission Control Protocol/
Internet Protocol) can be cited.

With the configuration shown in, for example, FIG. 9, the information processing
apparatus 100 performs processing according to the information processing method
according to an embodiment. However, the hardware configuration of the information
processing apparatus 100 according to an embodiment is not limited to the con-
figuration shown in FIG. 9.

The information processing apparatus 100 may include, for example, an imaging
device playing the role of an imaging unit (not shown) that captures moving images or
still images. When an imaging device is included, for example, the information
processing apparatus 100 can obtain information about a position of a line of sight of
the user by processing a captured image generated by imaging in the imaging device.
Also when an imaging device is included, for example, the information processing
apparatus 100 can execute processing for identifying the user by using a captured
image generated by imaging in the imaging device and use the captured image (or a
portion thereof) as an object.

As the imaging device according to an embodiment, for example, a lens/image sensor
and a signal processing circuit can be cited. The lens/image sensor is constituted of, for
example, an optical lens and an image sensor using a plurality of image sensors such as
CMOS (Complementary Metal Oxide Semiconductor). The signal processing circuit
includes, for example, an AGC (Automatic Gain Control) circuit or an ADC (Analog
to Digital Converter) to convert an analog signal generated by the image sensor into a
digital signal (image data). The signal processing circuit may also perform various
kinds of signal processing, for example, the white balance correction processing, tone
correction processing, gamma correction processing, YCbCr conversion processing,
and edge enhancement processing.

The information processing apparatus 100 may further include, for example, a sensor
plating the role of a detection unit (not shown) that obtains data that can be used to
identify the position of the line of sight of the user according to an embodiment. When
such a sensor is included, the information processing apparatus 100 can improve the
estimation accuracy of the position of the line of sight of the user by using, for
example, data obtained from the sensor.

As the sensor according to an embodiment, for example, any sensor that obtains
detection values that can be used to improve the estimation accuracy of the position of

the line of sight of the user such as an infrared ray sensor can be cited.
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When configured to, for example, perform processing on a standalone basis, the in-
formation processing apparatus 100 may not include the communication interface 164.
The information processing apparatus 100 may also be configured not to include the
recording medium 156, the operation device 160, or the display device 162.

Referring to FIG. 8, an example of the configuration of the information processing
apparatus 100 will be described. The communication unit 102 is a communication
means included in the information processing apparatus 100 and communicates with
an external device or an external apparatus such as an external imaging device, an
external display device, and an external sensor via a network (or directly) wirelessly or
through a wire. Communication of the communication unit 102 is controlled by, for
example, the control unit 104.

As the communication unit 102, for example, a communication antenna and RF
circuit and a LAN terminal and transmitting/receiving circuit can be cited, but the con-
figuration of the communication unit 102 is not limited to the above example. For
example, the communication unit 102 may adopt a configuration conforming to any
standard capable of communication such as a USB terminal and transmitting/receiving
circuit or any configuration capable of communicating with an external apparatus via a
network.

The control unit 104 is configured by, for example, an MPU and plays the role of
controlling the whole information processing apparatus 100. The control unit 104
includes, for example, the determination unit 110, the voice recognition control unit
112, and a display control unit 114 and plays a leading role of performing the
processing according to the information processing method according to an em-
bodiment.

The determination unit 110 plays a leading role of performing the processing
(determination processing) in (1).

For example, the determination unit 110 determines whether the user has viewed a
predetermined object based on information about the position of the line of sight of the
user. More specifically, the determination unit 110 performs, for example, the deter-
mination processing according to the first example shown in (1-1).

The determination unit 110 can also determine that after it is determined that the user
has viewed the predetermined object, the user does not view the predetermined object
based on, for example, information about the position of the line of sight of the user.
More specifically, the determination unit 110 performs, for example, the determination
processing according to the second example shown in (1-2) or the determination
processing according to the third example shown in (1-3).

The determination unit 110 may also perform, for example, the determination

processing according to the fourth example shown in (1-4) or the determination
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processing according to the fifth example shown in (1-5).

The voice recognition control unit 112 plays a leading role of performing the
processing (voice recognition control processing) in (2).

When, for example, the user is determined to have viewed the predetermined object
by the determination unit 110, the voice recognition control unit 112 controls voice
recognition processing to cause voice recognition. More specifically, the voice
recognition control unit 112 performs, for example, the voice recognition control
processing according to the first example shown in (2-1) or the voice recognition
control processing according to the second example shown in (2-2).

When, after it is determined that the user has viewed the predetermined object, the
determination unit 110 determines that the user does not view the predetermined
object, the voice recognition control unit 112 terminates voice recognition of the user
determined to have viewed the predetermined object.

The display control unit 114 plays a leading role of performing the processing
(display control processing) in (3) and causes the display screen to display a prede-
termined object according to an embodiment. More specifically, the display control
unit 114 performs, for example, the display control processing according to the first
example shown in (3-1), the display control processing according to the second
example shown in (3-2), or the display control processing according to the third
example shown in (3-3).

By including, for example, the determination unit 110, the voice recognition control
unit 112, and a display control unit 114, the control unit 104 leads the processing
according to the information processing method according to an embodiment.

With the configuration shown in, for example, FIG. §, the information processing
apparatus 100 performs the processing (for example, the processing (determination
processing) in (1) to the processing (display control processing) in (3)) according to the
information processing method according to an embodiment.

Therefore, with the configuration shown in, for example, FIG. 8, the information
processing apparatus 100 can enhance the convenience of the user when voice
recognition is performed.

Also with the configuration shown in, for example, FIG. 8, the information
processing apparatus 100 can achieve effects that can be achieved by, for example, the
above processing according to the information processing method according to an em-
bodiment being performed.

However, the configuration of the information processing apparatus according to an
embodiment is not limited to the configuration in FIG. 8.

For example, the information processing apparatus according to an embodiment can

include one or two or more of the determination unit 110, the voice recognition control
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unit 112, and a display control unit 114 shown in FIG. 8 separately from the control
unit 104 (for example, realized by a separate processing circuit).

The information processing apparatus according to an embodiment can also be
configured not to include the display control unit 114 shown in FIG. 8. Even if
configured not to include the display control unit 114, the information processing
apparatus according to an embodiment can perform the processing (determination
processing) in (1) and the processing (voice recognition control processing) in (2).
Therefore, even if configured not to include the display control unit 114, the in-
formation processing apparatus according to an embodiment can enhance the con-
venience of the user when voice recognition is performed.

The information processing apparatus according to an embodiment may not include
the communication unit 102 when communicating with an external device or an
external apparatus via an external communication device having the function and con-
figuration similar to those of the communication unit 102 or when configured to
perform processing on a standalone basis.

The information processing apparatus according to an embodiment may further
include, for example, an imaging unit (not shown) configured by an imaging device.
When an imaging unit (not shown) is included, the information processing apparatus
according to an embodiment can obtain information about a position of a line of sight
of the user by processing a captured image generated by imaging in the imaging unit
(not shown). Also when an imaging unit (not shown) is included, for example, the in-
formation processing apparatus according to an embodiment can execute processing
for identifying the user by using a captured image generated by imaging in the imaging
unit (not shown), and use the captured image (or a portion thereof) as an object.

The information processing apparatus according to an embodiment may further
include, for example, a detection unit (not shown) configured by any sensor that
obtains detection values that can be used to improve the estimation accuracy of the
position of the line of sight of the user. When a detection unit (not shown) is included,
the information processing apparatus according to an embodiment can improve the es-
timation accuracy of the position of the line of sight of the user by using, for example,
data obtained from the detection unit (not shown).

In the foregoing, the information processing apparatus has been described as an em-
bodiment, but an embodiment is not limited to such a form. An embodiment can also
be applied to various devices, for example, a TV set, a display apparatus, a tablet
apparatus, a communication apparatus such as a mobile phone and smartphone, a
video/music playback apparatus (or a video/music recording and playback apparatus),
a game machine, and a computer such as a PC (Personal Computer). An embodiment

can also be applied to, for example, a processing IC (Integrated Circuit) that can be
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embedded in devices as described above.

Embodiments may also be realized by a system including a plurality of apparatuses
predicated on connection to a network (or communication between each apparatus)
like, for example, cloud computing. That is, the above information processing
apparatus according to an embodiment can be realized as, for example, an information
processing system including a plurality of apparatuses.

(Program According to an Embodiment)

The convenience of the user when voice recognition is performed can be enhanced
by a program (for example, a program capable of performing processing according to
an information processing method according to an embodiment such as the processing
(determination processing) in (1) , the processing (voice recognition control
processing) in (2), and the processing (determination processing) in (1) to the
processing (display control processing) in (3)) causing a computer to function as an in-
formation processing apparatus according to an embodiment being performed by a
processor or the like in the computer.

Also, effects achieved by the above processing according to the information
processing method according to an embodiment can be achieved by a program causing
a computer to function as an information processing apparatus according to an em-
bodiment being performed by a processor or the like in the computer.

In the foregoing, embodiments of the present disclosure have been described in detail
with reference to the accompanying drawings, but the technical scope of the present
disclosure is not limited to the above examples. A person skilled in the art may find
various alterations and modifications within the scope of the appended claims and it
should be understood that they will naturally come under the technical scope of the
present disclosure.

For example, the above shows that a program (computer program) causing a
computer to function as an information processing apparatus according to an em-
bodiment is provided, but embodiments can further provide a recording medium
caused to store the program.

The above configurations show examples of embodiments and naturally come under
the technical scope of the present disclosure.

Effects described in this specification are only descriptive or illustrative and are not
restrictive. That is, the technology according to the present disclosure can achieve
other effects obvious to a person skilled in the art from the description of this speci-
fication, together with the above effects or instead of the above effects.

The present technology may be embodied as the following configurations, but is not
limited thereto.

(1) An information processing apparatus including:
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a circuitry configured to:

initiate a voice recognition upon a determination that a user gaze has been made
towards a first region within which a display object is displayed; and

initiate an execution of a process based on the voice recognition.

(2) The information processing apparatus of (1), wherein a direction of the user gaze is
determined based on a captured image of the user.

(3) The information processing apparatus of (1) or (2), wherein a direction of the user
gaze is determined based on a determined orientation of the face of the user.

(4) The information processing apparatus of any of (1) through (3), wherein a direction
of the user gaze is determined based on iris position or pupil position of at least one
eye of the user.

(5) The information processing apparatus of any of (1) through (4), wherein the user
gaze is attributed to the user, from whom the gaze originates, and who is distinguished
from at least one additional viewer.

(6) The information processing apparatus of any of (1) through (5), wherein the
circuitry initiates the voice recognition of an audible sound originating from a position
of the user from whom the gaze is determined to have originated, the user being
selected from a plurality of viewers based upon a characteristic of the gaze.

(7) The information processing apparatus of any of (1) through (6), wherein voice
commands uttered by other ones of the plurality of viewers not the user are not
executed upon.

(8) The information processing apparatus of any of (1) through (7), wherein the deter-
mination that the user gaze has been made towards the first region within which the
display object is displayed is made based on information about a position of a line of
sight of the user on a screen of a display that displays the display object.

(9) The information processing apparatus of any of (1) through (8), wherein the in-
formation about the position of the line of sight of the user includes data indicating or
identifying the position of the line of sight of the user.

(10) The information processing apparatus of any of (1) through (9), wherein the
circuitry initiates the voice recognition upon a determination that the user gaze has
been made towards the first region for a time equal to or longer than a predetermined
time.

(11) The information processing apparatus of any of (1) through (10), wherein the de-
termination that the user gaze has been made towards the first region within which the
display object is displayed indicates that the user is viewing the display object.

(12) The information processing apparatus of any of (1) through (11), wherein the user
is further determined to be no longer viewing the display object when the user gaze is

determined to no longer be made towards a second region.
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(13) The information processing apparatus of any of (1) through (12), wherein the
second region is larger than the first region.

(14) The information processing apparatus of any of (1) through (13), wherein the
second region encompasses the first region.

(15) The information processing apparatus of any of (1) through (14), wherein the
circuitry initiates the voice recognition of an audible sound originating from a position
of the user determined to have gazed towards the first region.

(16) The information processing apparatus of any of (1) through (15), wherein the
audible sound is a voice signal.

(17) The information processing apparatus of any of (1) through (16), wherein the first
region is a region within a screen of a display.

(18) The information processing apparatus of any of (1) through (17), wherein the
circuitry is further configured to initiate the voice recognition only for an audible
sound that has originated from a person who made the user gaze towards the first
region.

(19) An information processing method including:

initiating a voice recognition upon a determination that a user gaze has been made
towards a first region within which a display object is displayed; and

executing a process based on the voice recognition.

(20) A non-transitory computer-readable medium having embodied thereon a program,
which when executed by a computer causes the computer to perform a method, the
method including:

initiating a voice recognition upon a determination that a user gaze has been made
towards a first region within which a display object is displayed; and

executing a process based on the voice recognition.

Additionally, the present disclosure can also be configured as follows.

(1) An information processing apparatus including:

a determination unit that determines whether a user has viewed a predetermined
object based on information about a position of a line of sight of the user on a display
screen; and

a voice recognition control unit that controls voice recognition processing when it is
determined that the user has viewed the predetermined object.

(2) The information processing apparatus according to (1), wherein the voice
recognition control unit exercises control to dynamically change instructions to be
recognized based on the predetermined object determined to have been viewed.

(3) The information processing apparatus according to (1) or (2), wherein the voice
recognition control unit exercises control to recognize instructions corresponding to the

predetermined object determined to have been viewed.
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(4) The information processing apparatus according to any one of (1) to (3), wherein
the voice recognition control unit exercises control to recognize instructions corre-
sponding to other objects contained in a region on the display screen containing the
predetermined object determined to have been viewed.

(5) The information processing apparatus according to any one of (1) to (4),

wherein the voice recognition control unit

causes a voice input device capable of performing sound source separation to acquire a
voice signal showing voice uttered from a position of the user determined to have
viewed the predetermined object based on the information about the position of the
line of sight of the user corresponding to the user determined to have viewed the prede-
termined object and

causes voice recognition of the voice signal acquired by the voice input device.

(6) The information processing apparatus according to any one of (1) to (4),

wherein the voice recognition control unit causes,

when a difference between a position of the user based on the information about the
position of the line of sight of the user corresponding to the user determined to have
viewed the predetermined object and a position of a sound source measured by a voice
input device capable of performing sound source localization is equal to a set threshold
or less or

when the difference between the position of the user and the position of the sound
source is smaller than the threshold,

voice recognition of a voice signal acquired by the voice input device and showing
voice.

(7) The information processing apparatus according to any one of (1) to (6), wherein
when the position of the line of sight indicated by the information about the position of
the line of sight of the user is contained in a first region on the display screen
containing the predetermined object, the determination unit determines that the user
has viewed the predetermined object.

(8) The information processing apparatus according to any one of (1) to (7), wherein
when the determination unit determines that the user has viewed the predetermined
object,

the determination unit determines that the user does not view the predetermined object
when the position of the line of sight indicated by the information about the position of
the line of sight of the user corresponding to the user determined to have viewed the
predetermined object is not contained in a second region on the display screen
containing the predetermined object and

when it is determined that the user does not view the predetermined object, the voice

recognition control unit terminates voice recognition of the user.
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(9) The information processing apparatus according to any one of (1) to (7), wherein
when the determination unit determines that the user has viewed the predetermined
object,

the determination unit

determines that the user does not view the predetermined object

when a state in which the position of the line of sight indicated by the information
about the position of the line of sight of the user corresponding to the user determined
to have viewed the predetermined object is not contained in a second region on the
display screen containing the predetermined object continues for a set setting time or
longer or

the state in which the position of the line of sight indicated by the information about
the position of the line of sight of the user corresponding to the user determined to
have viewed the predetermined object is not contained in the second region continues
longer than the setting time and

when it is determined that the user does not view the predetermined object, the voice
recognition control unit terminates voice recognition of the user.

(10) The information processing apparatus according to (9), wherein the determination
unit dynamically sets the setting time based on a history of the position of the line of
sight indicated by the information about the position of the line of sight of the user cor-
responding to the user determined to have viewed the predetermined object.

(11) The information processing apparatus according to any one of (1) to (10), wherein
after it is determined that one user has viewed the predetermined object, when it is not
determined that the user does not view the predetermined object, the determination unit
does not determine that another user has viewed the predetermined object.

(12) The information processing apparatus according to any one of (1) to (11), wherein
the determination unit

identifies the user based on a captured image in which a direction in which an image is
displayed on the display screen is captured and

determines whether the user has viewed the predetermined object based on the in-
formation about the position of the line of sight of the user corresponding to the
identified user.

(13) The information processing apparatus according to any one of (1) to (12), further
including:

a display control unit causing the display screen to display the predetermined object.
(14) The information processing apparatus according to (13), wherein the display
control unit causes the display screen to display the predetermined object in a position
set on the display screen regardless of the position of the line of sight indicated by the

information about the position of the line of sight of the user.
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(15) The information processing apparatus according to (13), wherein the display
control unit causes the display screen to selectively display the predetermined object
based on the information about the position of the line of sight of the user.
(16) The information processing apparatus according to (15), wherein when the display
control unit causes the display screen to display the predetermined object, the display
control unit uses a set display method to cause the display screen to display the prede-
termined object.
(17) The information processing apparatus according to (15) or (16), wherein when the
display control unit causes the display screen to display the predetermined object, the
display control unit causes the display screen to stepwise display the predetermined
object based on the position of the line of sight indicated by the information about the
position of the line of sight of the user.
(18) The information processing apparatus according to any one of (13) to (17),
wherein when voice recognition is performed, the display control unit changes a
display mode of the predetermined object.
(19) An information processing method executed by an information processing
apparatus, the method including:
determining whether a user has viewed a predetermined object based on information
about a position of a line of sight of the user on a display screen; and
controlling voice recognition processing when it is determined that the user has viewed
the predetermined object.
(20) A program causing a computer to execute:
determining whether a user has viewed a predetermined object based on information
about a position of a line of sight of the user on a display screen; and
controlling voice recognition processing when it is determined that the user has viewed
the predetermined object.
Reference Signs List

100 information processing apparatus

102 communication unit

104 control unit

110 determination unit

112 voice recognition control unit

114 display control unit



WO 2015/037177

[Claim 1]

[Claim 2]

[Claim 3]

[Claim 4]

[Claim 5]

[Claim 6]

[Claim 7]

[Claim 8]

[Claim 9]

[Claim 10]

39
PCT/JP2014/003947

Claims

An information processing apparatus comprising:

a circuitry configured to:

initiate a voice recognition upon a determination that a user gaze has
been made towards a first region within which a display object is
displayed; and

initiate an execution of a process based on the voice recognition.

The information processing apparatus according to claim 1, wherein a
direction of the user gaze is determined based on a captured image of
the user.

The information processing apparatus according to claim 1, wherein a
direction of the user gaze is determined based on a determined ori-
entation of the face of the user.

The information processing apparatus according to claim 1, wherein a
direction of the user gaze is determined based on iris position or pupil
position of at least one eye of the user.

The information processing apparatus according to claim 1, wherein the
user gaze is attributed to the user, from whom the gaze originates, and
who is distinguished from at least one additional viewer.

The information processing apparatus according to claim 1, wherein the
circuitry initiates the voice recognition of an audible sound originating
from a position of the user from whom the gaze is determined to have
originated, the user being selected from a plurality of viewers based
upon a characteristic of the gaze.

The information processing apparatus according to claim 6, wherein
voice commands uttered by other ones of the plurality of viewers not
the user are not executed upon.

The information processing apparatus according to claim 1, wherein the
determination that the user gaze has been made towards the first region
within which the display object is displayed is made based on in-
formation about a position of a line of sight of the user on a screen of a
display that displays the display object.

The information processing apparatus according to claim 8, wherein the
information about the position of the line of sight of the user comprises
data indicating or identifying the position of the line of sight of the
user.

The information processing apparatus according to claim 1, wherein the
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circuitry initiates the voice recognition upon a determination that the
user gaze has been made towards the first region for a time equal to or
longer than a predetermined time.

The information processing apparatus according to claim 1, wherein the
determination that the user gaze has been made towards the first region
within which the display object is displayed indicates that the user is
viewing the display object.

The information processing apparatus according to claim 11, wherein
the user is further determined to be no longer viewing the display
object when the user gaze is determined to no longer be made towards a
second region.

The information processing apparatus according to claim 12, wherein
the second region is larger than the first region.

The information processing apparatus according to claim 12, wherein
the second region encompasses the first region.

The information processing apparatus according to claim 1, wherein the
circuitry initiates the voice recognition of an audible sound originating
from a position of the user determined to have gazed towards the first
region.

The information processing apparatus according to claim 15, wherein
the audible sound is a voice signal.

The information processing apparatus according to claim 1, wherein the
first region is a region within a screen of a display.

The information processing apparatus according to claim 1, wherein the
circuitry is further configured to initiate the voice recognition only for
an audible sound that has originated from a person who made the user
gaze towards the first region.

An information processing method comprising:

initiating a voice recognition upon a determination that a user gaze has
been made towards a first region within which a display object is
displayed; and

executing a process based on the voice recognition.

A non-transitory computer-readable medium having embodied thereon
a program, which when executed by a computer causes the computer to
perform a method, the method comprising:

initiating a voice recognition upon a determination that a user gaze has
been made towards a first region within which a display object is

displayed; and
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executing a process based on the voice recognition.
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