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SPATIO-TEMPORAL MOTION VECTOR PREDICTION PATTERNS
FOR VIDEO CODING

[0001] This application claims priority to U.S. Application No. 16/704,827, filed
December 05, 2019 which claims the benefit of U.S. Provisional Application No.
62/776,373, filed December 6, 2018, the entire content of which are incorporated by

reference herein.

TECHNICAL FIELD

[0002] This disclosure relates to video encoding and video decoding.

BACKGROUND

[0003] Digital video capabilities can be incorporated into a wide range of devices,
including digital televisions, digital direct broadcast systems, wireless broadcast
systems, personal digital assistants (PDAs), laptop or desktop computers, tablet
computers, e-book readers, digital cameras, digital recording devices, digital media
players, video gaming devices, video game consoles, cellular or satellite radio
telephones, so-called “smart phones,” video teleconferencing devices, video streaming
devices, and the like. Digital video devices implement video coding techniques, such as
those described in the standards defined by MPEG-2, MPEG-4, ITU-T H.263, ITU-T
H.264/MPEG-4, Part 10, Advanced Video Coding (AVC), the High Efficiency Video
Coding (HEVC) standard, ITU-T H.265/High Efficiency Video Coding (HEVC), and
extensions of such standards. The video devices may transmit, receive, encode, decode,
and/or store digital video information more efficiently by implementing such video
coding techniques.

[0004] Video coding techniques include spatial (intra-picture) prediction and/or
temporal (inter-picture) prediction to reduce or remove redundancy inherent in video
sequences. For block-based video coding, a video slice (e.g., a video picture or a
portion of a video picture) may be partitioned into video blocks, which may also be
referred to as coding tree units (CTUs), coding units (CUs) and/or coding nodes. Video
blocks in an intra-coded (I) slice of a picture are encoded using spatial prediction with
respect to reference samples in neighboring blocks in the same picture. Video blocks in
an inter-coded (P or B) slice of a picture may use spatial prediction with respect to

reference samples in neighboring blocks in the same picture or temporal prediction with
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respect to reference samples in other reference pictures. Pictures may be referred to as

frames, and reference pictures may be referred to as reference frames.

SUMMARY

[0005] In general, this disclosure describes techniques for inter prediction and motion
vector prediction in video coding. More specifically, this disclosure describes
techniques for spatio-temporal motion vector prediction, such as motion vector
prediction based on a motion vector predictor list. The techniques of this disclosure
may be used with any of the existing video codecs, such as H.265/HEVC (High
Efficiency Video Coding), or be an efficient coding tool in any future video coding
standards, such as H.266/VVC (Versatile Video Coding).

[0006] As described in more detail, the disclosure describes examples techniques of
constructing a motion vector predictor list that includes motion vector information of
spatially and temporally neighboring blocks. In some cases, the coding order of a
picture (e.g., left-to-right or right-to-left) may impact which spatially neighboring
blocks are available for constructing the motion vector predictor list. Accordingly, this
disclosure describes example techniques by which a video coder (e.g., video encoder or
video decoder) may construct the motion vector predictor list based on the coding order
used for a picture. Furthermore, for temporally neighboring blocks (also called
collocated blocks), the video coder may be configured to access and check availability
of motion vector information of the temporally neighboring blocks in a particular order.
[0007] In one example, the disclosure describes a method of coding video data, the
method comprising for a first block, in a first picture having a left-to-right coding order,
constructing a first motion vector predictor list, wherein a first entry in the first motion
vector predictor list is based on motion vector information of a left neighboring block to
the first block, coding the first block in the first picture based on the first motion vector
predictor list, for a second block, in a second picture having a right-to-left coding order,
constructing a second motion vector predictor list, wherein a first entry in the second
motion vector predictor list is based on motion vector information of a right neighboring
block to the second block, and coding the second block in the second picture based on
the second motion vector predictor list.

[0008] In one example, the disclosure describes a device for coding video data, the

device comprising memory configured to store motion vector information and
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processing circuitry coupled to the memory. The processing circuitry is configured to
for a first block, in a first picture having a left-to-right coding order, construct a first
motion vector predictor list, wherein a first entry in the first motion vector predictor list
is based on motion vector information of a left neighboring block to the first block
stored in the memory, code the first block in the first picture based on the first motion
vector predictor list, for a second block, in a second picture having a right-to-left coding
order, construct a second motion vector predictor list, wherein a first entry in the second
motion vector predictor list is based on motion vector information of a right neighboring
block to the second block stored in the memory, and code the second block in the
second picture based on the second motion vector predictor list.

[0009] In one example, the disclosure describes a computer-readable storage medium
storing instructions thereon that when executed cause one or more processors to for a
first block, in a first picture having a left-to-right coding order, construct a first motion
vector predictor list, wherein a first entry in the first motion vector predictor list is based
on motion vector information of a left neighboring block to the first block, code the first
block in the first picture based on the first motion vector predictor list, for a second
block, in a second picture having a right-to-left coding order, construct a second motion
vector predictor list, wherein a first entry in the second motion vector predictor list is
based on motion vector information of a right neighboring block to the second block,
and code the second block in the second picture based on the second motion vector
predictor list.

[0010] The details of one or more examples are set forth in the accompanying drawings
and the description below. Other features, objects, and advantages will be apparent

from the description, drawings, and claims.

BRIEF DESCRIPTION OF DRAWINGS

[0011] FIG. 1 is a block diagram illustrating an example video encoding and decoding
system that may perform the techniques of this disclosure.

[0012] FIG. 2 is a block diagram illustrating an example video encoder that may
perform the techniques of this disclosure.

[0013] FIG. 3 is a block diagram illustrating an example video decoder that may

perform the techniques of this disclosure.
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[0014] FIG. 4A is a conceptual diagram showing spatial neighboring candidates for
merge mode.

[0015] FIG. 4B is a conceptual diagram showing spatial neighboring candidates for
advanced motion vector prediction (AMVP) mode.

[0016] FIG. SA s a conceptual diagram showing a temporal motion vector predictor
(TMVP) candidate.

[0017] FIG. 5B is a conceptual diagram showing motion vector scaling for TMVP.
[0018] FIG. 6 is a conceptual diagram showing fetching of non-adjacent spatial merge
candidates.

[0019] FIG. 7A is a conceptual diagram illustrating example spatial and temporal
candidates used in motion vector prediction.

[0020] FIG. 7B is a conceptual diagram illustrating an example visiting order for spatial
candidates.

[0021] FIG. 7C is a conceptual diagram illustrating another example visiting order for
spatial candidates.

[0022] FIG. 8A s a conceptual diagram illustrating an example spatial temporal motion
vector predictor pattern according to one example of the disclosure.

[0023] FIG. 8B is a conceptual diagram illustrating an example inverted spatial
temporal motion vector predictor pattern according to one example of the disclosure.
[0024] FIG. 8C is a conceptual diagram illustrating another example inverted spatial
temporal motion vector predictor pattern according to one example of the disclosure.

[0025] FIG. 9 is a flowchart illustrating an example coding method.

DETAILED DESCRIPTION

[0026] In some examples, video coding (e.g., video encoding or video decoding) may
include inter-prediction and/or intra block copy (IBC) techniques. In both inter-
prediction or IBC, a video encoder determines a prediction block based on a motion
vector (for IBC, the motion vector may be a block vector) for a current block,
determines residual information (e.g., difference) between the prediction block and the
current block, and signals the residual information. A video decoder receives the
residual information. In addition, the video decoder determines a motion vector for the

current block and determines the prediction block based on the motion vector. The
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video decoder adds the residual information to the prediction block to reconstruct the
current block.

[0027] One way in which the video decoder determines the motion vector for the
current block is based on a motion vector predictor list. Both the video encoder and the
video decoder utilize a similar process to construct respective motion vector predictor
lists such that the motion vector predictor list constructed by the video encoder and the
motion vector predictor list constructed by the video decoder is the same. The motion
vector predictor list includes motion vector information of previously coded blocks,
such as spatially neighboring blocks (e.g., blocks that neighbor the current block in the
same picture as the current block) and collocated blocks (e.g., blocks that are located at
particular locations in other pictures). In some examples, a motion vector predictor list
may include artificially-generated motion vector information (e.g., motion vector
information that is not from a previously-coded block).

[0028] The video encoder determines an entry in the motion vector predictor list and
signals information indicative of the entry. The video decoder determines motion vector
information from the motion vector predictor list based on the entry and determines the
motion vector for the current block based on the determined motion vector information.
As one example, the video decoder may set the motion vector for the current block
equal to the determined motion vector information (e.g., such as in merge mode). As
another example, the video decoder may add a motion vector difference (MVD),
signaled by the video encoder, to the determined motion vector information to
determine the motion vector for the current block (e.g., such as in advanced motion
vector prediction (AMVP) mode).

[0029] As described above, the motion vector predictor list may include motion vector
information for spatially neighboring blocks. In some examples, for the motion vector
information of a spatially neighboring block to be available, the spatially neighboring
block was previously coded (e.g., encoded or decoded). If a neighboring block has not
been coded yet, then the video encoder and the video decoder may not have yet
determined and may not yet have the necessary information to determine the motion
vector information for this as-of-yet coded neighboring block. Therefore, in some
examples, the only spatially neighboring blocks that can be checked for motion vector
information are previously coded blocks.

[0030] However, which blocks are previously coded blocks may be based on the coding

order of the picture. For instance, the video coder (e.g., video encoder or video
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decoder) may code a first picture from left-to-right and top-to-bottom. To code the first
picture from left-to-right and top-to-bottom may refer to the video coder coding block-
by-block within the first picture starting from the top-left block in the first picture and
coding blocks in a rightward direction until the video coder reaches the right boundary
of the first picture. Then the video coder returns to the block below the top-left block in
the first picture and codes block-by-block until the video coder reaches the right
boundary of the first picture. The video coder repeats these operations until the video
coder codes the bottom-right block of the first picture.

[0031] The coding order need not necessarily be left-to-right and top-to-bottom. The
video coder may code a second picture from right-to-left and top-to-bottom. To code
the second picture from right-to-left and top-to-bottom may refer to the video coder
coding block-by-block within the second picture starting from the top-right block in the
second picture and coding blocks in a leftward direction until the video coder reaches
the left boundary of the second picture. Then the video coder returns to the block below
the top-right block in the second picture and codes block-by-block until the video coder
reaches the left boundary of the second picture. The video coder repeats these
operations until the video coder codes the bottom-left block of the second picture.
[0032] Due to the different coding orders for the first and second pictures, there may be
different spatially neighboring blocks that were previously coded for a block in the first
picture as compared to a block in the second picture. As an example, for a first block, in
the first picture having a left-to-right coding order, a left neighboring block to the first
block may have been already coded before the first block is coded, and therefore, the
motion vector information for the left neighboring block may be available (e.g.,
previously determined). Also, for the first block, a right neighboring block to the first
block may not have yet been coded, and therefore, the motion vector information for the
right neighboring block may not be available (e.g., not yet determined).

[0033] For a second block, in the second picture having a right-to-left coding order, the
opposite of the first block in the first picture may be true. For example, for the second
block, in the second picture having a right-to-left coding order, a left neighboring block
to the second block may not have yet been coded, and therefore, the motion vector
information for the left neighboring block may not be available (e.g., not yet
determined). Also, for the second block, a right neighboring block to the second block

may have been already coded before the second block is coded, and therefore, the
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motion vector information for the right neighboring block may be available (e.g.,
previously determined).

[0034] Because which spatially neighboring blocks have been coded may be based on
the coding order of the picture, the techniques to construct the motion vector predictor
list for the first block in the first picture having the left-to-right coding order and the
techniques to construct the motion vector predictor list for the second block in the
second picture having the right-to-left coding order may be different. In one or more
examples described in this disclosure, the positions of the set of spatially neighboring
blocks whose motion vector information forms the motion vector predictor list for the
first block may be inverted relative to the positions of the set of spatially neighboring
blocks whose motion vector information forms the motion vector predictor list for the
second block.

[0035] For instance, for a first block, in a first picture having a left-to-right coding
order, the video coder may construct a first motion vector predictor list such that a first
entry in the first motion vector predictor list is based on motion vector information of a
left neighboring block to the first block. For a second block, in a second picture having
a right-to-left coding order, the video coder may construct a second motion vector
predictor list such that a first entry in the second motion vector predictor list is based on
motion vector information of a right neighboring block to the second block. The left
neighboring block relative to the first block and the right neighboring block relative to
the second block may be considered as being inverted relative to one another (e.g., left
neighboring block is on left and right neighboring block is on right).

[0036] In some examples, the video coder may construct the first motion vector
predictor list such that the first motion vector predictor list has motion vector
information in the following order: motion vector information of the left neighboring
block, motion vector information of an above neighboring block, motion vector
information of an above-right neighboring block, motion vector information of a below-
left neighboring block, and motion vector information of an above-left neighboring
block. The video coder may construct the second motion vector predictor list such that
the second motion vector predictor list has motion vector information in the following
order: motion vector information of the right neighboring block, motion vector
information of an above neighboring block, motion vector information of an above-left
neighboring block, motion vector information of a below-right neighboring block, and

motion vector information of an above-right neighboring block.
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[0037] In the above example, the first and second motion vector predictor lists have a
particular order in which the motion vector information for the spatially neighboring
blocks is arranged in the motion vector predictor list(s). Although there is a particular
order in which the motion vector information is arranged, the video coder may be
configured to access the motion vector information from the spatially neighboring
blocks in parallel. This may allow the video coder to access motion vector information
with one memory call (e.g., with a batch request) rather than requiring multiple memory
calls. The video coder may then arrange the motion vector information according to a
particular order, such as the example orders described above.

[0038] In some techniques, whether motion vector information of a particular spatially
neighboring block is included or not in the motion vector predictor list is based on
availability of motion vector information of another block. Stated another way, whether
a particular spatially neighboring block is to be added in the motion vector predictor list
is conditional (e.g., conditioned based on availability of motion vector information of
another block). Due to there being a condition on whether the motion vector
information for the spatially neighboring is included or not, the video coder may need to
first access the motion vector information of the other block to determine if the
condition is met or not, and then, based on whether the condition is met or not, send
another request for the motion vector information of the spatially neighboring block.
Such techniques may result in multiple memory calls, which can increase the amount of
time it takes to code a block.

[0039] In one more examples described in this disclosure, whether motion vector
information of a particular spatially neighboring block is to be included in a motion
vector predictor list is not conditional upon whether motion vector information of
another block is available or not. In this manner, the video coder may be able to access
the motion vector information of the spatially neighboring blocks with a batch request
to memory instead of multiple requests, which can reduce the amount of time it takes to
code a block and improve the operation of the video coder.

[0040] As described above, in addition to motion vector information of spatially
neighboring blocks, the video coder may include motion vector information of one or
more collocated blocks (also called temporally neighboring blocks). The one or more
collocated blocks are blocks in another picture (called a reference picture) other than the
picture that includes the block being coded. One example of the collocated blocks is a

block located at a position in the reference picture that overlaps a position of the current
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block being coded in the current picture. Stated another way, the current block may
define an area within the current picture, and a block that is within the same area, but in
the reference picture, is an example of a collocated block. This example of a collocated
block may be referred to as a center collocated block.

[0041] Another example of a collocated block is a block that is located below the
current block but in the reference picture (e.g., below the area defined by the current
block in the current picture, but in the reference picture). This example of a collocated
block may be referred to as a bottom collocated block. Another example of a collocated
block is a block that is located to the right of the current block but in the reference
picture (e.g., right of the area defined by the current block in the current picture, but in
the reference picture). This example of a collocated block may be referred to as a right
collocated block. Another example of a collocated block is a block that is located to the
left of the current block but in the reference picture (e.g., left of the area defined by the
current block in the current picture, but in the reference picture). This example of a
collocated block may be referred to as a left collocated block.

[0042] In one or more examples, the video coder may determine if motion vector
information for the center collocated block is available. If motion vector for the center
collocated block is available, the video coder may add the motion vector information to
the motion vector predictor list, and not check any other collocated blocks. If the
motion vector for the center collocated block is not available, the video coder may
determine if motion vector information for the below collocated block is available. If
motion vector for the below collocated block is available, the video coder may add the
motion vector information to the motion vector predictor list, and not check any other
collocated blocks.

[0043] If the motion vector for the below collocated block is not available, the video
coder may determine if motion vector information for one of the right collocated block
or the left collocated block is available based on the picture coding order. As one
example, if the coding order is left-to-right, then the video coder may determine if
motion vector information for right collocated block is available. If the coding order is
right-to-left, then the video coder may determine if motion vector information for the
left collocated block is available. In other examples, the video coder may perform the
inverse (e.g., motion vector information for left collocated block for left-to-right coding
order and motion vector information for right collocated block for right-to-left coding

order). If motion vector for the right or left collocated block, as applicable, is available,
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the video coder may add the motion vector information to the motion vector predictor
list, and not check any other collocated blocks.

[0044] There may be additional examples of collocated blocks. For instance, a
collocated block may be bottom-right block that is positioned to the bottom and right
(e.g., diagonally in the bottom-right direction) of the current block but in the reference
picture (e.g., bottom-right of the area defined by the current block in the current picture,
but in the reference picture). Another example of a collocated block may be bottom-left
block that is positioned to the bottom and left (e.g., diagonally in the bottom-left
direction) of the current block but in the reference picture (e.g., bottom-left of the area
defined by the current block in the current picture, but in the reference picture).
Whether the video coder checks the bottom-right or bottom-left collocated block for
motion vector information may be based on the picture coding order (e.g., bottom-right
collocated block for left-to-right coding order and bottom-left collocated block for right-
to-left coding order, or vice-versa).

[0045] Furthermore, the video coder may add motion vector information to the motion
vector predictor list until the motion vector predictor list is full (e.g., until the number of
entries in the motion vector predictor list equals the maximum size of the motion vector
predictor list). In some examples, the size of the motion vector predictor list may be
based on the size of the block. For example, if a block has a size greater than a
threshold size, then the maxim size of the motion vector predictor list may be M (e.g.,
there may be a maximum of M number of entries in the motion vector predictor list). If
a block has a size less than the threshold size, then the maximum size of the motion
vector predictor list may be X (e.g., there may be a maximum of X number of entries in
the motion vector predictor list). X may be less than M.

[0046] As an example, if a block has a size greater than Nx4 or 4xN, then the maximum
size of the motion vector predictor list may be six (e.g., M = 6). If a block has a size
less than Nx4 or 4xN, then the maximum size of the motion vector predictor list may be
four (e.g., X =4). Where the threshold size is Nx4 or 4xN, N may less than or equal to
eight.

[0047] FIG. 1 is a block diagram illustrating an example video encoding and decoding
system 100 that may perform the techniques of this disclosure. The techniques of this
disclosure are generally directed to coding (encoding and/or decoding) video data. In

general, video data includes any data for processing a video. Thus, video data may
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include raw, uncoded video, encoded video, decoded (e.g., reconstructed) video, and
video metadata, such as signaling data.

[0048] As shown in FIG. 1, system 100 includes a source device 102 that provides
encoded video data to be decoded and displayed by a destination device 116, in this
example. In particular, source device 102 provides the video data to destination device
116 via a computer-readable medium 110. Source device 102 and destination device
116 may comprise any of a wide range of devices, including desktop computers,
notebook (i.e., laptop) computers, tablet computers, set-top boxes, telephone handsets
such smartphones, televisions, cameras, display devices, digital media players, video
gaming consoles, video streaming device, or the like. In some cases, source device 102
and destination device 116 may be equipped for wireless communication, and thus may
be referred to as wireless communication devices.

[0049] In the example of FIG. 1, source device 102 includes video source 104, memory
106, video encoder 200, and output interface 108. Destination device 116 includes
input interface 122, video decoder 300, memory 120, and display device 118. In
accordance with this disclosure, video encoder 200 of source device 102 and video
decoder 300 of destination device 116 may be configured to apply the techniques for
spatio-temporal motion vector prediction, such as constructing the motion vector
predictor list using one or more of the example techniques described in this disclosure.
Thus, source device 102 represents an example of a video encoding device, while
destination device 116 represents an example of a video decoding device. In other
examples, a source device and a destination device may include other components or
arrangements. For example, source device 102 may receive video data from an external
video source, such as an external camera. Likewise, destination device 116 may
interface with an external display device, rather than including an integrated display
device.

[0050] System 100 as shown in FIG. 1 is merely one example. In general, any digital
video encoding and/or decoding device may perform techniques for spatio-temporal
motion vector prediction. Source device 102 and destination device 116 are merely
examples of such coding devices in which source device 102 generates coded video data
for transmission to destination device 116. This disclosure refers to a “coding” device
as a device that performs coding (encoding and/or decoding) of data. Thus, video
encoder 200 and video decoder 300 represent examples of coding devices, in particular,

a video encoder and a video decoder, respectively. In some examples, devices 102, 116
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may operate in a substantially symmetrical manner such that each of devices 102, 116
include video encoding and decoding components. Hence, system 100 may support
one-way or two-way video transmission between video devices 102, 116, e.g., for video
streaming, video playback, video broadcasting, or video telephony.

[0051] In general, video source 104 represents a source of video data (i.e., raw, uncoded
video data) and provides a sequential series of pictures (also referred to as “frames”) of
the video data to video encoder 200, which encodes data for the pictures. Video source
104 of source device 102 may include a video capture device, such as a video camera, a
video archive containing previously captured raw video, and/or a video feed interface to
receive video from a video content provider. As a further alternative, video source 104
may generate computer graphics-based data as the source video, or a combination of
live video, archived video, and computer-generated video. In each case, video encoder
200 encodes the captured, pre-captured, or computer-generated video data. Video
encoder 200 may rearrange the pictures from the received order (sometimes referred to
as “display order”) into a coding order for coding. Video encoder 200 may generate a
bitstream including encoded video data. Source device 102 may then output the
encoded video data via output interface 108 onto computer-readable medium 110 for
reception and/or retrieval by, e.g., input interface 122 of destination device 116.

[0052] Memory 106 of source device 102 and memory 120 of destination device 116
represent general purpose memories. In some example, memories 106, 120 may store
raw video data, e.g., raw video from video source 104 and raw, decoded video data from
video decoder 300. Additionally or alternatively, memories 106, 120 may store software
instructions executable by, e.g., video encoder 200 and video decoder 300, respectively.
Although shown separately from video encoder 200 and video decoder 300 in this
example, it should be understood that video encoder 200 and video decoder 300 may
also include internal memories for functionally similar or equivalent purposes.
Furthermore, memories 106, 120 may store encoded video data, e.g., output from video
encoder 200 and input to video decoder 300. In some examples, portions of memories
106, 120 may be allocated as one or more video buffers, e.g., to store raw, decoded,
and/or encoded video data.

[0053] Computer-readable medium 110 may represent any type of medium or device
capable of transporting the encoded video data from source device 102 to destination
device 116. In one example, computer-readable medium 110 represents a

communication medium to enable source device 102 to transmit encoded video data
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directly to destination device 116 in real-time, e.g., via a radio frequency network or
computer-based network. Output interface 108 may modulate a transmission signal
including the encoded video data, and input interface 122 may modulate the received
transmission signal, according to a communication standard, such as a wireless
communication protocol. The communication medium may comprise any wireless or
wired communication medium, such as a radio frequency (RF) spectrum or one or more
physical transmission lines. The communication medium may form part of a packet-
based network, such as a local area network, a wide-area network, or a global network
such as the Internet. The communication medium may include routers, switches, base
stations, or any other equipment that may be useful to facilitate communication from
source device 102 to destination device 116.

[0054] In some examples, source device 102 may output encoded data from output
interface 108 to storage device 112. Similarly, destination device 116 may access
encoded data from storage device 112 via input interface 122. Storage device 112 may
include any of a variety of distributed or locally accessed data storage media such as a
hard drive, Blu-ray discs, DVDs, CD-ROMs, flash memory, volatile or non-volatile
memory, or any other suitable digital storage media for storing encoded video data.
[0055] In some examples, source device 102 may output encoded video data to file
server 114 or another intermediate storage device that may store the encoded video
generated by source device 102. Destination device 116 may access stored video data
from file server 114 via streaming or download. File server 114 may be any type of
server device capable of storing encoded video data and transmitting that encoded video
data to the destination device 116. File server 114 may represent a web server (e.g., for
a website), a File Transfer Protocol (FTP) server, a content delivery network device, or
a network attached storage (NAS) device. Destination device 116 may access encoded
video data from file server 114 through any standard data connection, including an
Internet connection. This may include a wireless channel (e.g., a Wi-Fi connection), a
wired connection (e.g., DSL, cable modem, etc.), or a combination of both that is
suitable for accessing encoded video data stored on file server 114. File server 114 and
input interface 122 may be configured to operate according to a streaming transmission
protocol, a download transmission protocol, or a combination thereof.

[0056] Output interface 108 and input interface 122 may represent wireless
transmitters/receiver, modems, wired networking components (e.g., Ethernet cards),

wireless communication components that operate according to any of a variety of IEEE
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802.11 standards, or other physical components. In examples where output interface
108 and input interface 122 comprise wireless components, output interface 108 and
input interface 122 may be configured to transfer data, such as encoded video data,
according to a cellular communication standard, such as 4G, 4G-LTE (Long-Term
Evolution), LTE Advanced, 5G, or the like. In some examples where output interface
108 comprises a wireless transmitter, output interface 108 and input interface 122 may
be configured to transfer data, such as encoded video data, according to other wireless
standards, such as an IEEE 802.11 specification, an IEEE 802.15 specification (e.g.,
ZigBee™) a Bluetooth™ standard, or the like. In some examples, source device 102
and/or destination device 116 may include respective system-on-a-chip (SoC) devices.
For example, source device 102 may include an SoC device to perform the functionality
attributed to video encoder 200 and/or output interface 108, and destination device 116
may include an SoC device to perform the functionality attributed to video decoder 300
and/or input interface 122.

[0057] The techniques of this disclosure may be applied to video coding in support of
any of a variety of multimedia applications, such as over-the-air television broadcasts,
cable television transmissions, satellite television transmissions, Internet streaming
video transmissions, such as dynamic adaptive streaming over HTTP (DASH), digital
video that is encoded onto a data storage medium, decoding of digital video stored on a
data storage medium, or other applications.

[0058] Input interface 122 of destination device 116 receives an encoded video
bitstream from computer-readable medium 110 (e.g., storage device 112, file server 114,
or the like). The encoded video bitstream computer-readable medium 110 may include
signaling information defined by video encoder 200, which is also used by video
decoder 300, such as syntax elements having values that describe characteristics and/or
processing of video blocks or other coded units (e.g., slices, pictures, groups of pictures,
sequences, or the like). Display device 118 displays decoded pictures of the decoded
video data to a user. Display device 118 may represent any of a variety of display
devices such as a cathode ray tube (CRT), a liquid crystal display (LCD), a plasma
display, an organic light emitting diode (OLED) display, or another type of display
device.

[0059] Although not shown in FIG. 1, in some examples, video encoder 200 and video
decoder 300 may each be integrated with an audio encoder and/or audio decoder, and

may include appropriate MUX-DEMUX units, or other hardware and/or software, to
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handle multiplexed streams including both audio and video in a common data stream. If
applicable, MUX-DEMUX units may conform to the ITU H.223 multiplexer protocol,
or other protocols such as the user datagram protocol (UDP).

[0060] Video encoder 200 and video decoder 300 each may be implemented as any of a
variety of suitable encoder and/or decoder circuitry, such as one or more
microprocessors, digital signal processors (DSPs), application specific integrated
circuits (ASICs), field programmable gate arrays (FPGAs), discrete logic, software,
hardware, firmware or any combinations thereof. When the techniques are implemented
partially in software, a device may store instructions for the software in a suitable, non-
transitory computer-readable medium and execute the instructions in hardware using
one or more processors to perform the techniques of this disclosure. Each of video
encoder 200 and video decoder 300 may be included in one or more encoders or
decoders, either of which may be integrated as part of a combined encoder/decoder
(CODEC) in a respective device. A device including video encoder 200 and/or video
decoder 300 may comprise an integrated circuit, a microprocessor, and/or a wireless
communication device, such as a cellular telephone.

[0061] Video coding standards include ITU-T H.261, ISO/IEC MPEG-1 Visual, ITU-T
H.262 or ISO/IEC MPEG-2 Visual, ITU-T H.263, ISO/IEC MPEG-4 Visual and ITU-T
H.264 (also known as ISO/IEC MPEG-4 AVC), including its Scalable Video Coding
(SVC) and Multi-view Video Coding (MVC) extensions.

[0062] In addition, a video coding standard, named High Efficiency Video Coding
(HEVC) or ITU-T H.265 ( as described in G. J. Sullivan, J.-R. Ohm, W.-J. Han, T.
Wiegand "Overview of the High Efficiency Video Coding (HEVC) Standard," IEEE
Transactions on Circuits and Systems for Video Technology, vol. 22, no.12. pp. 1649-
1668, December 2012), including its range extension, multiview extension (MV-HEVC)
and scalable extension (SHVC), has been developed by the Joint Collaboration Team on
Video Coding (JCT-VC) as well as Joint Collaboration Team on 3D Video Coding
Extension Development (JCT-3V) of ITU-T Video Coding Experts Group (VCEG) and
ISO/IEC Motion Picture Experts Group (MPEG). An HEVC draft specification, and
referred to as HEVC WD hereinafter, is available from http://phenix.int-

evry fr/jct/doc_end user/documents/14 Vienna/wgl1/JCTVC-N1003-v1.zip. The latest
version of the Final Draft of International Standard (FDIS) of HEVC can be found in
http://phenix.it-sudparis.eu/jct/doc_end user/documents/12 Geneva/wgl1/JCTVC-
L1003-v34 zip.
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[0063] ITU-T VCEG (Q6/16) and ISO/IEC MPEG (JTC 1/SC 29/WG 11) are now
studying the potential need for standardization of future video coding technology with a
compression capability that significantly exceeds that of the current HEVC standard
(including its current extensions and near-term extensions for screen content coding and
high-dynamic-range coding). The groups are working together on this exploration
activity in a joint collaboration effort known as the Joint Video Exploration Team
(JVET) to evaluate compression technology designs proposed by their experts in this
area. The JVET first met during 19-21 October 2015. A version of reference software,
i.e., Joint Exploration Test Model 7 (JEM 7) could be downloaded from:

https://jvet. hhi.fraunhofer.de/svn/svn HMJEMSoftware/tags/HM-16.6-JEM-7.2/ An
Algorithm description of Joint Exploration Test Model 7 (JEM-7) is described in J.
Chen, E. Alshina, G. J. Sullivan, J.-R. Ohm, J. Boyce, "Algorithm Description of Joint
Exploration Test Model 7", JVET-G1001, July, 2017. A recent draft of the VVC
standard is described in Bross, et al. “Versatile Video Coding (Draft 6),” Joint Video
Experts Team (JVET) of ITU-T SG 16 WP 3 and ISO/IEC JTC 1/SC 29/WG 11, 15%
Meeting: Gothenburg, SE, 3—-12 July 2019, JVET-02001-vE (hereinafter “VVC Draft
6”). The techniques of this disclosure, however, are not limited to any particular coding
standard.

[0064] Video encoder 200 and video decoder 300 may operate according to a video
coding standard, such as ITU-T H.265, also referred to as High Efficiency Video
Coding (HEVC) or extensions thereto, such as the multi-view and/or scalable video
coding extensions. Alternatively, video encoder 200 and video decoder 300 may
operate according to other proprietary or industry standards, such as the Joint
Exploration Test Model (JEM) and/or VVC. Another example of a video coding
standard is the essential video coding (EVC) standard. The techniques of this
disclosure, however, are not limited to any particular coding standard.

[0065] In general, video encoder 200 and video decoder 300 may perform block-based
coding of pictures. The term “block” generally refers to a structure including data to be
processed (e.g., encoded, decoded, or otherwise used in the encoding and/or decoding
process). For example, a block may include a two-dimensional matrix of samples of
luminance and/or chrominance data. In general, video encoder 200 and video decoder
300 may code video data represented in a YUV (e.g., Y, Cb, Cr) format. That is, rather
than coding red, green, and blue (RGB) data for samples of a picture, video encoder 200

and video decoder 300 may code luminance and chrominance components, where the
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chrominance components may include both red hue and blue hue chrominance
components. In some examples, video encoder 200 converts received RGB formatted
data to a YUV representation prior to encoding, and video decoder 300 converts the
YUYV representation to the RGB format. Alternatively, pre- and post-processing units
(not shown) may perform these conversions.

[0066] This disclosure may generally refer to coding (e.g., encoding and decoding) of
pictures to include the process of encoding or decoding data of the picture. Similarly,
this disclosure may refer to coding of blocks of a picture to include the process of
encoding or decoding data for the blocks, e.g., prediction and/or residual coding. An
encoded video bitstream generally includes a series of values for syntax elements
representative of coding decisions (e.g., coding modes) and partitioning of pictures into
blocks. Thus, references to coding a picture or a block should generally be understood
as coding values for syntax elements forming the picture or block.

[0067] HEVC defines various blocks, including coding units (CUs), prediction units
(PUs), and transform units (TUs). According to HEVC, a video coder (such as video
encoder 200) partitions a coding tree unit (CTU) into CUs according to a quadtree
structure. That is, the video coder partitions CTUs and CUs into four equal, non-
overlapping squares, and each node of the quadtree has either zero or four child nodes.
Nodes without child nodes may be referred to as “leaf nodes,” and CUs of such leaf
nodes may include one or more PUs and/or one or more TUs. The video coder may
further partition PUs and TUs. For example, in HEVC, a residual quadtree (RQT)
represents partitioning of TUs. In HEVC, PUs represent inter-prediction data, while
TUs represent residual data. CUs that are intra-predicted include intra-prediction
information, such as an intra-mode indication.

[0068] As another example, video encoder 200 and video decoder 300 may be
configured to operate according to examples of JEM and/or VVC. According to
examples of JEM/VVC, a video coder (such as video encoder 200) partitions a picture
into a plurality of coding tree units (CTUs). Video encoder 200 may partition a CTU
according to a tree structure, such as a quadtree-binary tree (QTBT) structure. The
QTBT structure of examples of JEM/VVC removes the concepts of multiple partition
types, such as the separation between CUs, PUs, and TUs of HEVC. A QTBT structure
of examples of JEM/VVC includes two levels: a first level partitioned according to

quadtree partitioning, and a second level partitioned according to binary tree
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partitioning. A root node of the QTBT structure corresponds to a CTU. Leaf nodes of
the binary trees correspond to coding units (CUs).

[0069] In some examples, video encoder 200 and video decoder 300 may use a single
QTBT structure to represent each of the luminance and chrominance components, while
in other examples, video encoder 200 and video decoder 300 may use two or more
QTBT structures, such as one QTBT structure for the luminance component and another
QTBT structure for both chrominance components (or two QTBT structures for
respective chrominance components).

[0070] Video encoder 200 and video decoder 300 may be configured to use quadtree
partitioning per HEVC, QTBT partitioning according to examples of JEM/VVC, or
other partitioning structures. For purposes of explanation, the description of the
techniques of this disclosure is presented with respect to QTBT partitioning. However,
it should be understood that the techniques of this disclosure may also be applied to
video coders configured to use quadtree partitioning, or other types of partitioning as
well.

[0071] This disclosure may use “NxN” and “N by N” interchangeably to refer to the
sample dimensions of a block (such as a CU or other video block) in terms of vertical
and horizontal dimensions, e.g., 16x16 samples or 16 by 16 samples. In general, a
16x16 CU will have 16 samples in a vertical direction (y = 16) and 16 samples in a
horizontal direction (x = 16). Likewise, an NxN CU generally has N samples in a
vertical direction and N samples in a horizontal direction, where N represents a
nonnegative integer value. The samples in a CU may be arranged in rows and columns.
Moreover, CUs need not necessarily have the same number of samples in the horizontal
direction as in the vertical direction. For example, CUs may comprise NxM samples,
where M is not necessarily equal to N.

[0072] Video encoder 200 encodes video data for CUs representing prediction and/or
residual information, and other information. The prediction information indicates how
the CU is to be predicted in order to form a prediction block for the CU. The residual
information generally represents sample-by-sample differences between samples of the
CU prior to encoding and the prediction block.

[0073] To predict a CU, video encoder 200 may generally form a prediction block for
the CU through inter-prediction or intra-prediction. Inter-prediction generally refers to
predicting the CU from data of a previously coded picture, whereas intra-prediction

generally refers to predicting the CU from previously coded data of the same picture.
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To perform inter-prediction, video encoder 200 may generate the prediction block using
one or more motion vectors. Video encoder 200 may generally perform a motion search
to identify a reference block that closely matches the CU, e.g., in terms of differences
between the CU and the reference block. Video encoder 200 may calculate a difference
metric using a sum of absolute difference (SAD), sum of squared differences (SSD),
mean absolute difference (MAD), mean squared differences (MSD), or other such
difference calculations to determine whether a reference block closely matches the
current CU. In some examples, video encoder 200 may predict the current CU using
uni-directional prediction or bi-directional prediction.

[0074] JEM or VVC also provides an affine motion compensation mode, which may be
considered an inter-prediction mode. In affine motion compensation mode, video
encoder 200 may determine two or more motion vectors that represent non-translational
motion, such as zoom in or out, rotation, perspective motion, or other irregular motion
types.

[0075] To perform intra-prediction, video encoder 200 may select an intra-prediction
mode to generate the prediction block. JEM provides sixty-seven intra-prediction
modes, including various directional modes, as well as planar mode and DC mode. In
general, video encoder 200 selects an intra-prediction mode that describes neighboring
samples to a current block (e.g., a block of a CU) from which to predict samples of the
current block. Such samples may generally be above, above and to the left, or to the left
of the current block in the same picture as the current block, assuming video encoder
200 codes CTUs and CUs in raster scan order (left-to-right, top-to-bottom coding order
or right-to-left, top-to-bottom coding order).

[0076] Video encoder 200 encodes data representing the prediction mode for a current
block. For example, for inter-prediction modes, video encoder 200 may encode data
representing which of the various available inter-prediction modes is used, as well as
motion information for the corresponding mode. For uni-directional or bi-directional
inter-prediction, for example, video encoder 200 may encode motion vectors using
advanced motion vector prediction (AMVP) or merge mode. Video encoder 200 may
use similar modes to encode motion vectors for affine motion compensation mode.
[0077] Following prediction, such as intra-prediction or inter-prediction of a block,
video encoder 200 may calculate residual data for the block. The residual data, such as
a residual block, represents sample by sample differences between the block and a

prediction block for the block, formed using the corresponding prediction mode. Video
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encoder 200 may apply one or more transforms to the residual block, to produce
transformed data in a transform domain instead of the sample domain. For example,
video encoder 200 may apply a discrete cosine transform (DCT), an integer transform, a
wavelet transform, or a conceptually similar transform to residual video data.
Additionally, video encoder 200 may apply a secondary transform following the first
transform, such as a mode-dependent non-separable secondary transform (MDNSST), a
signal dependent transform, a Karhunen-Loeve transform (KLT), or the like. Video
encoder 200 produces transform coefficients following application of the one or more
transforms.

[0078] As noted above, following any transforms to produce transform coefficients,
video encoder 200 may perform quantization of the transform coefficients.
Quantization generally refers to a process in which transform coefficients are quantized
to possibly reduce the amount of data used to represent the coefficients, providing
further compression. By performing the quantization process, video encoder 200 may
reduce the bit depth associated with some or all of the coefficients. For example, video
encoder 200 may round an n-bit value down to an m-bit value during quantization,
where 7 1s greater than m. In some examples, to perform quantization, video encoder
200 may perform a bitwise right-shift of the value to be quantized.

[0079] Following quantization, video encoder 200 may scan the transform coefficients,
producing a one-dimensional vector from the two-dimensional matrix including the
quantized transform coefficients. The scan may be designed to place higher energy (and
therefore lower frequency) coefficients at the front of the vector and to place lower
energy (and therefore higher frequency) transform coefficients at the back of the vector.
In some examples, video encoder 200 may utilize a predefined scan order to scan the
quantized transform coefficients to produce a serialized vector, and then entropy encode
the quantized transform coefficients of the vector. In other examples, video encoder 200
may perform an adaptive scan. After scanning the quantized transform coefficients to
form the one-dimensional vector, video encoder 200 may entropy encode the one-
dimensional vector, e.g., according to context-adaptive binary arithmetic coding
(CABAC). Video encoder 200 may also entropy encode values for syntax elements
describing metadata associated with the encoded video data for use by video decoder
300 in decoding the video data.

[0080] To perform CABAC, video encoder 200 may assign a context within a context

model to a symbol to be transmitted. The context may relate to, for example, whether



WO 2020/118191 PCT/US2019/064953
21

neighboring values of the symbol are zero-valued or not. The probability determination
may be based on a context assigned to the symbol.

[0081] Video encoder 200 may further generate syntax data, such as block-based syntax
data, picture-based syntax data, and sequence-based syntax data, to video decoder 300,
e.g., in a picture header, a block header, a slice header, or other syntax data, such as a
sequence parameter set (SPS), picture parameter set (PPS), or video parameter set
(VPS). Video decoder 300 may likewise decode such syntax data to determine how to
decode corresponding video data.

[0082] In this manner, video encoder 200 may generate a bitstream including encoded
video data, e.g., syntax elements describing partitioning of a picture into blocks (e.g.,
CUs) and prediction and/or residual information for the blocks. Ultimately, video
decoder 300 may receive the bitstream and decode the encoded video data.

[0083] In general, video decoder 300 performs a reciprocal process to that performed by
video encoder 200 to decode the encoded video data of the bitstream. For example,
video decoder 300 may decode values for syntax elements of the bitstream using
CABAC in a manner substantially similar to, albeit reciprocal to, the CABAC encoding
process of video encoder 200. The syntax elements may define partitioning information
of a picture into CTUs, and partitioning of each CTU according to a corresponding
partition structure, such as a QTBT structure, to define CUs of the CTU. The syntax
elements may further define prediction and residual information for blocks (e.g., CUs)
of video data.

[0084] The residual information may be represented by, for example, quantized
transform coefficients. Video decoder 300 may inverse quantize and inverse transform
the quantized transform coefficients of a block to reproduce a residual block for the
block. Video decoder 300 uses a signaled prediction mode (intra- or inter-prediction)
and related prediction information (e.g., motion information for inter-prediction) to form
a prediction block for the block. Video decoder 300 may then combine the prediction
block and the residual block (on a sample-by-sample basis) to reproduce the original
block. Video decoder 300 may perform additional processing, such as performing a
deblocking process to reduce visual artifacts along boundaries of the block.

[0085] In accordance with the techniques of this disclosure, video encoder 200 and
video decoder 300 may be configured to construct a motion vector predictor list. As
described above, for merge mode and AMVP mode, video decoder 300 may determine a

motion vector for a current block being decoded based on motion vector information in
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the motion vector predictor list. For example, video encoder 200 may signal
information indicative of an index into the motion vector predictor list, and video
decoder 300 may retrieve the motion vector information stored in the motion vector
predictor list based on the index. For merge mode, video decoder 300 may set the
motion vector for the current block equal to the retrieved motion vector information.
For AMVP mode, video decoder 300 may further receive information indicative of a
motion vector difference (MVD) between the motion vector for the current block and
the retrieve motion vector information. In such example, video decoder 300 may add
the MVD to the retrieved motion vector information to determine the motion vector for
the current block.

[0086] In merge and AMVP mode, video encoder 200 and video decoder 300 may be
configured to construct the motion vector predictor list in a similar manner such that the
motion vector predictor list constructed by video encoder 200 and the motion vector
predictor list constructed by video decoder 300 are substantially the same. To construct
the motion vector predictor list, video encoder 200 and video decoder 300 may retrieve
motion vector information of spatially neighboring blocks and temporally neighboring
blocks (also called collocated blocks). Spatially neighboring blocks refer to blocks
located in the current picture that includes the current block being encoded or decoded.
Collocated blocks refer to blocks located in a reference picture that is different than the
current picture.

[0087] However, which spatially neighboring blocks video encoder 200 and video
decoder 300 check for motion vector information may be based on a coding order of the
current picture in which the current block being encoded or decoded is located. As
described in more detail below, in examples where the current picture has a left-to-right
coding order, examples of the spatially neighboring blocks that are checked are
illustrated in FIG. 8A and identified as block 0 802, block 1 804, block 2 806, block 3
808, and block 4 810. In examples where the current picture has a right-to-left coding
order, examples of the spatially neighboring blocks that are checked are illustrated in
FIG. 8B and identified as block 0 818, block 1 820, block 2 822, block 3 824, and block
4 826. In this way, video encoder 200 and video decoder 300 may be configured to
check different spatially neighboring blocks based on the coding order of the picture.
[0088] In addition to spatially neighboring blocks, video encoder 200 and video decoder
300 may include motion vector information of collocated blocks. In some examples, for

left-to-right coding order of the current picture, video encoder 200 and video decoder
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300 may determine if motion vector information of center collocated block 5 812 of
FIG. 8A is available, and if available, include the motion vector information of center
collocated block 5 812 in the motion vector predictor list and not check or include
motion vector information of any other collocated block.

[0089] If motion vector information of center collocated block 5 812 is not available,
video encoder 200 and video decoder 300 may determine if motion vector information
of bottom collocated block 6 814 of FIG. 8A is available, and if available, include the
motion vector information of bottom collocated block 6 814 in the motion vector
predictor list and not check or include motion vector information of any other collocated
block. As illustrated, bottom collocated block 6 814 may be a block that is bottom and
closest to the right of current block 800 (e.g., block 6 814 is below current block 800 of
FIG. 8A and the right boundary of block 6 814 is the same as the right boundary of
current block 800 of FIG. 8A). That is, a right boundary of the bottom collocated block
is in same location in the picture other than the picture that includes current block 800
as a right boundary of current block 800. The coordinates for block 6 814 may be
(xColBot, yColBot), where xColBot = xCb+cbWidth — 1, and yColBot = yCb +
cbHeight, where (xCb, yCb) are the coordinates for current block 800 of FIG. 8A,
cbWidth is the width of current block 800 of FIG. 8A, and cbHeight is the height of
current block 800 of FIG. 8A.

[0090] If motion vector information of bottom collocated block 6 814 is not available,
video encoder 200 and video decoder 300 may determine if motion vector information
of right collocated block 7 816 of FIG. 8A is available, and if available, include the
motion vector information of right collocated block 7 816 in the motion vector predictor
list and not check or include motion vector information of any other collocated block.
As illustrated, right collocated block 7 816 may be a block right and closest to the
bottom of current block 800 of FIG. 8A (e.g., block 7 816 is right of current block 800
of FIG. 8A and the bottom boundary of block 7 816 is the same as the bottom boundary
of current block 800 of FIG. 8A). The coordinates for block 7 816 may be (xColBr,
yColBr), where xColBr = xCb+cbWidth, and yColBr = yCb + cbHeight - 1, where
(xCb, yCb) are the coordinates for current block 800 of FIG. 8A, cbWidth is the width
of current block 800 of FIG. 8A, and cbHeight is the height of current block 800 of FIG.
8A.

[0091] In some examples, for right-to-left coding order of the current picture, video

encoder 200 and video decoder 300 may determine if motion vector information of
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center collocated block 5 828 of FIG. 8B is available, and if available, include the
motion vector information of center collocated block 5 828 in the motion vector
predictor list and not check or include motion vector information of any other collocated
block.

[0092] If motion vector information of center collocated block 5 828 is not available,
video encoder 200 and video decoder 300 may determine if motion vector information
of bottom collocated block 6 830 of FIG. 8B is available, and if available, include the
motion vector information of bottom collocated block 6 830 in the motion vector
predictor list and not check or include motion vector information of any other collocated
block. As illustrated, bottom collocated block 6 830 may be a block that is bottom and
closest to the left of current block 800 (e.g., block 6 830 is below current block 800 of
FIG. 8B and the left boundary of block 6 830 is the same as the left boundary of current
block 800 of FIG. 8B). That is, a left boundary of the bottom collocated block is in
same location in the picture other than the picture that includes current block 800 as a
left boundary of current block 800. The coordinates for block 6 830 may be (xColBot,
yColBot), where xColBot = xCb, and yColBot = yCb + cbHeight, where (xCb, yCb) are
the coordinates for current block 800 of FIG. 8B, cbWidth is the width of current block
800 of FIG. 8B, and cbHeight is the height of current block 800 of FIG. 8B.

[0093] If motion vector information of bottom collocated block 6 830 is not available,
video encoder 200 and video decoder 300 may determine if motion vector information
of left collocated block 7 832 of FIG. 8B is available, and if available, include the
motion vector information of left collocated block 7 832 in the motion vector predictor
list and not check or include motion vector information of any other collocated block.
As illustrated, left collocated block 7 832 may be a block left and closest to the bottom
of current block 800 of FIG. 8B (e.g., block 7 832 is left of current block 800 of FIG.
8B and the bottom boundary of block 7 832 is the same as the bottom boundary of
current block 800 of FIG. 8B). The coordinates for block 7 832 may be (xColBr,
yColBr), where xColBr = xCb-1, and yColBr = yCb + cbHeight - 1, where (xCb, yCb)
are the coordinates for current block 800 of FIG. 8B, cbWidth is the width of current
block 800 of FIG. 8B, and cbHeight is the height of current block 800 of FIG. 8B.
[0094] In some examples, the collocated positions of blocks 814, 816 of FIG. 8A and
blocks 830, 832 of FIG. 8B may be defined with granularity 8x8 block. For example, if
current CU (e.g., current block 800 of FIG. 8A or 8B) is 64x64, there may be multiple
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8x8 blocks available at bottom, left, or right. In some examples, only cornered 8x8
blocks (e.g., blocks 814, 816, 830, 832) may be used to provide a motion vector.

[0095] Moreover, in some examples, the size of the motion vector predictor list may be
based on the size of the current block. As one example, if the size of the current block is
greater than a threshold, then the maximum number of entries of the motion vector
predictor list may be greater than if the size of the current block is less than the
threshold. For example, if the size of the current block is greater than Nx4 or 4xN,
where N is less than or equal to 8, then the maximum size of the motion vector predictor
list may be six. If the size of the current block is less than Nx4 or 4xN, where N is less
than or equal to 8, then the maximum size of the motion vector predictor list may be
four. The above values are merely one example to assist with understanding and should
not be considered as limiting.

[0096] This disclosure may generally refer to “signaling” certain information, such as
syntax elements. The term “signaling” may generally refer to the communication of
values of syntax elements and/or other data used to decode encoded video data. That is,
video encoder 200 may signal values for syntax elements in the bitstream. In general,
signaling refers to generating a value in the bitstream. As noted above, source device
102 may transport the bitstream to destination device 116 substantially in real time, or
not in real time, such as might occur when storing syntax elements to storage device 112
for later retrieval by destination device 116.

[0097] Examples of video encoder 200 and video decoder 300 are illustrated and
described in more detail with respect to FIGS. 2 and 3. Prior to describing FIGS. 2 and
3, the following describes some additional details of the video coding process, such as
motion vector prediction, with respect to FIGS. 4A, 4B, SA, 5B, and 6.

[0098] As described in more detail, FIGS. 7A-7C illustrate some examples of spatially
and temporally neighboring blocks that video encoder 200 and video decoder 300
evaluate for constructing motion vector predictor lists. There may be certain issues with
constructing motion vector predictor lists using the techniques illustrated in FIGS. 7A—
7C. As described in more detail, FIGS. 8 A—8C illustrate some additional examples of
constructing motion vector predictor lists that may address the issues of constructing
motion vector predictor lists described with respect to FIGS. 7A-7C.

[0099] The following reviews CU structure and motion vector prediction in HEVC. In
HEVC, the largest coding unit in a slice is called a coding tree block (CTB) or coding
tree unit (CTU). A CTB contains a quad-tree, the nodes of which are coding units.
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[0100] The size of a CTB can range from 16x16 to 64x64 in the HEVC main profile
(although technically 8x8 CTB sizes can be supported). A coding unit (CU) could be
the same size of a CTB to as small as 8x8. Each coding unit is coded with one mode,
such as inter-coded or intra-coded. Inter-coded may also be referred to as inter-
prediction coded or inter-predicted. Intra-coded may also be referred to as intra-
prediction coded or intra-predicted.

[0101] When a CU is inter-coded, the CU may be further partitioned into 2 or 4
prediction units (PUs) or may be one PU when further partition is not applied. When
two PUs are present in one CU, the PUs can be half size rectangles or two rectangle size
with V4 or % size of the CU. When the CU is inter-coded, each PU has one set of
motion information, which is derived with an inter-prediction mode.

[0102] The following reviews motion vector prediction. In the HEVC standard, there
are two inter-prediction modes, named merge (skip is considered as a special case of
merge) and advanced motion vector prediction (AMVP) modes, respectively, for a
prediction unit (PU). In either AMVP or merge mode, a motion vector (MV) predictor
list (also called MV candidate list) is maintained for multiple motion vector predictors.
The motion vector predictor list may be referred to as motion vector predictor list. The
motion vector(s), as well as reference indices in the merge mode, of the current PU are
generated by taking one candidate from the motion vector predictor list. The motion
vector predictor list may contain up to 5 candidates for the merge mode and only two
candidates for the AMVP mode. A merge candidate may contain a set of motion
information, e.g., motion vectors corresponding to both reference picture lists (list O and
list 1) and the reference indices. If a merge candidate is identified by a merge index, the
reference pictures used for the prediction of the current block, as well as the associated
motion vectors are determined. In other words, the motion vector and the reference
picture identified in the motion vector predictor list by the merge index are set equal to
the motion vector and reference picture of the current block.

[0103] On the other hand, under AMVP mode, for each potential prediction direction
from either list O or list 1, a reference index needs to be explicitly signaled, together
with an MV predictor (MVP) index to the motion vector predictor list since the AMVP
candidate contains only a motion vector. In AMVP mode, the predicted motion vectors
can be further refined (e.g., based on a motion vector difference (MVD) described
above). The candidates for both modes are derived similarly from the same spatial and

temporal neighboring blocks.
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[0104] The following reviews spatial neighboring blocks whose motion vector
information forms as motion vector predictors (also called motion vector predictor
candidates). In some examples, spatial MV candidates (e.g., spatial motion vector
predictors) are derived from the neighboring blocks shown in FIGS. 4A and 4B for a
specific PU (PUo) 434 and 438, respectively, although the methods for generating the
candidates from the blocks differ for merge and AMVP modes. FIG. 4A is a conceptual
diagram showing spatial neighboring candidates for merge mode. FIG. 4Bisa
conceptual diagram showing spatial neighboring candidates for AMVP mode.

[0105] In merge mode, in some examples, up to five spatial MV candidates can be
derived with the order showed in FIG. 4A, and the order is the following: left (0, A1),
above (1, B1), above right (2, BO), below left (3, A0), and above left (4, B2), as shown
in FIG. 4A. For instance, for PUO 434, block Al is identified as 0 and is left of PUO
434, block B1 is identified as 1 and is above of PUO 434, block BO is identified as 2 and
is above right of PUO 434 and above PU1 436, block AO is identified as 3 and is below
left of PUO 434, and block B2 is identified as 4 and is above left of PUO 434.

[0106] In AMVP mode, in some examples, the neighboring blocks are divided into two
groups: a left group that includes the block 0 and 1 that are below left and left of PUO
438, respectively, and an above group that includes the blocks 2, 3, and 4 that are above
right, above, and above left of PUO1 438 as shown in FIG. 4B. Block 2 is above PU1
440. For each group, the potential candidate in a neighboring block referring to the
same reference picture as that indicated by the signaled reference index has the highest
priority to be chosen to form a final candidate of the group. All neighboring blocks may
not contain a motion vector pointing to the same reference picture. Therefore, if such a
candidate cannot be found, the first available candidate may be scaled to form the final
candidate, and thus the temporal distance differences can be compensated.

[0107] The following reviews temporal motion vector prediction with FIGS. SA and
5B. FIG. 5Ais a conceptual diagram showing a temporal motion vector predictor
(TMVP) candidate. FIG. 5B is a conceptual diagram showing motion vector scaling for
TMVP.

[0108] In some examples, a TMVP candidate, if enabled and available, is added into the
MYV candidate list (e.g., motion vector predictor list) after spatial motion vector
candidates (e.g., motion vector information of spatially neighboring blocks). The

process of motion vector derivation for TMVP candidate is the same for both merge and
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AMVP modes, however the target reference index for the TMVP candidate in merge
mode is set to 0.

[0109] In some examples, the primary block location for TMVP candidate derivation is
the bottom right block outside of the collocated PU as shown in FIG. 5A as a block T
540. The location of block T 540 may be to compensate the bias to the above and left
blocks used to generate spatial neighboring candidates. However, if block T 540 is
located outside of the current CTB row or motion information is not available for block
T 540, block T 540 is substituted with a center block 541 of the PU.

[0110] In FIG. 5B, a motion vector 548 for TM VP candidate in current picture 550 is
derived from the collocated PU of the collocated picture 546, indicated in the slice level.
The motion vector (MV) for the collocated PU is called collocated MV 542. To derive
the TMVP candidate motion vector, the collocated MV 542 may be scaled to
compensate for the temporal distance differences, as shown in FIG. 5B. For instance,
the temporal difference between collocated picture 546 and collocated reference picture
544 and the temporal difference between current picture 550 and current reference
picture 552 is used to scale collocated MV 542 to generate motion vector 548.

[0111] The following reviews some other aspects of motion prediction in HEVC.
Several aspects of merge and AMVP modes are described below.

[0112] Motion vector scaling: The value of motion vectors can be proportional to the
distance of pictures in the presentation time. A motion vector associates two pictures,
the reference picture, and the picture containing the motion vector (namely the
containing picture). When a motion vector is utilized to predict the other motion vector,
the distance of the containing picture and the reference picture is calculated based on the
Picture Order Count (POC) values.

[0113] For a motion vector to be predicted, both its associated containing picture and
reference picture may be different. Therefore, a new distance (based on POC) is
calculated, and the motion vector is scaled based on these two POC distances. For a
spatial neighboring candidate, the containing pictures for the two motion vectors are the
same, while the reference pictures are different. In HEVC, motion vector scaling
applies to both TMVP and AMVP for spatial and temporal neighboring candidates.
[0114] Artificial motion vector candidate generation: If a motion vector predictor list
is not complete (e.g., fewer candidates than a predetermined number), artificial motion
vector candidates are generated and inserted at the end of the motion vector predictor

list until the motion vector predictor list has all candidates. In merge mode, there are
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two types of artificial MV candidates: combined candidate derived only for B-slices and
zero candidates used only for AMVP if the combined candidate derived only for B-
slices does not provide enough artificial candidates to fill the motion vector predictor
list.

[0115] For each pair of candidates that are already in the motion vector predictor list
and have the necessary motion information, bi-directional combined motion vector
candidates are derived by a combination of the motion vector of the first candidate
referring to a picture in the list O and the motion vector of a second candidate referring
to a picture in the list 1.

[0116] Pruning process for candidate insertion: Candidates from different blocks
may happen to be the same, which decreases the efficiency of a merge/AMVP motion
vector predictor list. A pruning process is applied to address this problem. The pruning
process compares one candidate against the others in the current motion vector predictor
list to avoid inserting identical candidates. To reduce the complexity, only a limited
number of pruning processes are applied to avoid comparing each potential candidate
with all the other existing candidates in the list.

[0117] The development of VVC includes enhanced motion vector prediction. For
example, several inter coding tools have been proposed which derive or refine the
motion vector predictor list of motion vector prediction or merge prediction for a current
block. Several examples are described below.

[0118] The following describes history-based motion prediction (HMVP), as described
in L. Zhang, K. Zhang, H. Liu, Y. Wang, P. Zhao, and D. Hong, “CE4-related: History-
based Motion Vector Prediction”, JVET-K0104, July 2018. HMVP is a history-based
method in which video encoder 200 and video decoder 300 determine an MV predictor
for each block from a list of MVs decoded from the past, in addition to those MVs in
immediately adjacent causal neighboring motion fields (e.g., MVs of immediately
spatially neighboring blocks are examples of MVs in immediately adjacent causal
neighboring motion fields). HMVP includes video encoder 200 and video decoder 300
constructing a table for previously decoded motion vectors as HMVP candidates.

[0119] For example, video encoder 200 and video decoder 300 construct a table with
multiple HM VP candidates during the encoding/decoding process. Constructing the
table may include adding HMVP candidates to the table as well as removing HMVP
candidates from the table. Video encoder 200 and video decoder 300 may be

configured to empty the table (e.g., remove the HMVP candidates) when a new slice is
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encountered for encoding or decoding. Whenever there is an inter-coded block, video
encoder 200 and video decoder 300 may be configured to insert the associated motion
information into the table in a first-in-first-out (FIFO) fashion as a new HMVP
candidate. Then, video encoder 200 and video decoder 300 may be configured to apply
a constraint FIFO rule. In some techniques, when inserting an HM VP candidate to the
table, video encoder 200 and video decoder 300 may be configured to first apply a
redundancy check (e.g., pruning) to determine whether there is an identical HMVP
candidate in the table. If found, video encoder 200 and video decoder 300 may be
configured to remove that particular HM VP candidate from the table and all the HMVP
candidates after that candidate are moved.

[0120] Video encoder 200 and video decoder 300 may be configured to use HMVP
candidates in the merge candidate list construction process. For example, video encoder
200 and video decoder 300 may be configured to insert all HMVP candidates from the
last entry to the first entry in the table after the TMVP candidate. Video encoder 200
and video decoder 300 may be configured to apply pruning on the HMVP candidates.
Once the total number of available merge candidates reaches the signaled or
predetermined maximum number of allowed merge candidates, video encoder 200 and
video decoder 300 may be configured to terminate the merge candidate list construction
process. The merge candidate list construction is one example of constructing a motion
vector predictor list.

[0121] Similarly, video encoder 200 and video decoder 300 may be configured to use
HMVP candidates in the AMVP candidate list construction process to construct an
AMVP candidate list. Video encoder 200 and video decoder 300 may be configured to
insert the motion vectors of the last K HMVP candidates in the table after the TMVP
candidate. Video encoder 200 and video decoder 300 may be configured to use only
HMVP candidates with the same reference picture as the AMVP target reference picture
to construct the AMVP candidate list. Video encoder 200 and video decoder 300 may
be configured to apply pruning on the HMVP candidates. The AMVP candidate list
construction is another example of constructing a motion vector predictor list.

[0122] The following describes non-adjacent spatial merge candidates. The
construction of non-adjacent spatial merge candidates, as described in R. Yu, et. al,,
“CE 4-2.1: Adding non-adjacent spatial merge candidates,” Joint Video Experts Team
(JVET) of ITU-T SG 16 WP 3 and ISO/IEC JTC 1/SC 29/WG 11, 11" Meeting:
Ljubljana, SI, 10-18 July 2018 (hereinafter “JVET-K0228”), involves derivation of new
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spatial candidates from two non-adjacent neighboring positions. For example, as shown
in FIG. 6, video encoder 200 and video decoder 300 may derive new spatial candidates
from the closest non-adjacent block 650 above current block 648 and/or from the closest
non-adjacent block 652 to the left of current block 648. For instance, FIG. 6 illustrates
current block 648 with neighboring blocks A0, A1, B2, B1, and BO. In some examples,
the non-adjacent spatial merge candidates include motion information of block HN 652
and block VN 650 of FIG. 6 that are not spatially neighboring to current block 648.
That is, FIG. 6 illustrates examples of blocks whose motion vector information may be
used to construct the HMVP candidate history table.

[0123] Blocks 650 and 652 are limited within a maximum distance of 1 CTU to the
current block 648. The fetching process of non-adjacent candidates starts with tracing
the previous decoded blocks in the vertical direction. The vertical inverse tracing stops
when an inter block is encountered or the traced back distance reaches 1 CTU size.
[0124] The fetching process then traces the previous decoded blocks in the horizontal
direction. The criterion for stopping the horizontal fetching process depends on whether
there is a vertical non-adjacent candidate successfully being fetched or not. If no
vertical non-adjacent candidate is fetched, the horizontal fetching process stops when an
inter-coded block is encountered or the traced back distance exceeds one CTU size
threshold. If there is a vertical non-adjacent candidate fetched, then the horizontal
fetching process stops when an inter-coded block which contains a different MV from
the vertical non-adjacent candidate is encountered or the traced back distance exceeds
one CTU size threshold. The fetched non-adjacent neighboring candidates are added
before the TMVP candidate in the merge candidate list.

[0125] As described above, for merge mode and AMVP mode, video encoder 200 and
video decoder 300 may construct a motion vector (MV) candidate list, also called
motion vector predictor list. The motion vector predictor list includes motion vector
information of spatially neighboring blocks (e.g., blocks that neighbor the current block
and are in the same picture as the current block), temporally neighboring blocks (e.g.,
blocks that neighbor the current block but are in the different picture than the current
block), and, in some examples, motion vector information of HMVP candidates (e.g.,
entries from a table for previously decoded motion vectors that form the HMVP
candidates). The temporally neighboring blocks are also called collocated blocks.
[0126] Therefore, to construct the motion vector predictor list, video encoder 200 and

video decoder 300 may evaluate neighboring blocks (e.g., spatially and temporally
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neighboring blocks) to determine whether the neighboring blocks have motion vector
information. If a neighboring block has motion vector information (e.g., because the
neighboring block is inter-coded), video encoder 200 and video decoder 300 may
include the motion vector information of neighboring block in the motion vector
predictor list. Video encoder 200 and video decoder 300 may maintain a separate table
of motion vector information of recently encoded or decoded blocks for the HMVP
candidates.

[0127] There may be a plurality of neighboring blocks that video encoder 200 and video
decoder 300 can evaluate (e.g., check) to determine whether the neighboring blocks
have motion vector information. To limit the number of neighboring blocks that video
encoder 200 and video decoder 300 may need to evaluate, the following describes some
example design for spatial and temporal motion vector prediction (e.g., examples of
blocks spatially and temporally neighboring blocks that are evaluated).

[0128] In some implementations of merge mode (in some terminology this can be called
as skip or direct mode), the spatial and temporal motion vector predictor (MVP)
candidates can be visited (e.g., checked) in a given order to populate the motion vector
predictor list. A spatial MVP (SMVP) may be a motion vector of a spatially
neighboring block that can be used as a motion vector predictor for the motion vector of
the current block. A temporal MVP (TMVP), as described above, may be a motion
vector for a temporally neighboring block (e.g., collocated block) that can be used as a
motion vector predictor for the motion vector of the current block.

[0129] In some techniques, to determine the SMVPs and TMVPs, video encoder 200
and video decoder 300 may evaluate neighboring blocks (e.g., spatially or temporally
neighboring blocks) in a particular order. The order in which video encoder 200 and
video decoder 300 may evaluate neighboring blocks may also be referred to as a visiting
order.

[0130] FIG. 7A is a conceptual diagram illustrating example spatial and temporal
candidates used in motion vector prediction. FIG. 7B is a conceptual diagram
illustrating an example visiting order for spatial candidates. FIG. 7C is a conceptual
diagram illustrating another example visiting order for spatial candidates.

[0131] FIG. 7A shows example of spatial neighbors utilized as MVP candidates. In
FIG. 7A the spatial neighbors (e.g., spatially neighboring blocks) of current block 700
include block A 702, B 704, (C 706, A1 710A|B1 710B), block A0 714, and block B2
712. Video encoder 200 and video decoder 300 may evaluate the neighboring blocks
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with a two-stage process. The order in which the spatial candidates (e.g., spatially
neighboring blocks) are checked (i.e., the visiting order marked with numbers from O-
5), is shown in FIG. 7B.
[0132] Group 1 candidates of FIG. 7A include:

a. blocks A 702, B 704, C 706 (collocated with block BO 708 in HEVC
notation) and are shown in hashed shading, and

b. blocks A1 710A or B1 710B, where block A1 710A or block B1 710B is
included depending on whether the motion vector predictor in block C 706 is available.
[0133] Group 2 candidates include:

a. blocks AO 714 and B2 712
[0134] In FIG. 7A, block C 706 is collocated with block BO 708. For instance, block C
706 and block BO 708 may be the same blocks but two different names are given in
FIG. 7A due to changes in naming between HEVC and VVC. The HEVC standard
referred to the block illustrated as block BO 708 as block “B0.” The VVC standard
referred to the block illustrated as block BO 708 as block “C.” Therefore, block C 706 is
collocated with block BO 708 and is in the same picture as current block 700.
[0135] As an example of evaluating in accordance with Group 1 and Group 2, video
encoder 200 and video decoder 300 may evaluate (e.g., check) blocks in Group 1.
Video encoder 200 and video decoder 300 may evaluate block A 702 and determine
whether there is motion vector information for block A 702. If there is motion vector
information for block A 702 (e.g., because block A 702 was inter-coded with a motion
vector), video encoder 200 and video decoder 300 may add motion vector information
of block A 702 to the motion vector predictor list. Regardless of whether block A 702
has motion vector information, video encoder 200 and video decoder 300 may evaluate
block B 704 and determine whether there is motion information for block B 704. If
there is motion vector information for block B 704 (e.g., because block B 704 was inter-
coded with a motion vector), video encoder 200 and video decoder 300 may add motion
vector information of block B 704 to the motion vector predictor list. Regardless of
whether block B 704 has motion vector information, video encoder 200 and video
decoder 300 may evaluate block C 706 and determine whether there in motion
information for block C 706. If there is motion vector information for block C 706
(e.g., because block C 706 was inter-coded with a motion vector), video encoder 200
and video decoder 300 may add motion vector information of block C 706 to the motion

vector predictor list.
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[0136] In some examples, video encoder 200 and video decoder 300 may evaluate one
of block A1 710A or block B1 710B based on whether there was motion vector
information for block C 706. For instance, if there is motion vector information for
block C 706, then video encoder 200 and video decoder 300 may evaluate one of block
A1l 710A or block B1 710B (e.g., block A1 710A). However, if there is no motion
vector information for block C 706 (e.g., because block C 706 was intra coded), then
video encoder 200 and video decoder 300 may evaluate the other one of block A1 710A
or block B1 710B (e.g., block B1 710B).
[0137] After evaluating one of blocks A1 710A or B1 710B, video encoder 200 and
video decoder 300 may evaluate blocks of Group 2 (e.g., blocks B2 712 and A0 714)
and add motion vector information to the motion vector predictor list, as described
above. Then, video encoder 200 and video decoder 300 may evaluate the temporal
neighbors (e.g., temporally neighboring blocks or collocated blocks).
[0138] In FIG. 7A, the temporal neighbors (e.g., temporally neighboring blocks) of
current block 700 include block CO 716 and one or more of blocks 718. As shown in
FIG. 7A, temporally collocated neighbors utilized as MVP candidates are from a block
collocated at the center (marked as block CO 716) of the current block and a block
718A (with dashed outline) at the most bottom-right location outside of the current
block. Block CO 716 and blocks 718 may be a reference picture that is different than
the current picture that includes current block 700. Group 3 candidate blocks (shown
with dashed outlines) include:
a. blocks CO 716, H 718A
b. If Hlocation (e.g., block H 718A) is found to be outside of the collocated

picture, one or more fall back H positions (e.g., blocks H 718B-718D)

can be used instead.
[0139] For instance, video encoder 200 and video decoder 300 may evaluate block CO
716 to determine whether there is motion vector information for block CO 716 and add
the motion vector information for block CO 716 if available to the motion vector
predictor list. Similarly, video encoder 200 and video decoder 300 may evaluate block
H 718A to determine whether there is motion vector information for block H 718A and
add the motion vector information for block H 718A if available to the motion vector
predictor list. If block H 718A is not available (e.g., because it is outside of picture),
video encoder 200 and video decoder 300 may evaluate one of blocks H 718B-718D.
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[0140] The size of the motion vector predictor list may be fixed (i.e., there may be fixed
number of entries in the motion vector predictor list). Accordingly, video encoder 200
and video decoder 300 may evaluate (e.g., check) neighboring blocks and add motion
vector information to the motion vector predictor list of neighboring blocks as long as
the maximum size of the motion vector predictor list is not reached. Also, if the size of
the motion vector predictor list is not reached after evaluating temporally neighboring
(e.g., collocated) blocks CO 716 and one of blocks H 718A-718D, video encoder 200
and video decoder 300 may add HMVP candidates to the motion vector predictor list or
artificial motion vector candidates to the motion vector predictor list.

[0141] As described above, there may be an order in which video encoder 200 and
video decoder 300 evaluates the neighboring blocks. FIG. 7B illustrates an example
order. For instance, in FIG. 7B, “0” refers to block A 702, and is the first block that
video encoder 200 and video decoder 300 may evaluate. “1” refers to block B 704, and
is the second block that video encoder 200 and video decoder 300 may evaluate, and so
forth.

[0142] In FIG. 7B, “3” refers to blocks A1 710A and B1 710B. This is to indicate that
video encoder 200 and video decoder 300 may evaluate one of blocks A1 710A or B1
710B based on whether there is motion vector information for block C 706 (identified as
“27).

[0143] In some example implementation, depending on the block partitioning used and
the coding order, an inverse spatial MVP candidates order can be used, as shown in
FIG. 7C, where the checking order proceeds from 0-5. For example, consistent with
FIGS. 7A and 7B, if video encoder 200 and video decoder 300 encode or decode,
respectively, using a left-to-right and top-to-bottom coding order for blocks in a picture,
then blocks A 702, B 704, C 706, A1 710A, B1 701B, B2 712, and A0 714 would be
encoded or decoded before current block 700 is encoded or decoded. Because blocks A
702, B 704, C 706, A1 710A, B1 701B, B2 712, and A0 714 would be encoded or
decoded before current block 700 is encoded or decoded, for encoding or decoding
current block 700, video encoder 200 and video decoder 300 may be able to evaluate
motion vector information for blocks A 702, B 704, C 706, A1 710A, B1 701B, B2 712,
and AO 714. For instance, because block A 702 was encoded or decoded before current
block 700 in a left-to-right, top-to-bottom coding order, if block A 702 were inter-
coded, video encoder 200 and video decoder 300 may be able to access the motion

vector information for block A 702.
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[0144] However, in some examples, the coding order may not be left-to-right and top-
to-bottom. Rather, the coding order may be right-to-left and top-to-bottom. In such
examples, some of the neighboring blocks illustrated in FIGS. 7A and 7B may not have
been encoded or decoded before current block 700. Therefore, even if the neighboring
block are to be inter-coded, the motion vector information for the neighboring blocks is
not yet available because some of the neighboring blocks in FIGS. 7A and 7B would not
have been encoded or decoded in the right-to-left coding order.

[0145] FIG. 7C illustrates an example of the spatially neighboring blocks that would be
evaluated and the order in which the spatially neighboring blocks would be evaluated in
a right-to-left and top-to-bottom coding order of blocks in the picture. For example, in
FIG. 7C, video encoder 200 and video decoder 300 may evaluate blocks 720, 722, 724,
one of blocks 726A or 726B, 728, and 730. For example, video encoder 200 and video
decoder 300 may start evaluating, to determine whether there is motion vector
information, starting from block 720 (identified as “0”), followed by block 722
(identified as “17), and then block 724 (identified as “27).

[0146] Similar to blocks A1 710A and B1 710B of FIGS. 7A and 7B, in FIG. 7C, video
encoder 200 and video decoder 300 may evaluate one of blocks 726A or 726B (both
identified as “3”) based on whether there is motion vector information for block 724
(e.g., based on whether block 724 is inter-coded or not). As illustrated, after one of
blocks 726A or 726B, video encoder 200 and video decoder 300 may evaluate block
728 and then block 730.

[0147] The above describes an example order in which video encoder 200 and video
decoder 300 may evaluate neighboring blocks to determine whether there is motion
vector information that is to be included in the motion vector predictor list. In some
examples, rather than evaluating one-by-one, it may be possible for video encoder 200
and video decoder 300 to evaluate a plurality of the neighboring blocks in parallel. In
such examples, video encoder 200 and video decoder 300 may order the motion vector
information in the motion vector predictor list in the order illustrated in FIGS. 7A-7C.
[0148] As an example, video encoder 200 and video decoder 300 may evaluate block A
702 and block B 704 in parallel, rather than one after the other. In this example, if both
block A 702 and block B 704 have motion vector information, then video encoder 200
and video decoder 300 may construct the motion vector predictor list such that the
motion vector information for block A 702 is before the motion vector information for

block B 704 because block A 702 is before block B 704 in evaluation order.
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[0149] However, in the examples illustrated in FIGS. 7A-7C, there may be a limit to
evaluating motion vector information in parallel, which can impact computational
efficiencies. For instance, whether block A1 710A or block B1 710B is to be evaluated
is based on whether there is motion vector information for block C 706. In such
examples, video encoder 200 and video decoder 300 may serially evaluate block C 706
and then one of block A1 710A or block B1 710B based on the result of evaluating
block C 706 (e.g., based on whether there is motion vector information for block C
706). In FIG. 7C, rather than parallel evaluation, video encoder 200 and video decoder
300 may serially evaluate block 724 and then one of block 726A or block 726B based
on the result of evaluating block 724 (e.g., based on whether there is motion vector
information for block 724).

[0150] Similarly, whether video encoder 200 and video decoder 300 evaluate one of
blocks H 718B—718D may be based on whether block 718A is available (e.g., not out of
the picture). Although temporally neighboring blocks are not shown in FIG. 7C, the
same can apply for temporally neighboring blocks as would apply for blocks H 718A—
718D in FIG. 7A.

[0151] Stated another way, the MVP candidate designs, such as the pattern described in
FIGS. 7A-7C, use conditional MVP fetching (A1|B1) (e.g., either block A1 710A or
block B1 710B), based on availability of the certain MVP candidates (e.g., based on
availability of motion vector information for block C 706 (also called C candidate
availability)), block partitioning type or on the spatial position of the MVP candidate,
such as selecting from a group of H candidates (e.g., blocks H 718 A—718D) shown in
FIG. 7A. Such conditional fetching increases computational complexity and may affect
parallelization or memory constrains for certain implementation of MVP.

[0152] Constructing a motion vector predictor list, which, in some examples, may
require a large number of dependencies and conditions, may introduce significant
relative (per pixel) complexity, especially for small block sizes, e.g., 4x4 or 4xN, where
N<=8. For smaller sized blocks, there may be not as much diversity in motion vector
information for spatially neighboring blocks. For instance, a left neighboring block and
an above neighboring block to the current block may be more proximate to one another
for a smaller sized block than for a larger sized block. As an illustration, in FIG. 7A,
the larger the current block 700 is, the further away block A 702 and block BO 708 are
from another, and the smaller the current block 700 is, the closer block A 702 and block
BO 708 are to another.
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[0153] Two blocks that are closer to one another tend to have similar motion vector
information. Therefore, for smaller sized blocks, there is a higher likelihood that the
spatially neighboring blocks have similar motion vector information as compared to
spatially neighboring blocks for larger sized blocks. Because there is a higher
likelihood that the spatially neighboring blocks have similar motion vector information,
having a relatively large sized motion vector predictor list may not provide diversity in
motion vector information. In other words, although having a relatively large sized
motion vector predictor list for smaller sized blocks may provide many motion vector
predictor candidates, the diversity in the motion vector information may not be big.
However, for larger sized blocks, having a relatively large motion vector predictor list
may provide diverse motion vector information allowing for the inclusion of motion
vector predictor candidates having values relatively close to the actual motion vector.
[0154] Accordingly, having the same sized motion vector predictor list for blocks of all
sizes may not be desirable. For small sized blocks, having a motion vector predictor list
that is the same size as that of a large sized block means that video encoder 200 and
video decoder 300 need to perform multiple operations to fill in the motion vector
predictor list without achieving coding gains from having multiple motion vector
predictor candidates because of the lack of diversity in the motion vector information.
Therefore, for smaller sized blocks, a smaller sized motion vector predictor list may be
beneficial. However, for a larger sized block, having a relatively small sized motion
vector predictor list may be disadvantageous because diverse motion vector predictor
candidates may be left out of the motion vector predictor list due to the small size of the
motion vector predictor list.

[0155] In view of these drawbacks, this disclosure describes the following techniques
for performing spatio-temporal motion vector predictor list construction. The example
techniques may be applied separately or in combination. Also, the example techniques
may address the issues described above. However, the example techniques should not
be considered as limited to addressing the issues described above.

[0156] In one example, this disclosure describes techniques for determining the pattern
in which spatial and temporal MVP candidates are generated. Video encoder 200 and
video decoder 300 may employ the following motion vector predictor list construction
process from spatial-temporal neighborhood candidates. The priority of the candidates’
placement in the motion vector predictor list is marked by the number from 0...7, as

shown in FIG. 8A.
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[0157] First, video encoder 200 and video decoder 300 visits (i.e., checks the
availability of motion information) in spatial MVP candidates in the order 0...4 shown
in solid lined blocks in FIG. 8A. For example, video encoder 200 and video decoder
300 may determine whether motion vector information is available for block 0 802,
block 1 804, block 2 806, block 3 808, and block 4 810.

[0158] Next, video encoder 200 and video decoder 300 visits (i.e., checks the
availability of motion information) the motion vector predictor candidates from
temporal collocated positions (5, 6, and 7), which are shown as dashed lined blocks.
For example, video encoder 200 and video decoder 300 may determine whether motion
vector information is available for block 5 812, also called center collocated block 5
812, or block 6 814, also called below collocated block 6 814 (where below collocated
block 6 814 may be bottom and closest to the right of current block 800 of FIG. 8A), or
block 7 816, also called right collocated block 7 816 (where right collocated block 7 816
may be right and closest to the bottom of current block 800 of FIG. 8B).

[0159] FIG. 8A s a conceptual diagram illustrating an example spatial temporal motion
vector predictor pattern according to one example of the disclosure. FIG. 8Bisa
conceptual diagram illustrating an example inverted spatial temporal motion vector
predictor pattern according to one example of the disclosure. FIG. 8C is a conceptual
diagram illustrating another example inverted spatial temporal motion vector predictor
pattern according to one example of the disclosure. FIGS. 8A-8C show different
checking orders (e.g., as indicated by the numbers in the blocks) as well as different
locations for temporal collocated blocks (e.g., as shown by the dashed lined blocks).
[0160] Depending on the coding mode, type of partitioning, and/or coding direction,
especially coding modes that involve inverse scan order processing, the spatially
inverted (or mirrored) pattern can be employed, as shown in FIG. 8B. In some example,
part of the patterns shown in FIG. 8A can be inverted, e.g. only spatial positions are
inverted, and temporal candidate locations remain the same. In yet another example, the
pattern (e.g., the relative location) of MVP candidates may remain the same. However,
the visiting order may be spatially inverted (mirrored) along certain axis (e.g., diagonal
axis) as shown in FIG. 8C.

[0161] In one or more examples, video encoder 200 and video decoder 300 may each
construct a motion vector predictor list based on coding order of the picture that
includes current block 800. One example of the coding order is left-to-right coding

order, in which case, video encoder 200 and video decoder 300 encode or decode block-
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by-block starting from the top-left corner of the current picture until reaching the right
end of the current picture, followed by the block below the top-left corner, and so on
until reaching the block located at the bottom-right. Another example of the coding
order is right-to-left coding order, in which case, video encoder 200 and video decoder
300 can encode or decode block-by-block starting from the top-right corner of the
current picture until reaching the left end of the current picture, followed by the block
below the top-right corner, and so on until reaching the block located at the bottom-left.
[0162] The coding order may impact which spatially neighboring blocks are available
for checking. For instance, the motion vector information of only the previously
encoded or decoded blocks may be available. Therefore, if a block is yet to be encoded
or decoded, the motion vector information for that block may not yet be available.
Because the coding order defines the order in which blocks are encoded or decoded,
whether the motion vector information of a spatially neighboring block can be
determined is based on the coding order.

[0163] As an example, in FIG. 8A, for left-to-right coding order, the motion vector
information of block 0 802 may be available at the time of encoding or decoding current
block 800. However, the motion vector information of a right neighboring block to
current block 800 may not be available. In FIG. 8B, for right-to-left coding order, the
motion vector information of block O 818 may be available at the time of encoding or
decoding current block 800. However, the motion vector information of a left
neighboring block current block 800 may not be available.

[0164] In one or more examples, for a first block, in a first picture having a left-to-right
coding order, video encoder 200 and video decoder 300 may construct a first motion
vector predictor list. As illustrated in FIG. 8A, a first entry in the first motion vector
predictor list is based on motion vector information of a left neighboring block to the
first block (e.g., block 0 802). The left neighboring block to the first block may be a
block left of the first block having a bottom boundary that is same as a bottom boundary
of the first block. For a second block, in a second picture having a left-to-right coding
order, video encoder 200 and video decoder 300 may construct a second motion vector
predictor list. As illustrated in FIG. 8B, a first entry in the second motion vector
predictor list is based on motion vector information of a right neighboring block to the
second block (e.g., block 0 818). The right neighboring block to the second block may
be a block right of the second block having a bottom boundary that is same as a bottom

boundary of the second block.
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[0165] As illustrated, block 0 802 is left of current block 800 of FIG. 8A. In some
examples, block 0 802 may be located to the left of current block 800 of FIG. 8A such
that the bottom boundary of block 0 802 is the same as the bottom boundary of current
block 800 of FIG. 8A. As illustrated, block 0 818 is right of current block 800 of FIG.
8B. In some examples, block 0 818 may be located to the right of current block 800 of
FIG. 8B such that the bottom boundary of block 0 818 is the same as the bottom
boundary of current block 800 of FIG. 8B.

[0166] For the first motion vector predictor list, the entries in the first motion vector
predictor list may be as follows: first entry is left neighboring block 0 802, second entry
is top neighboring block 1 802, third entry is top-right neighboring block 2 806, fourth
entry is bottom-left neighboring block 3 808, and fifth entry is top-left neighboring
block 4 810. In some examples, top neighboring block 1 802 may be top of current
block 800 of FIG. 8A and share a right boundary with current block 800 of FIG. 8A.
[0167] For the second motion vector predictor list, the entries in the second motion
vector predictor list may be as follows: first entry is right neighboring block 0 818,
second entry is top neighboring block 1 820, third entry is top-left neighboring block 2
822, fourth entry is bottom-right neighboring block 3 824, and fifth entry is top-right
neighboring block 4 826. In some examples, top neighboring block 1 820 may be top of
current block 800 of FIG. 8B and share a left boundary with current block 800. of FIG.
8B.

[0168] In some examples, after checking the spatially neighboring blocks, video
encoder 200 and video decoder 300 may check collocated blocks. In one example,
video encoder 200 and video decoder 300 may check center collocated block 5 812. If
motion vector information for center collocated block 5 812 is available, video encoder
200 and video decoder 300 may add the motion vector information to the motion vector
predictor list and not add motion vector information from any other collocated block.
[0169] If motion vector information for center collocated block 5 812 is not available,
video encoder 200 and video decoder 300 may check bottom collocated block 6 814. If
motion vector information for bottom collocated block 6 814 is available, video encoder
200 and video decoder 300 may add the motion vector information to the motion vector
predictor list and not add motion vector information from any other collocated block.
As illustrated, bottom collocated block 6 814 may be a block that is bottom and closest
to the right of current block 800 (e.g., block 6 814 is below current block 800 of FIG.
8A and the right boundary of block 6 814 is the same as the right boundary of current
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block 800 of FIG. 8A). The coordinates for block 6 814 may be (xColBot, yColBot),
where xColBot = xCb+cbWidth — 1, and yColBot = yCb + cbHeight, where (xCb, yCb)
are the coordinates for current block 800 of FIG. 8A, cbWidth is the width of current
block 800 of FIG. 8A, and cbHeight is the height of current block 800 of FIG. 8A.
[0170] If motion vector information for bottom collocated block 6 814 is not available,
video encoder 200 and video decoder 300 may check right collocated block 7 816. If
motion vector information for right collocated block 7 816 is available, video encoder
200 and video decoder 300 may add the motion vector information to the motion vector
predictor list and not add motion vector information from any other collocated block.
As illustrated, right collocated block 7 816 may be a block right and closest to the
bottom of current block 800 of FIG. 8A (e.g., block 7 816 is right of current block 800
of FIG. 8A and the bottom boundary of block 7 816 is the same as the bottom boundary
of current block 800 of FIG. 8A). The coordinates for block 7 816 may be (xColBr,
yColBr), where xColBr = xCb+cbWidth, and yColBr = yCb + cbHeight - 1, where
(xCb, yCb) are the coordinates for current block 800 of FIG. 8A, cbWidth is the width
of current block 800 of FIG. 8A, and cbHeight is the height of current block 800 of FIG.
8A.

[0171] In another example, video encoder 200 and video decoder 300 may check center
collocated block 5 828. If motion vector information for center collocated block 5 828
is available, video encoder 200 and video decoder 300 may add the motion vector
information to the motion vector predictor list and not add motion vector information
from any other collocated block.

[0172] If motion vector information for center collocated block 5 828 is not available,
video encoder 200 and video decoder 300 may check bottom collocated block 6 830. If
motion vector information for bottom collocated block 6 830 is available, video encoder
200 and video decoder 300 may add the motion vector information to the motion vector
predictor list and not add motion vector information from any other collocated block.
As illustrated, bottom collocated block 6 830 may be a block that is bottom and closest
to the left of current block 800 (e.g., block 6 830 is below current block 800 of FIG. 8B
and the left boundary of block 6 830 is the same as the left boundary of current block
800 of FIG. 8B). The coordinates for block 6 830 may be (xColBot, yColBot), where
xColBot = xCb, and yColBot = yCb + cbHeight, where (xCb, yCb) are the coordinates
for current block 800 of FIG. 8B, cbWidth is the width of current block 800 of FIG. 8B,
and cbHeight is the height of current block 800 of FIG. 8B.
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[0173] If motion vector information for bottom collocated block 6 830 is not available,
video encoder 200 and video decoder 300 may check left collocated block 7 832. If
motion vector information for left collocated block 7 832 is available, video encoder
200 and video decoder 300 may add the motion vector information to the motion vector
predictor list and not add motion vector information from any other collocated block.
As illustrated, left collocated block 7 832 may be a block left and closest to the bottom
of current block 800 of FIG. 8B (e.g., block 7 832 is left of current block 800 of FIG.
8B and the bottom boundary of block 7 832 is the same as the bottom boundary of
current block 800 of FIG. 8B). The coordinates for block 7 832 may be (xColBr,
yColBr), where xColBr = xCb-1, and yColBr = yCb + cbHeight - 1, where (xCb, yCb)
are the coordinates for current block 800 of FIG. 8B, cbWidth is the width of current
block 800 of FIG. 8B, and cbHeight is the height of current block 800 of FIG. 8B.
[0174] It should be understood that the positions of spatially neighboring and collocated
blocks in FIGS. 8A and 8B are one example and should not be considered limiting. For
example, block 802 may be located generally on the left of current block 800 of FIG.
8A and block 818 may be located generally on the right of current block 800 of FIG.
8B. The same would apply to the other spatially and collocated blocks.

[0175] The above example describes example ways in which video encoder 200 and
video decoder 300 order the motion vector information in the motion vector predictor
list. In some examples, although video encoder 200 and video decoder 300 order the
motion vector information, if available, in the motion vector predictor list in a particular
order, video encoder 200 and video decoder 300 may be configured to access the motion
vector information of the neighboring blocks (e.g., spatially neighboring blocks 0..4 in
FIGS. 8A and 8B) in parallel. In other words, video encoder 200 and video decoder 300
may check motion vector information for a plurality of (e.g., all) spatially neighboring
blocks used to construct the motion vector predictor list in parallel.

[0176] For instance, this disclosure describes techniques for the inclusion of a motion
vector predictor candidate to a motion vector predictor list. The following process of
motion vector predictor list construction is described. Video encoder 200 and video
decoder 300 may check motion vector predictor candidate positions (e.g., all spatially
neighboring blocks) in unconditional order and independent from availability of the
other motion vector predictor candidates. Thus, motion vector predictor candidate

checking can be performed in parallel.
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[0177] Video encoder 200 and video decoder 300 may check a neighboring block if the
position of the neighboring block is within the picture boundary. Also, video encoder
200 and video decoder 300 may check a neighboring block that is at a position such that
the neighboring block was already encoded or decoded. Moreover, video encoder 200
and video decoder 300 may determine whether motion vector information is available
for the neighboring block. If the above example conditions are satisfied, video encoder
200 and video decoder 300 may include the motion vector information of a neighboring
block in the motion vector predictor list.

[0178] As described above, there may be a maximum size of the motion vector
predictor list. For example, fetched motion vector predictor candidates may be included
in the motion vector predictor list until the effective size of the motion vector predictor
list reaches a specified upper boundary value, e.g., specified by

MAX MVP LIST_ SIZE that defines the maximum size of the motion vector predictor
list. In some examples, the value of the MAX MVP LIST SIZE can be equal to 6.
[0179] However, as described above, having the same maximum size of list for all
blocks without consideration of the block size may result in motion vector predictor lists
that are unnecessarily complex to construct or do not include sufficient candidates. For
instance, as described above, for smaller sized blocks, to reduce computation cycles, it
may be beneficial to have smaller sized motion vector predictor lists since additional
candidates may not provide much coding gains. However, for larger sized blocks, to
ensure good diversity in the motion vector information, it may be beneficial to have
larger sized motion vector predictor lists.

[0180] In one example, video encoder 200 and video decoder 300 may be configured to
determine and/or limit the maximum effective size of the constructed motion vector
predictor list depending on the current coded block size. In some examples, for blocks
that include 4xN or Nx4 number of pixels, where N<=8, the effective MVP list size is
set to be equal to SMAL BLOCK MAX MVP LIST<MAX MVP LIST SIZE. The
variable SMAL BLOCK MAX MVP LIST defines the maximum size of the motion
vector predictor list for smaller sized blocks, where smaller sized blocks may be blocks
that have samples less than or equal to 4xN or Nx4 and N is 8.

[0181] To indicate whether a current block is a small sized block, video encoder 200
and/or video decoder 300 may determine a smallBlockFlag (e.g., binary value that
indicates if block is small or not). The equation to determine smallBlockFlag may be

smallBlockFlag = (cuw *cuh < SMALL BLOCK_SIZE); SMALL BLOCK_SIZE =
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32, where cuw is the width of the current block and cuh is the height of the current
block.
[0182] In some examples, the criteria of small block sizes SMALL BLOCK SIZE can
be defined as being equal to 16 pixels. Accordingly, the example of 32 for small block
size is merely one example and values other than 32 and 16 are contemplated by this
disclosure for small block size.
[0183] In some examples, the value of the MAX MVP_LIST SIZE can be equal to 4.
That is, for small sized blocks, the maximum size of the motion vector predictor list
may be four. In some examples, the criterion of small block sizes can be expressed
through the value of block edges lengths:
smallBlockFlag = ((max(cuw, cuh) <=8 && min(cuw, cuh) < 8))
if (smallBlockFlag)
use SMAL BLOCK MAX MVP LIST;
else
use
MAX MVP LIST SIZE
[0184] In another example, this disclosure describes techniques for the signaling of
motion vector predictor candidates list parameters. For example, the maximal possible
motion vector predictor list size (MAX MVP_LIST SIZE) can be specified at the
decoder side (e.g., video decoder 300) as a side information (e.g., signaled information
from video encoder 200).
[0185] In some examples, the maximum motion vector predictor list size effectively
used by an application (e.g. MAX MVP LIST SIZE and/or
SMAL BLOCK MAX MVP _LIST) for current coding conditions, e.g., for current
sequence, picture, slice, or group of CUs, may be signalled by syntax elements of the
bitstream, e.g., at the sequence/picture/slice header or other level.
[0186] In some examples, parameters of the block size dependency, e.g.,
SMALL BLOCK SIZE, are specified at the decoder side as a side information. In
another example, this parameter may be signalled through the bitstream.
[0187] FIG. 2 is a block diagram illustrating an example video encoder 200 that may
perform the techniques of this disclosure. FIG. 2 is provided for purposes of
explanation and should not be considered limiting of the techniques as broadly
exemplified and described in this disclosure. For purposes of explanation, this

disclosure describes video encoder 200 in the context of video coding standards such as
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the HEVC video coding standard and the H.266/VVC video coding standard in
development. However, the techniques of this disclosure are not limited to these video
coding standards, and are applicable generally to video encoding and decoding.

[0188] In the example of FIG. 2, video encoder 200 includes video data memory 230,
mode selection unit 202, residual generation unit 204, transform processing unit 206,
quantization unit 208, inverse quantization unit 210, inverse transform processing unit
212, reconstruction unit 214, filter unit 216, decoded picture buffer (DPB) 218, and
entropy encoding unit 220.

[0189] Video data memory 230 may store video data to be encoded by the components
of video encoder 200. Video encoder 200 may receive the video data stored in video
data memory 230 from, for example, video source 104 (FIG. 1). DPB 218 may actas a
reference picture memory that stores reference video data for use in prediction of
subsequent video data by video encoder 200. Video data memory 230 and DPB 218
may be formed by any of a variety of memory devices, such as dynamic random-access
memory (DRAM), including synchronous DRAM (SDRAM), magnetoresistive RAM
(MRAM), resistive RAM (RRAM), or other types of memory devices. Video data
memory 230 and DPB 218 may be provided by the same memory device or separate
memory devices. In various examples, video data memory 230 may be on-chip with
other components of video encoder 200, as illustrated, or off-chip relative to those
components.

[0190] In this disclosure, reference to video data memory 230 should not be interpreted
as being limited to memory internal to video encoder 200, unless specifically described
as such, or memory external to video encoder 200, unless specifically described as such.
Rather, reference to video data memory 230 should be understood as memory that stores
video data that video encoder 200 receives for encoding (e.g., video data for a current
block that is to be encoded). Memory 106 of FIG. 1 may also provide temporary
storage of outputs from the various units of video encoder 200.

[0191] The various units of FIG. 2 are illustrated to assist with understanding the
operations performed by video encoder 200. The units may be implemented as fixed-
function circuits, programmable circuits, or a combination thereof. Fixed-function
circuits refer to circuits that provide particular functionality, and are preset on the
operations that can be performed. Programmable circuits refer to circuits that can
programmed to perform various tasks, and provide flexible functionality in the

operations that can be performed. For instance, programmable circuits may execute
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software or firmware that cause the programmable circuits to operate in the manner
defined by instructions of the software or firmware. Fixed-function circuits may
execute software instructions (e.g., to receive parameters or output parameters), but the
types of operations that the fixed-function circuits perform are generally immutable. In
some examples, the one or more of the units may be distinct circuit blocks (fixed-
function or programmable), and in some examples, the one or more units may be
integrated circuits.

[0192] Video encoder 200 may include arithmetic logic units (ALUs), elementary
function units (EFUs), digital circuits, analog circuits, and/or programmable cores,
formed from programmable circuits. In examples where the operations of video
encoder 200 are performed using software executed by the programmable circuits,
memory 106 (FIG. 1) may store the object code of the software that video encoder 200
receives and executes, or another memory within video encoder 200 (not shown) may
store such instructions.

[0193] Video data memory 230 is configured to store received video data. Video
encoder 200 may retrieve a picture of the video data from video data memory 230 and
provide the video data to residual generation unit 204 and mode selection unit 202.
Video data in video data memory 230 may be raw video data that is to be encoded.
[0194] Mode selection unit 202 includes a motion estimation unit 222, motion
compensation unit 224, and an intra-prediction unit 226. Mode selection unit 202 may
include additional functional units to perform video prediction in accordance with other
prediction modes. As examples, mode selection unit 202 may include a palette unit, an
intra-block copy unit (which may be part of motion estimation unit 222 and/or motion
compensation unit 224), an affine unit, a linear model (LM) unit, or the like.

[0195] Mode selection unit 202 generally coordinates multiple encoding passes to test
combinations of encoding parameters and resulting rate-distortion values for such
combinations. The encoding parameters may include partitioning of CTUs into CUs,
prediction modes for the CUs, transform types for residual data of the CUs, quantization
parameters for residual data of the CUs, and so on. Mode selection unit 202 may
ultimately select the combination of encoding parameters having rate-distortion values
that are better than the other tested combinations.

[0196] Video encoder 200 may partition a picture retrieved from video data memory
230 into a series of CTUs, and encapsulate one or more CTUs within a slice. Mode

selection unit 202 may partition a CTU of the picture in accordance with a tree
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structure, such as the QTBT structure or the quad-tree structure of HEVC described
above. As described above, video encoder 200 may form one or more CUs from
partitioning a CTU according to the tree structure. Such a CU may also be referred to
generally as a “video block” or “block.”

[0197] In general, mode selection unit 202 also controls the components thereof (e.g.,
motion estimation unit 222, motion compensation unit 224, and intra-prediction unit
226) to generate a prediction block for a current block (e.g., a current CU, or in HEVC,
the overlapping portion of a PU and a TU). For inter-prediction of a current block,
motion estimation unit 222 may perform a motion search to identify one or more closely
matching reference blocks in one or more reference pictures (e.g., one or more
previously coded pictures stored in DPB 218). In particular, motion estimation unit 222
may calculate a value representative of how similar a potential reference block is to the
current block, e.g., according to sum of absolute difference (SAD), sum of squared
differences (SSD), mean absolute difference (MAD), mean squared differences (MSD),
or the like. Motion estimation unit 222 may generally perform these calculations using
sample-by-sample differences between the current block and the reference block being
considered. Motion estimation unit 222 may identify a reference block having a lowest
value resulting from these calculations, indicating a reference block that most closely
matches the current block.

[0198] Motion estimation unit 222 may form one or more motion vectors (MVs) that
defines the positions of the reference blocks in the reference pictures relative to the
position of the current block in a current picture. Motion estimation unit 222 may then
provide the motion vectors to motion compensation unit 224. For example, for uni-
directional inter-prediction, motion estimation unit 222 may provide a single motion
vector, whereas for bi-directional inter-prediction, motion estimation unit 222 may
provide two motion vectors. Motion compensation unit 224 may then generate a
prediction block using the motion vectors. For example, motion compensation unit 224
may retrieve data of the reference block using the motion vector. As another example,
if the motion vector has fractional sample precision, motion compensation unit 224 may
interpolate values for the prediction block according to one or more interpolation filters.
Moreover, for bi-directional inter-prediction, motion compensation unit 224 may
retrieve data for two reference blocks identified by respective motion vectors and
combine the retrieved data, e.g., through sample-by-sample averaging or weighted

averaging.
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[0199] In accordance with the techniques of this disclosure, motion estimation unit 222
and motion compensation unit 224 may perform inter-prediction and motion vector
prediction techniques described in this disclosure. For example, as will be explained in
more detail below, motion estimation unit 222 and motion compensation unit 224 may
be configured to construct a motion vector predictor list utilizing the example
techniques described in this disclosure.

[0200] As described above, in some examples, the motion vector predictor list for a
block may be based on the coding order of the picture that includes the block and the
spatially neighboring blocks and/or collocated blocks. For instance, in one example, the
five spatially neighboring blocks may be those illustrated in FIG. 8A for a left-to-right
coding order and the five spatially neighboring blocks may be those illustrated in FIG.
8B for a right-to-left coding order.

[0201] For instance, for a first block, in a first picture having a left-to-right coding
order, motion estimation unit 222 and motion compensation unit 224 may construct a
first motion vector predictor list. A first entry in the first motion vector predictor list
may be based on motion vector information of a left neighboring block to the first block
(e.g., block 0 802 of FIG. 8A). For a second block, in a second picture having a right-
to-left coding order, motion estimation unit 222 and motion compensation unit 224 may
construct a second motion vector predictor list. A first entry in the second motion
vector predictor list may be based on motion vector information of a right neighboring
block to the second block (e.g., block 0 818 of FIG. 8B).

[0202] Motion estimation unit 222 and motion compensation unit 224 may check
motion vector information stored in video data memory 230 or decoded picture buffer
218 (as two examples) for a plurality, including all, of the spatially neighboring blocks
in parallel. In other words, whether motion estimation unit 222 and motion
compensation unit 224 check motion vector information for a particular spatially
neighboring block may not be dependent upon motion vector information of any other
block.

[0203] Based on the checking of the motion vector information of the spatially
neighboring blocks, motion estimation unit 222 and motion compensation unit 224 may
construct a motion vector predictor list having motion vector information in an order
based on availability of the motion vector information. The order of the motion vector
information in the motion vector predictor list for a left-to-right coding order may be:

motion vector information of the left neighboring block (e.g., block 0 802 of FIG. 8A),
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motion vector information of an above neighboring block (e.g., block 1 804 of FIG.
8A), motion vector information of an above-right neighboring block (e.g., block 2 806
of FIG. 8A), motion vector information of a below-left neighboring block (e.g., block 3
808 of FIG. 8A), and motion vector information of an above-left neighboring block
(e.g., block 4 810 of FIG. 8A). The order of the motion vector information in the
motion vector predictor list for a right-to-left coding order may be: motion vector
information of the right neighboring block (e.g., block 0 818 of FIG. 8B), motion vector
information of an above neighboring block (e.g., block 1 820 of FIG. 8B), motion
vector information of an above-left neighboring block (e.g., block 2 822 of FIG. 8B),
motion vector information of a below-right neighboring block (e.g., block 3 824 of FIG.
8B), and motion vector information of an above-right neighboring block (e.g., block 4
826 of FIG. 8B).

[0204] The above ordering is based on the availability of the motion vector information.
If motion vector information is not available for a particular block, then that motion
vector information is not added to the motion vector predictor list. In some examples,
the next available motion vector information may be included in the space reserved for
the block for which there was not any motion vector information. For example, motion
vector information for block 1 804 of FIG. 8A may be the second entry in the motion
vector predictor list, and motion vector information for block 2 806 of FIG. 8A may be
the third entry in the motion vector predictor list. If motion vector information for block
1 804 of FIG. 8A is not available and motion vector information for block 2 806 of FIG.
A is available, then motion vector information for block 2 806 may be in the second
entry of the motion vector predictor list.

[0205] In the above example, motion estimation unit 222 and motion compensation unit
224 determined a first motion vector predictor list and a second motion vector predictor
list based on spatially neighboring blocks. In some examples, motion estimation unit
222 and motion compensation unit 224 may include motion vector information, stored
in video data memory 230 or decoded picture buffer 218 (as two examples), of
collocated blocks in the first motion vector predictor list and the second motion vector
predictor list.

[0206] As one example, motion estimation unit 222 and motion compensation unit 224
may determine whether motion vector information for a center collocated block located
in a picture other than the first picture (e.g., block 5 812 of FIG. 8A) is available before

determining whether motion vector information in any other collocated block located in
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the picture other than the first picture is available, and based on the motion vector
information for the center collocated block being available, motion estimation unit 222
and motion compensation unit 224 may add the motion vector information for the center
collocated block to the first motion vector predictor list.

[0207] In some examples, motion estimation unit 222 and motion compensation unit
224 may determine that motion vector information for a center collocated block located
in a picture other than the first picture is not available. In such examples, subsequent to
determining that the motion vector information for the center collocated block is not
available, motion estimation unit 222 and motion compensation unit 224 may determine
whether motion vector information for a bottom collocated block located in the picture
other than the first picture is available (e.g., block 6 814 of FIG. 8A), and based on the
motion vector information for the bottom collocated block being available, motion
estimation unit 222 and motion compensation unit 224 may add the motion vector
information for the bottom collocated block to the first motion vector predictor list.
[0208] In some examples, motion estimation unit 222 and motion compensation unit
224 may determine that motion vector information for a center collocated block located
in a picture other than the first picture is not available. In some cases, subsequent to
determining that the motion vector information for the center collocated block is not
available, motion estimation unit 222 and motion compensation unit 224 may determine
that motion vector information for a bottom collocated block located in the picture other
than the first picture is not available. In such cases, subsequent to determining that the
motion vector information for the bottom collocated block is not available, motion
estimation unit 222 and motion compensation unit 224 may determine whether motion
vector information for a right collocated block located in the picture other than the first
picture is available (e.g., block 7 816 of FIG. 8A), and based on the motion vector
information for the right collocated block being available, motion estimation unit 222
and motion compensation unit 224 may add the motion vector information for the right
collocated block to the first motion vector predictor list.

[0209] Motion estimation unit 222 and motion compensation unit 224 may perform
similar operations for adding motion vector information for collocated blocks for
constructing the second motion vector predictor list. However, for the second motion
vector predictor list, motion estimation unit 222 and motion compensation unit 224 may
add motion vector information based on the availability of center collocated block 5

828, bottom collocated block 6 830, and left collocated block 7 832 of FIG. 8B.
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[0210] In constructing motion vector predictor lists, motion estimation unit 222 and
motion compensation unit 224 may construct the motion vector predictor lists based on
size of the block, in some examples. For instance, motion estimation unit 222 and
motion compensation unit 224 may construct the first motion vector predictor list,
having a first maximum size, based on the first block having a size greater than a
threshold size. Motion estimation unit 222 and motion compensation unit 224 may
construct a third motion vector predictor list, having a second maximum size that is less
than the first maximum size, for a third block in the first picture based on the third block
having a size less than the threshold size. As one example, the first maximum size
equals six, the second maximum size equals four, and the threshold size equals Nx4 or
4xN, where N is less than or equal to eight.

[0211] Motion estimation unit 222 and motion compensation unit 224 may be
configured to encode the first block and the second block. For example, motion
estimation unit 222 and motion compensation unit 224 may determine a prediction
block for the first block and determine a motion vector for the first block that identifies
the prediction block. Motion estimation unit 222 and motion compensation unit 224
may determine an entry in the first motion vector predictor list based on the motion
vector. Motion estimation unit 222 and motion compensation unit 224 may cause
entropy encoding unit 220 to signal information indicative of the entry in the first
motion vector predictor list. In addition, residual generation unit 204 may determine
residual data representing a difference between the first block and the prediction block.
Entropy encoding unit 220 may signal information indicative of the residual data.
Motion estimation unit 222 and motion compensation unit 224 may perform similar
operations to encode the second block using the second motion vector predictor list.
[0212] As another example, for intra-prediction, or intra-prediction coding, intra-
prediction unit 226 may generate the prediction block from samples neighboring the
current block. For example, for directional modes, intra-prediction unit 226 may
generally mathematically combine values of neighboring samples and populate these
calculated values in the defined direction across the current block to produce the
prediction block. As another example, for DC mode, intra-prediction unit 226 may
calculate an average of the neighboring samples to the current block and generate the
prediction block to include this resulting average for each sample of the prediction

block.
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[0213] Mode selection unit 202 provides the prediction block to residual generation unit
204. Residual generation unit 204 receives a raw, uncoded version of the current block
from video data memory 230 and the prediction block from mode selection unit 202.
Residual generation unit 204 calculates sample-by-sample differences between the
current block and the prediction block. The resulting sample-by-sample differences
define a residual block for the current block. In some examples, residual generation unit
204 may also determine differences between sample values in the residual block to
generate a residual block using residual differential pulse code modulation (RDPCM).
In some examples, residual generation unit 204 may be formed using one or more
subtractor circuits that perform binary subtraction.

[0214] In examples where mode selection unit 202 partitions CUs into PUs, each PU
may be associated with a luma prediction unit and corresponding chroma prediction
units. Video encoder 200 and video decoder 300 may support PUs having various sizes.
As indicated above, the size of a CU may refer to the size of the luma coding block of
the CU and the size of a PU may refer to the size of a luma prediction unit of the PU.
Assuming that the size of a particular CU is 2Nx2N, video encoder 200 may support PU
sizes of 2Nx2N or NxN for intra prediction, and symmetric PU sizes of 2Nx2N, 2NxN,
Nx2N, NxN, or similar for inter prediction. Video encoder 200 and video decoder 300
may also support asymmetric partitioning for PU sizes of 2NxnU, 2NxnD, nL.x2N, and
nRx2N for inter prediction.

[0215] In examples where mode selection unit 202 does not further partition a CU into
PUs, each CU may be associated with a luma coding block and corresponding chroma
coding blocks. As above, the size of a CU may refer to the size of the luma coding
block of the CU. The video encoder 200 and video decoder 300 may support CU sizes
of 2Nx2N, 2NxN, or Nx2N.

[0216] For other video coding techniques such as an intra-block copy mode coding, an
affine-mode coding, and linear model (LM) mode coding, as few examples, mode
selection unit 202, via respective units associated with the coding techniques, generates
a prediction block for the current block being encoded. In some examples, such as
palette mode coding, mode selection unit 202 may not generate a prediction block, and
instead generate syntax elements that indicate the manner in which to reconstruct the
block based on a selected palette. In such modes, mode selection unit 202 may provide

these syntax elements to entropy encoding unit 220 to be encoded.
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[0217] As described above, residual generation unit 204 receives the video data for the
current block and the corresponding prediction block. Residual generation unit 204 then
generates a residual block for the current block. To generate the residual block, residual
generation unit 204 calculates sample-by-sample differences between the prediction
block and the current block.

[0218] Transform processing unit 206 applies one or more transforms to the residual
block to generate a block of transform coefficients (referred to herein as a “transform
coefficient block™). Transform processing unit 206 may apply various transforms to a
residual block to form the transform coefficient block. For example, transform
processing unit 206 may apply a discrete cosine transform (DCT), a directional
transform, a Karhunen-Loeve transform (KLT), or a conceptually similar transform to a
residual block. In some examples, transform processing unit 206 may perform multiple
transforms to a residual block, e.g., a primary transform and a secondary transform,
such as a rotational transform. In some examples, transform processing unit 206 does
not apply transforms to a residual block.

[0219] Quantization unit 208 may quantize the transform coefficients in a transform
coefficient block, to produce a quantized transform coefficient block. Quantization unit
208 may quantize transform coefficients of a transform coefficient block according to a
quantization parameter (QP) value associated with the current block. Video encoder
200 (e.g., via mode selection unit 202) may adjust the degree of quantization applied to
the coefficient blocks associated with the current block by adjusting the QP value
associated with the CU. Quantization may introduce loss of information, and thus,
quantized transform coefficients may have lower precision than the original transform
coefficients produced by transform processing unit 206.

[0220] Inverse quantization unit 210 and inverse transform processing unit 212 may
apply inverse quantization and inverse transforms to a quantized transform coefficient
block, respectively, to reconstruct a residual block from the transform coefficient block.
Reconstruction unit 214 may produce a reconstructed block corresponding to the current
block (albeit potentially with some degree of distortion) based on the reconstructed
residual block and a prediction block generated by mode selection unit 202. For
example, reconstruction unit 214 may add samples of the reconstructed residual block to
corresponding samples from the prediction block generated by mode selection unit 202

to produce the reconstructed block.
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[0221] Filter unit 216 may perform one or more filter operations on reconstructed
blocks. For example, filter unit 216 may perform deblocking operations to reduce
blockiness artifacts along edges of CUs. Operations of filter unit 216 may be skipped,
in some examples.

[0222] Video encoder 200 stores reconstructed blocks in DPB 218. For instance, in
examples where operations of filter unit 216 are not needed, reconstruction unit 214
may store reconstructed blocks to DPB 218. In examples where operations of filter unit
216 are needed, filter unit 216 may store the filtered reconstructed blocks to DPB 218.
Motion estimation unit 222 and motion compensation unit 224 may retrieve a reference
picture from DPB 218, formed from the reconstructed (and potentially filtered) blocks,
to inter-predict blocks of subsequently encoded pictures. In addition, intra-prediction
unit 226 may use reconstructed blocks in DPB 218 of a current picture to intra-predict
other blocks in the current picture.

[0223] In general, entropy encoding unit 220 may entropy encode syntax elements
received from other functional components of video encoder 200. For example, entropy
encoding unit 220 may entropy encode quantized transform coefficient blocks from
quantization unit 208. As another example, entropy encoding unit 220 may entropy
encode prediction syntax elements (e.g., motion information for inter-prediction or
intra-mode information for intra-prediction) from mode selection unit 202. Entropy
encoding unit 220 may perform one or more entropy encoding operations on the syntax
elements, which are another example of video data, to generate entropy-encoded data.
For example, entropy encoding unit 220 may perform a context-adaptive variable length
coding (CAVLC) operation, a CABAC operation, a variable-to-variable (V2V) length
coding operation, a syntax-based context-adaptive binary arithmetic coding (SBAC)
operation, a Probability Interval Partitioning Entropy (PIPE) coding operation, an
Exponential-Golomb encoding operation, or another type of entropy encoding operation
on the data. In some examples, entropy encoding unit 220 may operate in bypass mode
where syntax elements are not entropy encoded.

[0224] Video encoder 200 may output a bitstream that includes the entropy encoded
syntax elements needed to reconstruct blocks of a slice or picture. In particular, entropy
encoding unit 220 may output the bitstream.

[0225] The operations described above are described with respect to a block. Such
description should be understood as being operations for a luma coding block and/or

chroma coding blocks. As described above, in some examples, the luma coding block



WO 2020/118191 PCT/US2019/064953
56

and chroma coding blocks are luma and chroma components of a CU. In some
examples, the luma coding block and the chroma coding blocks are luma and chroma
components of a PU.

[0226] In some examples, operations performed with respect to a luma coding block
need not be repeated for the chroma coding blocks. As one example, operations to
identify a motion vector (MV) and reference picture for a luma coding block need not
be repeated for identifying a MV and reference picture for the chroma blocks. Rather,
the MV for the luma coding block may be scaled to determine the MV for the chroma
blocks, and the reference picture may be the same. As another example, the intra-
prediction process may be the same for the luma coding blocks and the chroma coding
blocks.

[0227] FIG. 3 is a block diagram illustrating an example video decoder 300 that may
perform the techniques of this disclosure. FIG. 3 is provided for purposes of
explanation and is not limiting on the techniques as broadly exemplified and described
in this disclosure. For purposes of explanation, this disclosure describes video decoder
300 according to the techniques of H.266/VVC, JEM, and HEVC. However, the
techniques of this disclosure may be performed by video coding devices that are
configured to other video coding standards.

[0228] In the example of FIG. 3, video decoder 300 includes coded picture buffer
(CPB) memory 320, entropy decoding unit 302, prediction processing unit 304, inverse
quantization unit 306, inverse transform processing unit 308, reconstruction unit 310,
filter unit 312, and decoded picture buffer (DPB) 314. Prediction processing unit 304
includes motion compensation unit 316 and intra-prediction unit 318. Prediction
processing unit 304 may include addition units to perform prediction in accordance with
other prediction modes. As examples, prediction processing unit 304 may include a
palette unit, an intra-block copy unit (which may form part of motion compensation unit
316), an affine unit, a linear model (LM) unit, or the like. In other examples, video
decoder 300 may include more, fewer, or different functional components.

[0229] CPB memory 320 may store video data, such as an encoded video bitstream, to
be decoded by the components of video decoder 300. The video data stored in CPB
memory 320 may be obtained, for example, from computer-readable medium 110 (FIG.
1). CPB memory 320 may include a CPB that stores encoded video data (e.g., syntax
elements) from an encoded video bitstream. Also, CPB memory 320 may store video

data other than syntax elements of a coded picture, such as temporary data representing
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outputs from the various units of video decoder 300. DPB 314 generally stores decoded
pictures, which video decoder 300 may output and/or use as reference video data when
decoding subsequent data or pictures of the encoded video bitstream. CPB memory 320
and DPB 314 may be formed by any of a variety of memory devices, such as dynamic
random-access memory (DRAM), including synchronous DRAM (SDRAM),
magnetoresistive RAM (MRAM)), resistive RAM (RRAM), or other types of memory
devices. CPB memory 320 and DPB 314 may be provided by the same memory device
or separate memory devices. In various examples, CPB memory 320 may be on-chip
with other components of video decoder 300, or off-chip relative to those components.
[0230] Additionally or alternatively, in some examples, video decoder 300 may retrieve
coded video data from memory 120 (FIG. 1). That is, memory 120 may store data as
discussed above with CPB memory 320. Likewise, memory 120 may store instructions
to be executed by video decoder 300, when some or all of the functionality of video
decoder 300 is implemented in software to be executed by processing circuitry of video
decoder 300.

[0231] The various units shown in FIG. 3 are illustrated to assist with understanding the
operations performed by video decoder 300. The units may be implemented as fixed-
function circuits, programmable circuits, or a combination thereof. Similar to FIG. 2,
fixed-function circuits refer to circuits that provide particular functionality, and are
preset on the operations that can be performed. Programmable circuits refer to circuits
that can programmed to perform various tasks, and provide flexible functionality in the
operations that can be performed. For instance, programmable circuits may execute
software or firmware that cause the programmable circuits to operate in the manner
defined by instructions of the software or firmware. Fixed-function circuits may
execute software instructions (e.g., to receive parameters or output parameters), but the
types of operations that the fixed-function circuits perform are generally immutable. In
some examples, the one or more of the units may be distinct circuit blocks (fixed-
function or programmable), and in some examples, the one or more units may be
integrated circuits.

[0232] Video decoder 300 may include ALUs, EFUs, digital circuits, analog circuits,
and/or programmable cores formed from programmable circuits. In examples where the
operations of video decoder 300 are performed by software executing on the
programmable circuits, on-chip or off-chip memory may store instructions (e.g., object

code) of the software that video decoder 300 receives and executes.
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[0233] Entropy decoding unit 302 may receive encoded video data from the CPB and
entropy decode the video data to reproduce syntax elements. Prediction processing unit
304, inverse quantization unit 306, inverse transform processing unit 308,
reconstruction unit 310, and filter unit 312 may generate decoded video data based on
the syntax elements extracted from the bitstream.

[0234] In general, video decoder 300 reconstructs a picture on a block-by-block basis.
Video decoder 300 may perform a reconstruction operation on each block individually
(where the block currently being reconstructed, i.e., decoded, may be referred to as a
“current block™).

[0235] Entropy decoding unit 302 may entropy decode syntax elements defining
quantized transform coefficients of a quantized transform coefficient block, as well as
transform information, such as a quantization parameter (QP) and/or transform mode
indication(s). Inverse quantization unit 306 may use the QP associated with the
quantized transform coefficient block to determine a degree of quantization and,
likewise, a degree of inverse quantization for inverse quantization unit 306 to apply.
Inverse quantization unit 306 may, for example, perform a bitwise left-shift operation to
inverse quantize the quantized transform coefficients. Inverse quantization unit 306
may thereby form a transform coefficient block including transform coefticients.
[0236] After inverse quantization unit 306 forms the transform coefficient block,
inverse transform processing unit 308 may apply one or more inverse transforms to the
transform coefficient block to generate a residual block associated with the current
block. For example, inverse transform processing unit 308 may apply an inverse DCT,
an inverse integer transform, an inverse Karhunen-Loeve transform (KLT), an inverse
rotational transform, an inverse directional transform, or another inverse transform to
the coefticient block.

[0237] Furthermore, prediction processing unit 304 generates a prediction block
according to prediction information syntax elements that were entropy decoded by
entropy decoding unit 302. For example, if the prediction information syntax elements
indicate that the current block is inter-predicted, motion compensation unit 316 may
generate the prediction block. In this case, the prediction information syntax elements
may indicate a reference picture in DPB 314 from which to retrieve a reference block,
as well as a motion vector identifying a location of the reference block in the reference
picture relative to the location of the current block in the current picture. Motion

compensation unit 316 may generally perform the inter-prediction process in a manner



WO 2020/118191 PCT/US2019/064953
59

that is substantially similar to that described with respect to motion compensation unit
224 (FIG. 2).

[0238] In accordance with the techniques of this disclosure, motion compensation unit
316 may perform inter-prediction and motion vector prediction techniques when coding
a block described in this disclosure. For example, as will be explained in more detail
below, motion compensation unit 316 may be configured to construct a motion vector
predictor list utilizing the example techniques described in this disclosure.

[0239] As described above, in some examples, the motion vector predictor list for a
block may be based on the coding order of the picture that includes the block and the
spatially neighboring blocks and/or collocated blocks. For instance, in one example, the
five spatially neighboring blocks may be the those illustrated in FIG. 8A for a left-to-
right coding order and the five spatially neighboring blocks may be those illustrated in
FIG. 8B for a right-to-left coding order.

[0240] For instance, for a first block, in a first picture having a left-to-right coding
order, motion compensation unit 316 may construct a first motion vector predictor list.
A first entry in the first motion vector predictor list may be based on motion vector
information of a left neighboring block to the first block (e.g., block 0 802 of FIG. 8A).
For a second block, in a second picture having a right-to-left coding order, motion
compensation unit 316 may construct a second motion vector predictor list. A first
entry in the second motion vector predictor list may be based on motion vector
information of a right neighboring block to the second block (e.g., block 0 818 of FIG.
8B).

[0241] Motion compensation unit 316 may check motion vector information stored in
decoded picture buffer 314 (as one example) for a plurality, including all, of the
spatially neighboring blocks in parallel. In other words, whether motion compensation
unit 316 check motion vector information for a particular spatially neighboring block
may not be dependent upon motion vector information of any other block.

[0242] Based on the checking of the motion vector information of the spatially
neighboring blocks, motion compensation unit 316 may construct a motion vector
predictor list having motion vector information in an order based on availability of the
motion vector information. The order of the motion vector information in the motion
vector predictor list for a left-to-right coding order may be: motion vector information
of the left neighboring block (e.g., block 0 802 of FIG. 8A), motion vector information
of an above neighboring block (e.g., block 1 804 of FIG. 8A), motion vector
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information of an above-right neighboring block (e.g., block 2 806 of FIG. 8A), motion
vector information of a below-left neighboring block (e.g., block 3 808 of FIG. 8A), and
motion vector information of an above-left neighboring block (e.g., block 4 810 of FIG.
8A). The order of the motion vector information in the motion vector predictor list for a
right-to-left coding order may be: motion vector information of the right neighboring
block (e.g., block 0 818 of FIG. 8B), motion vector information of an above
neighboring block (e.g., block 1 820 of FIG. 8B), motion vector information of an
above-left neighboring block (e.g., block 2 822 of FIG. 8B), motion vector information
of a below-right neighboring block (e.g., block 3 824 of FIG. 8B), and motion vector
information of an above-right eft neighboring block (e.g., block 4 826 of FIG. 8B).
[0243] The above ordering is based on the availability of the motion vector information.
If motion vector information is not available for a particular block, then that motion
vector information is not added to the motion vector predictor list. In some examples,
the next available motion vector information may be included in the space reserved for
the block for which there was not any motion vector information. For example, motion
vector information for block 1 804 of FIG. 8A may be the second entry in the motion
vector predictor list, and motion vector information for block 2 806 of FIG. 8A may be
the third entry in the motion vector predictor list. If motion vector information for block
1 804 of FIG. 8A is not available and motion vector information for block 2 806 of FIG.
A is available, then motion vector information for block 2 806 may be in the second
entry of the motion vector predictor list.

[0244] In the above example, motion compensation unit 316 determined a first motion
vector predictor list and a second motion vector predictor list based on spatially
neighboring blocks. In some examples, motion compensation unit 316 may include
motion vector information, stored in decoded picture buffer 314 (as one example), of
collocated blocks in the first motion vector predictor list and the second motion vector
predictor list.

[0245] As one example, motion compensation unit 316 may determine whether motion
vector information for a center collocated block located in a picture other than the first
picture (e.g., block 5 812 of FIG. 8A) is available before determining whether motion
vector information in any other collocated block located in the picture other than the
first picture is available, and based on the motion vector information for the center

collocated block being available, motion compensation unit 316 may add the motion
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vector information for the center collocated block to the first motion vector predictor
list.

[0246] In some examples, motion compensation unit 316 may determine that motion
vector information for a center collocated block located in a picture other than the first
picture is not available. In such examples, subsequent to determining that the motion
vector information for the center collocated block is not available, motion compensation
unit 316 may determine whether motion vector information for a bottom collocated
block located in the picture other than the first picture is available (e.g., block 6 814 of
FIG. 8A), and based on the motion vector information for the bottom collocated block
being available, motion compensation unit 316 may add the motion vector information
for the bottom collocated block to the first motion vector predictor list.

[0247] In some examples, motion compensation unit 316 may determine that motion
vector information for a center collocated block located in a picture other than the first
picture is not available. In some cases, subsequent to determining that the motion
vector information for the center collocated block is not available, motion compensation
unit 316 may determine that motion vector information for a bottom collocated block
located in the picture other than the first picture is not available. In such cases,
subsequent to determining that the motion vector information for the bottom collocated
block is not available, motion compensation unit 316 may determine whether motion
vector information for a right collocated block located in the picture other than the first
picture is available (e.g., block 7 816 of FIG. 8A), and based on the motion vector
information for the right collocated block being available, motion compensation unit
316 may add the motion vector information for the right collocated block to the first
motion vector predictor list.

[0248] Motion compensation unit 316 may perform similar operations for adding
motion vector information for collocated blocks for constructing the second motion
vector predictor list. However, for the second motion vector predictor list, motion
compensation unit 316 may add motion vector information based on the availability of
center collocated block 5 828, bottom collocated block 6 830, and left collocated block
7 832 of FIG. 8B.

[0249] In constructing motion vector predictor lists, motion compensation unit 316 may
construct the motion vector predictor lists based on size of the block, in some examples.
For instance, motion compensation unit 316 may construct the first motion vector

predictor list, having a first maximum size, based on the first block having a size greater
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than a threshold size. Motion compensation unit 316 may construct a third motion
vector predictor list, having a second maximum size that is less than the first maximum
size, for a third block in the first picture based on the third block having a size less than
the threshold size. As one example, the first maximum size equals six, the second
maximum size equals four, and the threshold size equals Nx4 or 4xN, where N is less
than or equal to eight.

[0250] Motion compensation unit 316, with reconstruction unit 310, may be configured
to decode the first block and the second block. For example, motion compensation unit
316 receive information indicative of an entry in the first motion vector predictor list
and determine a motion vector for the first block based on the entry. Motion
compensation unit 316 may determine a prediction block, stored in decoded picture
buffer 314, for the first block based on the motion vector. Reconstruction unit 310 may
be configured to reconstruct the first block based on the prediction block and received
information indicative of residual data representing a difference between the prediction
block and the first block. Motion compensation unit 316 and reconstruction unit 310
may be configured to similarly decode the second block.

[0251] As another example, if the prediction information syntax elements indicate that
the current block is intra-predicted, intra-prediction unit 318 may generate the
prediction block according to an intra-prediction mode indicated by the prediction
information syntax elements. Again, intra-prediction unit 318 may generally perform
the intra-prediction process in a manner that is substantially similar to that described
with respect to intra-prediction unit 226 (FIG. 2). Intra-prediction unit 318 may retrieve
data of neighboring samples to the current block from DPB 314.

[0252] Reconstruction unit 310 may reconstruct the current block using the prediction
block and the residual block. For example, reconstruction unit 310 may add samples of
the residual block to corresponding samples of the prediction block to reconstruct the
current block.

[0253] Filter unit 312 may perform one or more filter operations on reconstructed
blocks. For example, filter unit 312 may perform deblocking operations to reduce
blockiness artifacts along edges of the reconstructed blocks. Operations of filter unit
312 are not necessarily performed in all examples.

[0254] Video decoder 300 may store the reconstructed blocks in DPB 314. As
discussed above, DPB 314 may provide reference information, such as samples of a

current picture for intra-prediction and previously decoded pictures for subsequent
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motion compensation, to prediction processing unit 304. Moreover, video decoder 300
may output decoded pictures from DPB for subsequent presentation on a display device,
such as display device 118 of FIG. 1.

[0255] FIG. 9 is a flowchart illustrating an example method of coding data. For ease of
description, the example of FIG. 9 is described with respect to processing circuitry. One
example of the processing circuitry is video encoder 200. Another example of the
processing circuitry is video decoder 300. The processing circuitry may be fixed-
function circuitry, programmable circuitry, or a combination of fixed-function and
programmable circuitry.

[0256] In one or more examples, memory may be configured to store motion vector
information such as motion vector information of spatially neighboring blocks and
collocated blocks. As one example, the memory may be video data memory 230,
decoded picture buffer 218, or memory 106. As another example, the memory may be
decoded picture buffer 314 or memory 120.

[0257] For a first block, in a first picture having a left-to-right coding order, the
processing circuitry may be configured to construct a first motion vector predictor list
(400). A first entry in the first motion vector predictor list may be based on motion
vector information of a left neighboring block to the first block stored in the memory.
One example of the left neighboring block is block 0 802 of FIG. 8A, where block 0
802 of FIG. 8A is located left of current block 800 of FIG. 8A and shares a left
boundary of current block 800 of FIG. 8A (e.g., the left neighboring block is a block left
of the first block having a bottom boundary that is same as a bottom boundary of the
first block). In some examples, the processing circuitry may be configured to construct
the first motion vector predictor list having motion vector information in the following
order based on motion vector information availability: motion vector information of the
left neighboring block (e.g., block 0 802), motion vector information of an above
neighboring block (e.g., block 1 804), motion vector information of an above-right
neighboring block (e.g., block 2 806), motion vector information of a below-left
neighboring block (e.g., block 3 808), and motion vector information of an above-left
neighboring block (e.g., block 4 810).

[0258] In some examples, to construct the first motion vector predictor list, the
processing circuitry may be configured to determine whether motion vector information
for a center collocated block (e.g., block 812) located in a picture other than the first

picture is available before determining whether motion vector information in any other
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collocated block located in the picture other than the first picture is available, and based
on the motion vector information for the center collocated block being available, add the
motion vector information for the center collocated block to the first motion vector
predictor list. In some examples, to construct the first motion vector predictor list, the
processing circuitry is configured to determine that motion vector information for a
center collocated block located in a picture other than the first picture is not available,
subsequent to determining that the motion vector information for the center collocated
block is not available, determine whether motion vector information for a bottom
collocated block (e.g., block 6 814 that is bottom and closest to the right of current
block 800 of FIG. 8A) located in the picture other than the first picture is available, and
based on the motion vector information for the bottom collocated block being available,
add the motion vector information for the bottom collocated block to the first motion
vector predictor list. In some examples, a right boundary of the bottom collocated block
(e.g., block 6 814) is in same location in the picture other than the first picture as a right
boundary of the first block in the first picture.

[0259] In some examples, to construct the first motion vector predictor list, the
processing circuitry is configured to determine that motion vector information for a
center collocated block located in a picture other than the first picture is not available,
subsequent to determining that the motion vector information for the center collocated
block is not available, determine that motion vector information for a bottom collocated
block located in the picture other than the first picture is not available, subsequent to
determining that the motion vector information for the bottom collocated block is not
available, determine whether motion vector information for a right collocated block
(e.g., block 7 816 that is right and closest to the bottom of current block 800 of FIG. 8A)
located in the picture other than the first picture is available, and based on the motion
vector information for the right collocated block being available, add the motion vector
information for the right collocated block to the first motion vector predictor list. In
some examples, a bottom boundary of the right collocated block (e.g., block 7 816) is in
same location in the picture other than the first picture as a bottom boundary of the first
block in the first picture.

[0260] The processing circuitry may be configured to code the first block in the first
picture based on the first motion vector predictor list (402). As one example, to code
the first block in the first picture based on the first motion vector predictor list, the

processing circuitry may be configured to decode the first block in the first picture
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based on the first motion vector predictor list. To decode the first block, the processing
circuitry may be configured to receive information indicative of an entry in the first
motion vector predictor list, determine a motion vector for the first block based on the
entry, determine a prediction block for the first block based on the motion vector, and
reconstruct the first block based on the prediction block and received information
indicative of residual data representing a difference between the prediction block and
the first block. As another example, to code the first block in the first picture based on
the first motion vector predictor list, the processing circuitry may be configured to
encode the first block in the first picture based on the first motion vector predictor list.
To encode the first block, the processing circuitry may be configured to determine a
prediction block for the first block, determine a motion vector for the first block that
identifies the prediction block, determine an entry in the first motion vector predictor
list based on the motion vector, signal information indicative of the entry, and signal
information indicative of residual data representing a difference between the first block
and the prediction block.

[0261] For a second block, in a second picture having a right-to-left coding order, the
processing circuitry may be configured to construct a second motion vector predictor
list (404). A first entry in the second motion vector predictor list may be based on
motion vector information of a right neighboring block to the second block stored in the
memory. One example of the right neighboring block is block 0 818 of FIG. 8B, where
block 0 818 of FIG. 8B is located right of current block 800 of FIG. 8B and shares a
right boundary of current block 800 of FIG. 8B (e.g., the right neighboring block is a
block right of the second block having a bottom boundary that is same as a bottom
boundary of the second block). In some examples, the processing circuitry may be
configured to construct the second motion vector predictor list having motion vector
information in the following order based on motion vector information availability:
motion vector information of the right neighboring block (e.g., block 0 818), motion
vector information of an above neighboring block (e.g., block 1 820), motion vector
information of an above-left neighboring block (e.g., block 2 822), motion vector
information of a below-right neighboring block (e.g., block 3 824), and motion vector
information of an above-right neighboring block (e.g., block 4 826).

[0262] In some examples, to construct the second motion vector predictor list, the
processing circuitry may be configured to determine whether motion vector information

for a center collocated block (e.g., block 5 828) located in a picture other than the
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second picture is available before determining whether motion vector information in any
other collocated block located in the picture other than the second picture is available,
and based on the motion vector information for the center collocated block being
available, add the motion vector information for the center collocated block to the
second motion vector predictor list. In some examples, to construct the second motion
vector predictor list, the processing circuitry is configured to determine that motion
vector information for a center collocated block located in a picture other than the
second picture is not available, subsequent to determining that the motion vector
information for the center collocated block is not available, determine whether motion
vector information for a bottom collocated block (e.g., block 6 830 that is bottom and
closest to the left of current block 800 of FIG. 8B) located in the picture other than the
second picture is available, and based on the motion vector information for the bottom
collocated block being available, add the motion vector information for the bottom
collocated block to the second motion vector predictor list. In some examples, a left
boundary of the bottom collocated block (e.g., block 6 830) is in same location in the
picture other than the second picture as a left boundary of the second block in the
second picture.

[0263] In some examples, to construct the second motion vector predictor list, the
processing circuitry is configured to determine that motion vector information for a
center collocated block located in a picture other than the second picture is not
available, subsequent to determining that the motion vector information for the center
collocated block is not available, determine that motion vector information for a bottom
collocated block located in the picture other than the second picture is not available,
subsequent to determining that the motion vector information for the bottom collocated
block is not available, determine whether motion vector information for a left collocated
block (e.g., block 7 832 that is left and closest to the bottom of current block 800 of
FIG. 8B) located in the picture other than the second picture is available, and based on
the motion vector information for the left collocated block being available, add the
motion vector information for the left collocated block to the second motion vector
predictor list. In some examples, a bottom boundary of the left collocated block (e.g.,
block 7 832) is in same location in the picture other than the second picture as a bottom
boundary of the second block in the second picture.

[0264] The processing circuitry may be configured to code the second block in the

second picture based on the second motion vector predictor list (406). As one example,
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to code the second block in the second picture based on the second motion vector
predictor list, the processing circuitry may be configured to decode the second block in
the second picture based on the second motion vector predictor list. To decode the
second block, the processing circuitry may be configured to receive information
indicative of an entry in the second motion vector predictor list, determine a motion
vector for the second block based on the entry, determine a prediction block for the
second block based on the motion vector, and reconstruct the second block based on the
prediction block and received information indicative of residual data representing a
difference between the prediction block and the second block. As another example, to
code the second block in the second picture based on the second motion vector predictor
list, the processing circuitry may be configured to encode the second block in the second
picture based on the second motion vector predictor list. To encode the second block,
the processing circuitry may be configured to determine a prediction block for the
second block, determine a motion vector for the second block that identifies the
prediction block, determine an entry in the second motion vector predictor list based on
the motion vector, signal information indicative of the entry, and signal information
indicative of residual data representing a difference between the second block and the
prediction block.

[0265] The following are some example techniques that may be performed together
and/or in combination with any of the techniques described in this disclosure. The
following examples are merely some examples and should not be considered limiting or
necessary in all examples.

[0266] Example 1. A method of coding video data, the method comprising
constructing a motion vector predictor list comprising five spatial candidates and up to
three collocated temporal candidates and coding a block of video data using the motion
vector predictor list.

[0267] Example 2.  The method of example 1, wherein constructing the motion
vector predictor list comprises checking the availability of spatial candidates before
checking the availability of collocated temporal candidates.

[0268] Example 3.  The method of example 1, wherein the five spatial candidates and
the three collocated temporal candidates are located in a pattern shown in FIG. 8A.
[0269] Example 4.  The method of example 1, wherein the five spatial candidates and

the three collocated temporal candidates are located in a pattern shown in FIG. 8B.
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[0270] Example 5.  The method of example 1, wherein the five spatial candidates and
the three collocated temporal candidates are located in a pattern shown in FIG. 8C.
[0271] Example 6.  The method of example 1, further comprising determining the
five spatial candidates and the three collocated temporal candidates based on one or
more of a coding mode for the block, a type of partitioning of the block, or a coding
direction of the block.

[0272] Example 7.  The method of example 1, wherein constructing the motion
vector predictor list comprises checking the availability of spatial candidates in parallel
with checking the availability of collocated temporal candidates.

[0273] Example 8.  The method of example 7, further comprising determining the
validity of a respective position of the spatial candidates and the collocated temporal
candidates and adding motion information to the motion vector predictor list from
candidates that are determined to be valid.

[0274] Example 9.  The method of example 1, wherein constructing the motion
vector predictor list comprises determining a maximum effective size of the motion
vector predictor list based on a size of the block of video data and constructing the
motion vector predictor list based on the maximum effective size.

[0275] Example 10. The method of any combination of techniques of examples 1-9.
[0276] Example 11. The method of any of examples 1-10, wherein coding comprises
decoding.

[0277] Example 12. The method of any of examples 1-10, wherein coding comprises
encoding.

[0278] Example 13. A device for coding video data, the device comprising one or
more means for performing the method of any of examples 1-10.

[0279] Example 14. The device of example 13, wherein the one or more means
comprise one or more processors implemented in circuitry.

[0280] Example 15. The device of any of examples 13 and 14, further comprising a
memory to store the video data.

[0281] Example 16. The device of any combination of examples 13—15, further
comprising a display configured to display decoded video data.

[0282] Example 17. The device of any combination of examples 13—16, wherein the
device comprises one or more of a camera, a computer, a mobile device, a broadcast

receiver device, or a set-top box.
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[0283] Example 18. The device of any combination of examples 13—17, wherein the
device comprises a video decoder.

[0284] Example 19. The device of any combination of examples 13—18, wherein the
device comprises a video encoder.

[0285] Example 20. A computer-readable storage medium having stored thereon
instructions that, when executed, cause one or more processors to perform the method of
any of examples 1-10.

[0286] Example 21. Any combination of techniques described in this disclosure.
[0287] It is to be recognized that depending on the example, certain acts or events of
any of the techniques described herein can be performed in a different sequence, may be
added, merged, or left out altogether (e.g., not all described acts or events are necessary
for the practice of the techniques). Moreover, in certain examples, acts or events may
be performed concurrently, e.g., through multi-threaded processing, interrupt
processing, or multiple processors, rather than sequentially.

[0288] In one or more examples, the functions described may be implemented in
hardware, software, firmware, or any combination thereof. If implemented in software,
the functions may be stored on or transmitted over as one or more instructions or code
on a computer-readable medium and executed by a hardware-based processing unit.
Computer-readable media may include computer-readable storage media, which
corresponds to a tangible medium such as data storage media, or communication media
including any medium that facilitates transfer of a computer program from one place to
another, e.g., according to a communication protocol. In this manner, computer-
readable media generally may correspond to (1) tangible computer-readable storage
media which is non-transitory or (2) a communication medium such as a signal or
carrier wave. Data storage media may be any available media that can be accessed by
one or more computers or one or more processors to retrieve instructions, code and/or
data structures for implementation of the techniques described in this disclosure. A
computer program product may include a computer-readable medium.

[0289] By way of example, and not limitation, such computer-readable storage media
can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage, or other magnetic storage devices, flash memory, or any other medium that
can be used to store desired program code in the form of instructions or data structures
and that can be accessed by a computer. Also, any connection is properly termed a

computer-readable medium. For example, if instructions are transmitted from a
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website, server, or other remote source using a coaxial cable, fiber optic cable, twisted
pair, digital subscriber line (DSL), or wireless technologies such as infrared, radio, and
microwave, then the coaxial cable, fiber optic cable, twisted pair, DSL, or wireless
technologies such as infrared, radio, and microwave are included in the definition of
medium. It should be understood, however, that computer-readable storage media and
data storage media do not include connections, carrier waves, signals, or other transitory
media, but are instead directed to non-transitory, tangible storage media. Disk and disc,
as used herein, includes compact disc (CD), laser disc, optical disc, digital versatile disc
(DVD), floppy disk and Blu-ray disc, where disks usually reproduce data magnetically,
while discs reproduce data optically with lasers. Combinations of the above should also
be included within the scope of computer-readable media.

[0290] Instructions may be executed by one or more processors, such as one or more
digital signal processors (DSPs), general purpose microprocessors, application specific
integrated circuits (ASICs), field programmable gate arrays (FPGAs), or other
equivalent integrated or discrete logic circuitry. Accordingly, the term “processor,” as
used herein may refer to any of the foregoing structure or any other structure suitable for
implementation of the techniques described herein. In addition, in some aspects, the
functionality described herein may be provided within dedicated hardware and/or
software modules configured for encoding and decoding, or incorporated in a combined
codec. Also, the techniques could be fully implemented in one or more circuits or logic
elements.

[0291] The techniques of this disclosure may be implemented in a wide variety of
devices or apparatuses, including a wireless handset, an integrated circuit (IC) or a set of
ICs (e.g., a chip set). Various components, modules, or units are described in this
disclosure to emphasize functional aspects of devices configured to perform the
disclosed techniques, but do not necessarily require realization by different hardware
units. Rather, as described above, various units may be combined in a codec hardware
unit or provided by a collection of interoperative hardware units, including one or more
processors as described above, in conjunction with suitable software and/or firmware.
[0292] Various examples have been described. These and other examples are within the

scope of the following claims.
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WHAT IS CLAIMED IS:

1. A method of coding video data, the method comprising:

for a first block, in a first picture having a left-to-right coding order, constructing
a first motion vector predictor list, wherein a first entry in the first motion vector
predictor list is based on motion vector information of a left neighboring block to the
first block;

coding the first block in the first picture based on the first motion vector
predictor list;

for a second block, in a second picture having a right-to-left coding order,
constructing a second motion vector predictor list, wherein a first entry in the second
motion vector predictor list is based on motion vector information of a right neighboring
block to the second block; and

coding the second block in the second picture based on the second motion vector

predictor list.

2. The method of claim 1, wherein constructing the first motion vector predictor
list comprises constructing the first motion vector predictor list having motion vector
information in the following order based on motion vector information availability:

motion vector information of the left neighboring block;

motion vector information of an above neighboring block;

motion vector information of an above-right neighboring block;

motion vector information of a below-left neighboring block; and

motion vector information of an above-left neighboring block.

3. The method of claim 1, wherein constructing the second motion vector predictor
list comprises constructing the second motion vector predictor list having motion vector
information in the following order based on motion vector information availability:

motion vector information of the right neighboring block;

motion vector information of an above neighboring block;

motion vector information of an above-left neighboring block;

motion vector information of a below-right neighboring block; and

motion vector information of an above-right neighboring block.
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4. The method of claim 1, wherein the left neighboring block to the first block
comprises a block left of the first block having a bottom boundary that is same as a
bottom boundary of the first block, and wherein the right neighboring block comprises a
block right of the second block having a bottom boundary that is same as a bottom

boundary of the second block.

5. The method of claim 1, wherein constructing the first motion vector predictor
list comprises checking motion vector information for a plurality of spatially

neighboring blocks used to construct the first motion vector predictor list in parallel.

6. The method of claim 1, wherein constructing the first motion vector predictor
list comprises:

determining whether motion vector information for a center collocated block
located in a picture other than the first picture is available before determining whether
motion vector information in any other collocated block located in the picture other than
the first picture is available; and

based on the motion vector information for the center collocated block being
available, adding the motion vector information for the center collocated block to the

first motion vector predictor list.

7. The method of claim 1, wherein constructing the first motion vector predictor
list comprises:

determining that motion vector information for a center collocated block located
in a picture other than the first picture is not available;

subsequent to determining that the motion vector information for the center
collocated block is not available, determining whether motion vector information for a
bottom collocated block located in the picture other than the first picture is available;
and

based on the motion vector information for the bottom collocated block being
available, adding the motion vector information for the bottom collocated block to the

first motion vector predictor list.
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8. The method of claim 7, wherein a right boundary of the bottom collocated block
is in same location in the picture other the first picture as a right boundary of the first

block in the first picture.

9. The method of claim 1, wherein constructing the second motion vector predictor
list comprises:

determining that motion vector information for a center collocated block located
in a picture other than the second picture is not available;

subsequent to determining that the motion vector information for the center
collocated block is not available, determining whether motion vector information for a
bottom collocated block located in the picture other than the second picture is available;
and

based on the motion vector information for the bottom collocated block being
available, adding the motion vector information for the bottom collocated block to the

second motion vector predictor list.

10. The method of claim 9, wherein a left boundary of the bottom collocated block
is in same location in the picture other the second picture as a left boundary of the

second block in the second picture.

11. The method of claim 1, wherein constructing the first motion vector predictor
list comprises:

determining that motion vector information for a center collocated block located
in a picture other than the first picture is not available;

subsequent to determining that the motion vector information for the center
collocated block is not available, determining that motion vector information for a
bottom collocated block located in the picture other than the first picture is not
available;

subsequent to determining that the motion vector information for the bottom
collocated block is not available, determining whether motion vector information for a
right collocated block located in the picture other than the first picture is available; and

based on the motion vector information for the right collocated block being
available, adding the motion vector information for the right collocated block to the first

motion vector predictor list.
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12. The method of claim 11, wherein a bottom boundary of the right collocated
block is in same location in the picture other the first picture as a bottom boundary of

the first block in the first picture.

13. The method of claim 1, wherein constructing the second motion vector predictor
list comprises:

determining that motion vector information for a center collocated block located
in a picture other than the second picture is not available;

subsequent to determining that the motion vector information for the center
collocated block is not available, determining that motion vector information for a
bottom collocated block located in the picture other than the second picture is not
available;

subsequent to determining that the motion vector information for the bottom
collocated block is not available, determining whether motion vector information for a
left collocated block located in the picture other than the second picture is available; and

based on the motion vector information for the left collocated block being
available, adding the motion vector information for the left collocated block to the

second motion vector predictor list.

14. The method of claim 13, wherein a bottom boundary of the left collocated block
is in same location in the picture other the second picture as a bottom boundary of the

second block in the second picture.

15. The method of claim 1, wherein constructing the first motion vector predictor
list comprises constructing the first motion vector predictor list, having a first maximum
size, based on the first block having a size greater than a threshold size, the method
further comprising:

constructing a third motion vector predictor list, having a second maximum size
that is less than the first maximum size, for a third block in the first picture based on the

third block having a size less than the threshold size.

16. The method of claim 15, wherein the first maximum size equals six, wherein the
second maximum size equals four, and wherein the threshold size equals Nx4 or 4xN,

where N is less than or equal to eight.
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17. The method of claim 1,
wherein coding the first block in the first picture based on the first motion vector
predictor list comprises decoding the first block in the first picture based on the first
motion vector predictor list, wherein decoding the first block comprises:
receiving information indicative of an entry in the first motion vector
predictor list;
determining a motion vector for the first block based on the entry;
determining a prediction block for the first block based on the motion
vector; and
reconstructing the first block based on the prediction block and received
information indicative of residual data representing a difference between the

prediction block and the first block.

18. The method of claim 1,
wherein coding the first block in the first picture based on the first motion vector
predictor list comprises encoding the first block in the first picture based on the first
motion vector predictor list, wherein encoding the first block comprises:
determining a prediction block for the first block;
determining a motion vector for the first block that identifies the
prediction block;
determining an entry in the first motion vector predictor list based on the
motion vector;
signaling information indicative of the entry; and
signaling information indicative of residual data representing a difference

between the first block and the prediction block.
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A device for coding video data, the device comprising:
memory configured to store motion vector information; and

processing circuitry coupled to the memory, wherein the processing circuitry is

configured to:

20.

for a first block, in a first picture having a left-to-right coding order,
construct a first motion vector predictor list, wherein a first entry in the first
motion vector predictor list is based on motion vector information of a left
neighboring block to the first block stored in the memory;

code the first block in the first picture based on the first motion vector
predictor list;

for a second block, in a second picture having a right-to-left coding
order, construct a second motion vector predictor list, wherein a first entry in the
second motion vector predictor list is based on motion vector information of a
right neighboring block to the second block stored in the memory; and

code the second block in the second picture based on the second motion

vector predictor list.

The device of claim 19, wherein to construct the first motion vector predictor

list, the processing circuitry is configured to construct the first motion vector predictor

list having motion vector information in the following order based on motion vector

information availability:

motion vector information of the left neighboring block;

motion vector information of an above neighboring block;
motion vector information of an above-right neighboring block;
motion vector information of a below-left neighboring block; and

motion vector information of an above-left neighboring block.
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21. The device of claim 19, wherein to construct the second motion vector predictor
list, the processing circuitry is configured to construct the second motion vector
predictor list having motion vector information in the following order based on motion
vector information availability:

motion vector information of the right neighboring block;

motion vector information of an above neighboring block;

motion vector information of an above-left neighboring block;

motion vector information of a below-right neighboring block; and

motion vector information of an above-right neighboring block.

22. The device of claim 19, wherein the left neighboring block to the first block
comprises a block left of the first block having a bottom boundary that is same as a
bottom boundary of the first block, and wherein the right neighboring block comprises a
block right of the second block having a bottom boundary that is same as a bottom

boundary of the second block.

23. The device of claim 19, wherein to construct the first motion vector predictor
list, the processing circuitry is configured to check motion vector information for a
plurality of spatially neighboring blocks used to construct the first motion vector

predictor list in parallel.

24, The device of claim 19, wherein to construct the first motion vector predictor
list, the processing circuitry is configured to:

determine whether motion vector information for a center collocated block
located in a picture other than the first picture is available before determining whether
motion vector information in any other collocated block located in the picture other than
the first picture is available; and

based on the motion vector information for the center collocated block being
available, add the motion vector information for the center collocated block to the first

motion vector predictor list.
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25. The device of claim 19, wherein to construct the first motion vector predictor
list, the processing circuitry is configured to:

determine that motion vector information for a center collocated block located in
a picture other than the first picture is not available;

subsequent to determining that the motion vector information for the center
collocated block is not available, determine whether motion vector information for a
bottom collocated block located in the picture other than the first picture is available;
and

based on the motion vector information for the bottom collocated block being
available, add the motion vector information for the bottom collocated block to the first
motion vector predictor list,

wherein a right boundary of the bottom collocated block is in same location in

the picture other the first picture as a right boundary of the first block in the first picture.

26. The device of claim 19, wherein to construct the second motion vector predictor
list, the processing circuitry is configured to:

determine that motion vector information for a center collocated block located in
a picture other than the second picture is not available;

subsequent to determining that the motion vector information for the center
collocated block is not available, determine that motion vector information for a bottom
collocated block located in the picture other than the second picture is not available;

subsequent to determining that the motion vector information for the bottom
collocated block is not available, determine whether motion vector information for a left
collocated block located in the picture other than the second picture is available; and

based on the motion vector information for the left collocated block being
available, add the motion vector information for the left collocated block to the second
motion vector predictor list,

wherein a bottom boundary of the left collocated block is in same location in the
picture other the second picture as a bottom boundary of the second block in the second

picture.
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27. The device of claim 19, wherein to construct the first motion vector predictor
list, the processing circuitry is configured to construct the first motion vector predictor
list, having a first maximum size, based on the first block having a size greater than a
threshold size, and wherein the processing circuitry is configured to:

construct a third motion vector predictor list, having a second maximum size
that is less than the first maximum size, for a third block in the first picture based on the

third block having a size less than the threshold size.

28. The device of claim 27, wherein the first maximum size equals six, wherein the
second maximum size equals four, and wherein the threshold size equals Nx4 or 4xN,

where N is less than or equal to eight.

29. The device of claim 19, wherein the device comprises a wireless communication
device.
30. A computer-readable storage medium storing instructions thereon that when

executed cause one or more processors to:

for a first block, in a first picture having a left-to-right coding order, construct a
first motion vector predictor list, wherein a first entry in the first motion vector predictor
list is based on motion vector information of a left neighboring block to the first block;

code the first block in the first picture based on the first motion vector predictor
list;

for a second block, in a second picture having a right-to-left coding order,
construct a second motion vector predictor list, wherein a first entry in the second
motion vector predictor list is based on motion vector information of a right neighboring
block to the second block; and

code the second block in the second picture based on the second motion vector

predictor list.



WO 2020/118191

SOURCE DEVICE
102

VIDEO SOURCE
104

!

MEMORY
106

'

VIDEO
ENCODER
200

l

OUTPUT
INTERFACE
108

FIG. 1

N

1/12

100

>

\ I
-
-
N

|—————————
- _ _ _

PCT/US2019/064953

DESTINATION DEVICE

116

DISPLAY DEVICE

118

T

MEMORY
120

i

VIDEO
DECODER
300

INPUT

INTERFACE

122




PCT/US2019/064953

WO 2020/118191

2/12

A ¢ 9Ol
(%4 922
d3d4ng 1INN
-
FANLOId NOILLOIa3¥d
NvY3Ylslig d3aoo3da -VH1NI
vee
91¢ LINN
LINN ¥3LT4 NOILLYSN3dINOD
NOILOW
02 o1z cle q
1INN LINN 1INN 777
ONIGOONT | A" | NOILYZILNYND > ONISS300dd 1INN
IWHO4SNVYL
AdO¥1LN3 JSHUIANI ISHIANI A NOLLYINILST
A -« NOILOW
. S [ —— =—
SLNINITI XVLNAS c0¢c
LINN
NOILD313S IAOW
_ 902 v0¢c _
80¢
LINN — LINN < +
NOILVZILNVNO ONISS300¥d 557
INMO4SNVYL 0ce
AHOWIN |-

00¢
¥3AOON3 O3dIA

v1va O3diA viva O3diA




PCT/US2019/064953

WO 2020/118191

3/12

€ 'Old

80¢ p—
T cie LINN Nn
- «— 1IN < ONISSIOONd |e—
8dd NETR TN Q INHO4SNVL zo_mhMmN_wp\qu:o
03aIA - ore 3SHIANI »
a3aosad
1%
1IN
NOILOIQTdd
VLN

— 20¢
9le < 1INN

LINN ONIQ0o3d

NOILVSNadiNQOD AdOYLNI

NOILOW
yoT q
1INN ONISSID0¥d 0z
NOILOIQTdd AHOWINW
ado
00¢
WYIHLSLIE

¥3d003d O3dIA

O3dIN d3AOON3




WO 2020/118191 PCT/US2019/064953

4/12
¥
4b—--—- > 1|2 4 312
i PUO // PU1 PUO PU1
/
1/
| //
| /
| /
| /
| /
I ,/
AW,
v’ 434 436 438 440
» 0 L
‘I3 0
FIG. 4A FIG. 4B
Current
Collocated terl:]poral
temporal distance distance
PYo | PU ¥ N ss ¥ N
541 !
_\R T 1(—~§\\
! |\ \\
Unavailabley T N
LCU 540 !
' Collocated Collocated Current r;z;reenrge
reference picture picture  picture

picture

FIG. 5A FIG. 5B



WO 2020/118191 PCT/US2019/064953

5/12
~—— 650
______ 'S
Vertical
traced back
=1 === distance
| B2 i BO i
| |
CURRENT BLOCK
65\2 648
p——
HN | 0 @® | A1
|

R

Horizontal
traced back
distance

FIG. 6



PCT/US2019/064953

WO 2020/118191

6/12

veiLL dsL.

i

[

V. 'Old

viL
_|_ _|_ f[ o<
H H hy

BLL |D8LL VolL.L

9l _II_
I 0D
- = 001
M09 LNIHHND
00Z
M09 LNIHHND Z0L
-
\'4
- NN
a0l
goL——1 °a | 'g axy] ‘4
_— — POL — RN
90. N ZLL




PCT/US2019/064953

WO 2020/118191

7/12

4. 'Old

e | )
x
VOLL
xoo._mﬁmm_m_:o
2oL
[
/,,/,,o/
/%M_ﬁﬁ v0L — | /,,,m,ﬂ/ v/




PCT/US2019/064953

WO 2020/118191

8/12

0L

00Z
MO019 LNJJHHND

3. 'Old

0Z.
/M//
0
8z. N . _///Z vzl
44
// v F,,,N/ - a9z. _AW/ -




PCT/US2019/064953

WO 2020/118191

9/12

V8 "OId

€ M~ g08

// c08

\ L8

9
_ e
|
918
cl8
| S |
008
MO0149 LNIFHHND
908
r{
rA A — $08 14




PCT/US2019/064953

WO 2020/118191

10/12

vww.\ ¢

a8 'Old

ws\

0cs _
N _
_
0 ;|

| b zes8

.

g
8z8 \_I — |
008
¥0019 LNIHHND
228
% ¢ -
0z8




PCT/US2019/064953

WO 2020/118191

11/12

ovs j

_
g —— °

008
MO019 LNJJHHND




WO 2020/118191 PCT/US2019/064953
12/12

FOR FIRST BLOCK, IN FIRST PICTURE HAVING /—400
LEFT-TO-RIGHT CODING ORDER, CONSTRUCT
FIRST MOTION VECTOR PREDICTOR LIST

l

CODE FIRST BLOCK IN FIRST PICTURE BASED | 402
ON FIRST MOTION VECTOR PREDICTOR LIST
FOR SECOND BLOCK, IN SECOND PICTURE 408
HAVING LEFT-TO-RIGHT CODING ORDER, |~

CONSTRUCT SECOND MOTION VECTOR
PREDICTOR LIST

l

CODE SECOND BLOCK IN SECOND PICTURE /—406
BASED ON SECOND MOTION VECTOR
PREDICTOR LIST

FIG. 9



INTERNATIONAL SEARCH REPORT

International application No

PCT/US2019/064953

A. CLASSIFICATION OF SUBJECT MATTER

INV. HO4N19/52
ADD.

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

HO4N

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

EPO-Internal

C. DOCUMENTS CONSIDERED TO BE RELEVANT

Category™ | Citation of document, with indication, where appropriate, of the relevant passages Relevant to claim No.

14 April 2016 (2016-04-14)

paragraph [0187] - paragraph [0225]

X US 2017/347117 Al (BICI MEHMET OGUZ [FI] 1-6,8,
ET AL) 30 November 2017 (2017-11-30) 10,12,
14-24,
27-30
Y paragraph [0107] - paragraph [0158] 7,9,11,
paragraph [0227] - paragraph [0236] 13,25,26
figure 9
X US 2018/103265 Al (PARK JOONYOUNG [KR] ET 1,19,27,
AL) 12 April 2018 (2018-04-12) 28,30
Y paragraph [0250] - paragraph [0266] 7,9,11,
13,25,26
X US 2016/105681 Al (LEE TAMMY [KR]) 1-30

_/__

Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents :

"A" document defining the general state of the art which is not considered
to be of particular relevance

"E" earlier application or patent but published on or after the international
filing date

"L" document which may throw doubts on priority claim(s) or which is
cited to establish the publication date of another citation or other
special reason (as specified)

"O" document referring to an oral disclosure, use, exhibition or other
means

"P" document published prior to the international filing date but later than
the priority date claimed

"T" later document published after the international filing date or priority
date and not in conflict with the application but cited to understand
the principle or theory underlying the invention

"X" document of particular relevance; the claimed invention cannot be
considered novel or cannot be considered to involve an inventive
step when the document is taken alone

"Y" document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

"&" document member of the same patent family

Date of the actual completion of the international search

6 February 2020

Date of mailing of the international search report

21/02/2020

Name and mailing address of the ISA/

European Patent Office, P.B. 5818 Patentlaan 2
NL - 2280 HV Rijswijk

Tel. (+31-70) 340-2040,

Fax: (+31-70) 340-3016

Authorized officer

Vaquero, Raquel

Form PCT/ISA/210 (second sheet) (April 2005)

page 1 of 2




INTERNATIONAL SEARCH REPORT

International application No

PCT/US2019/064953

C(Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT

Category™

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

X

US 2013/107964 Al (WAHADANIAH VIKTOR [SG]
ET AL) 2 May 2013 (2013-05-02)
paragraph [0077] - paragraph [0214]

1-30

Form PCT/ISA/210 (continuation of second sheet) (April 2005)

page 2 of 2




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No

PCT/US2019/064953
Patent document Publication Patent family Publication

cited in search report date member(s) date

US 2017347117 Al 30-11-2017 CA 2854495 Al 10-05-2013
CN 104054350 A 17-09-2014
EP 2774375 Al 10-09-2014
KR 20140092874 A 24-07-2014
RU 2014120207 A 10-12-2015
TW 201325249 A 16-06-2013
US 2013114723 Al 09-05-2013
US 2017150174 Al 25-05-2017
US 2017347117 Al 30-11-2017
US 2019215530 Al 11-07-2019
WO 2013064749 Al 10-05-2013

US 2018103265 Al 12-04-2018 CN 103250417 A 14-08-2013
CN 107181958 A 19-09-2017
CN 107197300 A 22-09-2017
CN 107277540 A 20-10-2017
CN 107277541 A 20-10-2017
DK 2675169 T3 22-07-2019
EP 2675169 A2 18-12-2013
EP 3554072 Al 16-10-2019
ES 2738215 T3 20-01-2020
HU E044727 T2 28-11-2019
KR 20130139827 A 23-12-2013
KR 20190031598 A 26-03-2019
PL 2675169 T3 31-01-2020
PT 2675169 T 26-07-2019
US 2013308704 Al 21-11-2013
US 2015195560 Al 09-07-2015
US 2018103265 Al 12-04-2018
WO 2012108700 A2 16-08-2012

US 2016105681 Al 14-04-2016 AU 2012276455 Al 30-01-2014
AU 2016201944 Al 21-04-2016
AU 2017202355 Al 27-04-2017
AU 2018201305 Al 15-03-2018
AU 2018271275 Al 20-12-2018
BR 112013033706 A2 04-07-2017
CA 2840483 Al 03-01-2013
CA 2975456 Al 03-01-2013
CN 103765896 A 30-04-2014
CN 104811725 A 29-07-2015
CN 106851313 A 13-06-2017
CN 106851314 A 13-06-2017
CN 106982373 A 25-07-2017
CN 107071470 A 18-08-2017
CY 1120897 T1 11-12-2019
DK 3282707 T3 03-12-2018
EP 2725800 A2 30-04-2014
EP 3282707 Al 14-02-2018
EP 3435675 Al 30-01-2019
EP 3606076 Al 05-02-2020
ES 2695556 T3 09-01-2019
HR P20181873 T1 11-01-2019
HU E042313 T2 28-06-2019
JP 6272948 B2 31-01-2018
JP 6322136 B2 09-05-2018
JP 6523406 B2 29-05-2019
JP 2014523184 A 08-09-2014

Form PCT/ISA/210 (patent family annex) (April 2005)

page 1 of 2




INTERNATIONAL SEARCH REPORT

Information on patent family members

International application No

PCT/US2019/064953
Patent document Publication Patent family Publication
cited in search report date member(s) date
JP 2016187192 A 27-10-2016
JP 2018057018 A 05-04-2018
JP 2019146251 A 29-08-2019
KR 20130001708 A 04-01-2013
KR 20140085393 A 07-07-2014
KR 20140139999 A 08-12-2014
KR 20140146564 A 26-12-2014
KR 20150099480 A 31-08-2015
KR 20170026409 A 08-03-2017
LT 3282707 T 26-11-2018
MX 336525 B 22-01-2016
MY 165858 A 18-05-2018
PH 12016501426 Al 19-09-2016
PH 12016501427 Al 19-09-2016
PH 12016501428 Al 19-09-2016
PH 12016501429 Al 19-09-2016
PL 3282707 T3 31-01-2019
PT 3282707 T 21-11-2018
RU 2636672 C1 27-11-2017
RU 2014102366 A 10-08-2015
SG 10201605263S A 30-08-2016
SI 3282707 T1 31-12-2018
TW 201309042 A 16-02-2013
TW 201725910 A 16-07-2017
TW 201830969 A 16-08-2018
US 2014133570 Al 15-05-2014
US 2015139327 Al 21-05-2015
US 2015156507 Al 04-06-2015
US 2015156508 Al 04-06-2015
US 2015156509 Al 04-06-2015
US 2016105681 Al 14-04-2016
WO 2013002557 A2 03-01-2013
ZA 201400623 B 27-01-2016
ZA 201502765 B 30-03-2016
US 2013107964 Al 02-05-2013 AR 088540 Al 18-06-2014
AR 111961 A2 04-09-2019
CA 2836244 Al 02-05-2013
CN 104041042 A 10-09-2014
CN 107948656 A 20-04-2018
EP 2782341 Al 24-09-2014
JP 5379933 B2 25-12-2013
JP 5414942 Bl 12-02-2014
JP 5995102 B2 21-09-2016
JP 6041102 B2 07-12-2016
JP 2014030240 A 13-02-2014
JP 2014030241 A 13-02-2014
JP 2014039299 A 27-02-2014
JP W02013061549 Al 02-04-2015
KR 20140092760 A 24-07-2014
RU 2646328 C1 02-03-2018
RU 2013147415 A 10-12-2015
TW 201325253 A 16-06-2013
US 2013107964 Al 02-05-2013
US 2014064377 Al 06-03-2014
US 2019261017 Al 22-08-2019
WO 2013061549 Al 02-05-2013

Form PCT/ISA/210 (patent family annex) (April 2005)

page 2 of 2




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - description
	Page 36 - description
	Page 37 - description
	Page 38 - description
	Page 39 - description
	Page 40 - description
	Page 41 - description
	Page 42 - description
	Page 43 - description
	Page 44 - description
	Page 45 - description
	Page 46 - description
	Page 47 - description
	Page 48 - description
	Page 49 - description
	Page 50 - description
	Page 51 - description
	Page 52 - description
	Page 53 - description
	Page 54 - description
	Page 55 - description
	Page 56 - description
	Page 57 - description
	Page 58 - description
	Page 59 - description
	Page 60 - description
	Page 61 - description
	Page 62 - description
	Page 63 - description
	Page 64 - description
	Page 65 - description
	Page 66 - description
	Page 67 - description
	Page 68 - description
	Page 69 - description
	Page 70 - description
	Page 71 - description
	Page 72 - description
	Page 73 - claims
	Page 74 - claims
	Page 75 - claims
	Page 76 - claims
	Page 77 - claims
	Page 78 - claims
	Page 79 - claims
	Page 80 - claims
	Page 81 - claims
	Page 82 - drawings
	Page 83 - drawings
	Page 84 - drawings
	Page 85 - drawings
	Page 86 - drawings
	Page 87 - drawings
	Page 88 - drawings
	Page 89 - drawings
	Page 90 - drawings
	Page 91 - drawings
	Page 92 - drawings
	Page 93 - drawings
	Page 94 - wo-search-report
	Page 95 - wo-search-report
	Page 96 - wo-search-report
	Page 97 - wo-search-report

