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1
FUSING SPARSE KERNELS TO APPROXIMATE A FULL KERNEL OF A
CONVOLUTIONAL NEURAL NETWORK

TECHNICAL FIELD

[0001] The subject disclosure relates to fusing sparse kernels and convolutional neural networks (CNNs).

BACKGROUND

[0002] A CNN can represent a type of machine learning that can utilize deep, feed-forward artificial neural
networks. CNN’s have shown significant success in image and video recognition, recommender systems, natural
language processing, and other areas. Typically, a CNN architecture is formed by a stack of distinct layers that
transform an input volume into an output volume through a differentiable function, while holding class scores.

CNNs generally comprise several distinct types of layers that are commonly used. For example, the convolutional
layer can be a core building block of a CNN. Parameters of the convolutional layer typically comprise a set of
learnable filters, which are referred to herein as *kemels”. For instance, a kernel can be represented by a matrix.
For the sake of simplicity, a 3x3 matrix is employed in this document to demonstrate certain aspects or techniques,
but it is understood that the disclosed subject matter can be employed with substantially any matrix size such as, for

example, a 5x5 matrix, a 7x7 matrix, and so forth.

[0003] A given kernel typically has a small receptive field, but can extend through the full depth of the input
volume. During a forward pass of the CNN, each kernel can be convolved across the width and height of the input
volume, computing the dot product between entries of the kernel and the input, producing a 2-dimensional
activation map of that kernel. As one result, the CNN can learn filters that activate when some specific type of
feature at some spatial position in the input is detected. Stacking the activation maps for all filters along the depth
dimension can form the full output volume of the convolutional layer. Every entry in the output volume can thus also
be interpreted as an output of a ‘neuron’ that looks at a small region of the input and shares parameters with the
neurons in the same activation map.

Convolutional neural networks typically have very heavy computational load and a large model size. In order to
increase accuracy, a deep CNN is often substantially over-parameterized, e.g., implemented with numerous
unnecessary parameters. Due to the heavy computational load and large model size that are associated with
computations on a full kernel, it has been observed that approximations of a full kernel may provide advantages
when the approximation is used rather than the full kernel. One way to approximate a full kernel is referred to as
low-rank approximation in which lower rank matrices (e.g., a 3x1 X a 1x3) are combined to represent an
approximation of the full (e.g., 3x3) kernel. Such techniques may reduce computational load and model size, but
also tend to reduce the receptive field as well as potential accuracy of the model.Another way to approximate a full
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kernel is to use a sparsified kernel. A sparsified kernel omits or skips parameters at one or more of the spatial
locations based on some strategy, typically omitting those sample locations having low parameter weights. Such
also tends to provide trade-offs between reducing load and model size vs. model accuracy, e.g., due to a reduced
receptive field.

[0004] Therefore, there is a need in the art to address the aforementioned problem.
SUMMARY
[0005] Viewed from a first aspect, the present invention provides a system for convolutional neural networks,

comprising: a memotry that stores computer executable components; a processor that executes computer
executable components stored in the memory, wherein the computer executable components comprises; a pattern
component that determines a first pattern of a sparse kernel and a second pattern of a complementary kernel,
wherein the first pattern represents locations of valid samples within a first sample matrix of the sparse kernel, and
wherein the second pattern represents locations of valid samples within a second sample matrix of the
complementary kernel that are complementary to the first pattern; a fusing component that, based on a combination
of features of the sparse kernel and features of the complementary kernel that are combined according to a fusing
approach, generates a fused kernel representing an approximation of a full kernel of a convolutional neural network;

and a training component that trains the fused kernel.

[0006] Viewed from a further aspect, the present invention provides a computer implemented method for
convolutional neural networks, the method comprising: determining, by a device operatively coupled to a
processor, a first pattern of a sparse kernel and a second pattern of a complementary kernel, wherein the first
pattern represents locations of valid samples within a first sample matrix of the sparse kernel, and wherein the
second pattern represents locations of valid samples within a second sample matrix of the complementary kernel
that are complementary to the first pattern; responsive to a combination of features of the sparse kernel and
features of the complementary kernel that are combined according to a fusing approach, generating, by the device,
a fused kernel representing an approximation of a full kernel of a convolutional neural network; and training, by the
device, the fused kemel.

[0007] Viewed from a further aspect, the present invention provides a computer-implemented method,
comprising: determining, by a device operatively coupled to a processor, a first pattern of samples of a first sample
matrix that is representative of a sparse kernel; determining, by the device, a second pattem of samples,
complementary to the first pattern, of a second sample matrix that is representative of a complementary kemel;
generating, by the device, a fused kernel based on a combination of features of the sparse kernel and features of
the complementary kernel that are combined according to a fusing approach, wherein the fused kernel represents
an approximation of a full kernel; and training, by the device, a convolutional neural network comprising the fused

kernel.
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[0008] Viewed from a further aspect, the present invention provides a computer program product for
convolutional neural networks, the computer program product comprising a computer readable storage medium
readable by a processing circuit and storing instructions for execution by the processing circuit for performing a
method for performing the steps of the invention.

[0009] Viewed from a further aspect, the present invention provides a computer program stored on a
computer readable medium and loadable into the internal memory of a digital computer, comprising software code

portions, when said program is run on a computer, for performing the steps of the invention.

[0010] The following presents a summary to provide a basic understanding of one or more embodiments of
the invention. This summary is not intended to identify key or critical elements, or delineate any scope of the
particular embodiments or any scope of the claims. Its sole purpose is to present concepts in a simplified form as a
prelude to the more detailed description that is presented later. In one or more embodiments described herein,
systems, computer-implemented methods, apparatus and/or computer program products that facilitate
synchronization of processing components for parallel deep learning are described.

[0011] According to an embodiment of the present invention, a system can comprise a memory that stores
computer executable components and a processor that executes computer executable components stored in the
memory. The computer executable components can comprise a pattern component that determines a first pattern
of a sparse kernel and a second pattern of a complementary kernel. The sparse kernel can comprise a first sample
matrix composed of skipped samples and valid samples, and the first pattern can represent locations within the first
sample matrix of the valid samples. The complementary kernel can comprise a second sample matrix composed of
skipped samples and valid samples, and the second pattern can represent locations within the second sample
matrix of the valid samples that are complementary to the first pattern. The computer executable components can
comprise a fusing component that can generate a fused kernel based on a combination of features of the sparse
kernel and features of the complementary kernel that are combined according to a fusing approach. The fused
kernel can represent an approximation of a full kernel of a convolutional neural network. The computer executable

components can further comprise a training component that can train the fused kernel.

[0012] In some embodiments, elements described in connection with the system can be embodied in
different forms such as a computer-implemented method, a computer program product, or another form.

BRIEF DESCRIPTION OF THE DRAWING

[0013] The present invention will now be described, by way of example only, with reference to preferred

embodiments, as illustrated in the following figures
FIG. 1 illustrates a diagram depicting a weights visualization of a typical pre-trained CNN in accordance with one or

more embodiments described herein;
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FIG. 2 illustrates a block diagram of an example, non-limiting system that fuses multiple sparse kernels to
approximate a full kernel of a convolutional neural network in accordance with one or more embodiments described
herein;

FIG. 3 illustrates a block diagram depicting various example representations of kemels of a convolutional neural
network in accordance with one or more embodiments described herein;

FIG. 4 illustrates a block diagram depicting a first example fusing approach in accordance with one or more
embodiments described herein;

FIG. 5 illustrates a block diagram depicting a second example fusing approach in accordance with one or more
embodiments described herein;

FIG. 6 illustrates a block diagram depicting example fusing approaches in more detail in accordance with one or
more embodiments described herein;

FIG. 7 illustrates a diagram that provides an illustrative weights visualization comparison of an original learned
kernel example with various examples of sparse kernels, complementary kernels, and fused kernels in accordance
with one or more embodiments described herein;

FIG. 8 illustrates a block diagram of an example, non-limiting system that fuses multiple sparse kernels to
approximate a full kernel of a convolutional neural network in accordance with one or more embodiments described
herein.;

FIG. 9 illustrates a flow diagram of an example, non-limiting computer-implemented method that can fuse multiple
sparse kernels to approximate a full kernel of a convolutional neural network in accordance with one or more
embodiments described herein.;

FIG. 10 illustrates a flow diagram of an example, non-limiting computer-implemented method that can provide for
additional aspects or elements for fusing multiple sparse kernels to approximate a full kernel of a convolutional
neural network in accordance with one or more embodiments described herein; and

FIG. 11 illustrates a block diagram of an example, non-limiting operating environment in which one or more

embodiments described herein can be facilitated.

DETAILED DESCRIPTION

[0014] The following detailed description is merely illustrative and is not intended to limit embodiments and/or

application or uses of embodiments.

[0015] As further detailed herein, another way to approximate a full kernel is to fuse multiple sparse kernels.

Moreover, these sparse base kernels can be determined or selected based on a deterministic spatial pattern, which
can provide advantages that will become apparent. To illustrate, consider a fully trained CNN that uses full kernels,
of which numerous examples exist in the art. FIG. 1 depicts diagram 100 that illustrates a weights visualization of a
typical pre-trained CNN. In that regard, diagram 100 illustrates several rows and columns of kernels. As illustrated
kernel 102 is in row 1 of column 1. Kernel 102 is representative of a 3x3 matrix and each element of the 3x3 matrix



WO 2019/116291 PCT/IB2018/059993

can represent a different spatial location. Each of these locations (e.g., samples) is shaded based on an associated
parameter weight, with lighter shading representing heavier parameter weights.

[0016] As an observation, it is noted that numerous kermels of this example fully trained CNN layer have
characteristics of sparsified kernels, e.g., low parameter weights for some samples, and high parameter weights for
other samples. As another observation, the sparse nature of many of the kemels have similar patterns, such as a
plus sign (e.g., ‘+') pattern and/or an ‘X’ pattern. For instance, see kernel 104.

[0017] The disclosed subject matter, in some embodiments, can provide an approximated kernel that
approximates a full kernel, which is further detailed herein. Such can reduce the number of parameters, which can
reduce computational resources (e.g., operations, runtime memory, disk space, etc.) in connection with executing
the CNN. This approximated kernel can be the result of a fusion between multiple (e.g., two or more) sparse
kernels. However, unlike other approaches in which kernels are sparsified based on a variable constraint (e.g.,
parameter weight), the sparse kernels of the disclosed subject matter, in some embodiments, can be
deterministically selected based on one or more defined patterns (e.g., ‘+ shape, X’ shape, etc.). Fusing sparse
kernels to approximate a full kernel can represent a significant advantage over simply utilizing a sparse kemel to
approximate the full kernel. Moreover, by deterministically selecting a pattern or shape associated with the sparse
kernels to be fused, the receptive field of the approximated (e.g., fused) kernel can approximate the receptive field
of the full kernel. In that regard, the sparse kernels to be fused can be deterministically selected to have patterns
that are complementary to one another, which is further detailed below.

[0018] Turning again to the drawings, FIG. 2 illustrates a block diagram of an example, non-limiting system
200 that fuses multiple sparse kernels to approximate a full kernel of a convolutional neural network in accordance
with one or more embodiments described herein. System 200 and/or the components of the system 200 can be
employed to use hardware and/or software to solve problems that are highly technical in nature, that are not
abstract, and that cannot be performed as a set of mental acts by a human. Indeed, some embodiments of the
disclosed subject matter are directed to using non-biological architectures (e.g., computer hardware) programmed
with deep learning techniques to emulate biological processes. By definition, a mental act performed by a human
represents biological processes of, e.g., a neuron, but does not represent the emulation of a neuron by non-
biological structural elements. Emulation of a neuron makes sense only when neurons themselves are not
employed (otherwise there is no need to emulate), but rather when other architectures (e.g., computer hardware)
are used and/or necessarily required. Further, some of the processes performed can be performed by specialized
computers for carrying out defined tasks related to convolutional neural networks. System 200 and/or components
of system 200 or other systems described herein, in some embodiments, can be employed to solve new problems
that arise through advancements in technology, computer networks, the Internet, and the like. System 200, in some
embodiments, can provide technical improvements to convolutional neural networks such as, e.g., reducing
computational load, reducing model sizes, reducing a number of operations required, increasing model accuracy,

and so on.
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[0019] System 200 can comprise a processor and a memory that stores executable instructions that, when
executed by the processor, facilitate performance of operations. Examples of said processor and memory, as well
as other suitable computer or computing-based elements, can be found with reference to FIG. 11, and can be used
in connection with implementing one or more of the systems or components shown and described in connection

with FIG. 2 or other figures disclosed herein.

[0020] In this example, system 200 can include pattern component 202. Pattern component 202 can
determine or select various patterns and/or shapes associated with a kernel (e.q., filter) of a convolutional neural
network. Such a determination is illustrated by reference numeral 204. It is understood that determination or
selection of the patterns can be performed in a deterministic manner such that the pattern can be determined or
known in advance and/or the pattern can be determined or known prior to the convolutional neural network being
trained. For example, pattern component 202 can determine first pattern 206 and second pattern 208. First pattern
206 can represent a pattern or shape associated with sparse kernel 210, whereas second pattern 208 can
represent a pattern or shape associated with complementary kernel 212 that can be complementary to first pattern
206.

[0021] In some embodiments, pattern component 202 can determine or select first pattern 206 and/or second
pattern 208 based on data that is input or stored. In some embodiments, these data can reflect expertise,
knowledge, or a policy regarding deterministic pattern selection. In some embodiments, these data can be based
on an examination of parameter weights assigned to an original learned kemel of a previously trained convolutional
neural network. For example, pattern component 202 can determine or select first pattern 206 based on examining
parameter weights of a previously trained network, such as the example provided in connection with FIG. 1, or
based on other data. In some embodiments, such data used to determine or select a specific deterministic pattern
can be received as part of configuration data (not shown, but see configuration data 804 of FIG. 8).

[0022] While still referring to FIG. 2, but tuming now as well to FIG. 3, block diagram 300 is illustrated. Block
diagram 300 depicts various example representations of kernels of a convolutional neural network in accordance
with one or more embodiments described herein. Repetitive description of like elements employed in other
embodiments described herein is omitted for sake of brevity.

[0023] For instance, an example full kernel 302 is illustrated. A full kernel 302 can be one in which all
samples are valid samples. Once again, here a kernel is representative of a 3x3 matrix, although it is understood
that other matrix sizes are contemplated. As depicted, all nine of the spatial locations of the 3x3 matrix contain
valid samples (e.g., having specified parameter weights, etc.). Hence, a valid sample is indicated by a sample
region that is shaded, whereas a skipped sample (e.g., having no parameters, etc.) is indicated by a sample region
with no shading (e.g., white). Itis noted that such differs from FIG. 1 in which the shading of a sample region
corresponds to underlying parameter weights, which, here, are not shown.

[0024] Also depicted are several examples of sparse kernels (e.g., sparse kernel 210 or complementary
kernel 212) having certain deterministic patterns (e.g., first pattern 206 or second pattern 208) associated with the
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valid samples. In other words, a given sparse kernel such as sparse kernel 210 can comprise a first sample matrix
(e.g., 3x3) comprising skipped samples and valid samples. The deterministic pattern associated with sparse kernel
210 such as first pattern 206 can represent locations within the first sample matrix of valid samples, noting that the

number of operations and the number of parameters can be reduced based on the number of skipped samples.

[0025] Complementary kernel 212 can also represent a type of sparse kernel. That is, complementary kernel
212 can comprise a second sample matrix comprises skipped samples and valid samples. Second pattern 208 can
represent location within the second sample matrix of valid samples. In some embodiments, the second pattern
208 can represent valid samples that are complementary to the valid samples indicated by first pattern 206. For
instance, sparse kernel 304a forms an X’ shape, whereas sparse kernel 304b forms a ‘+ shape. Since the valid
samples of sparse kernel 304a are complementary to the valid samples of, or alternatively coincide with the skipped
samples of, sparse kernel 304b, sparse kernel 304b can be a complementary kemel 212 of sparse kernel 304a,
and vice versa. A similar example, albeit with different patterns, is depicted with respect to sparse kernels 306a
and 306b. Additionally, numerous other examples are provided in connection with 3x3 matrices, although not

exhaustive, and other matrix sizes will bear out other examples.

[0026] In some embodiments, complementary kernel 212 can be said to be ‘complementary’ to sparse kernel
210 if complementary kernel 212 (or a combination of multiple sparse kernels) comprises valid samples at all
location within the second matrix that correspond to locations within the first matrix of sparse kernel 210 having
skipped samples. In some embodiments, complementary kernel 212 can be said to be complementary to sparse
kernel 210 if complementary kernel 212 (or a combination of multiple sparse kernels) comprises at least one valid
sample within the second matrix that corresponds to a location within the first matrix of sparse kernel 210 of at least
one skipped sample. It is appreciated that by deterministically selecting first pattern 206 and second pattern 208 to
be complementary to one another, at least some skipped samples of first pattern 206 can be represented by valid
samples of second pattern 208, which can result in a more robust approximation of the receptive field of a full kernel
302.

[0027] To effectuate these and other advantages in connection with some embodiments, sparse kernel 210
can be combined or ‘fused’ with complementary kernel 212, which can be further detailed by turning back to FIG. 2.
For example, system 200 can comprise fusing component 214. Fusing component 214 can be configured to
generate fused kernel 218 based on a combination of features of sparse kernel 210 and features of complementary
kernel 212. As illustrated, fusing component 214 can construct or generate fused kernel 218 based on a fusing
approach 216, examples of which are illustrated in connection with FIGS. 4-6.

[0028] Additionally, system 200 can comprise training component 220 that can be configured to perform
training operations 222 to train fused kerel 218. For example, trained fused kernel 224 can be constructed or
generated based on application of training operations 222 on fused kernel 218. In some embodiments, trained
fused kernel 224 can be trained from scratch.
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[0029] Referring now to FIG. 4, block diagram 400 is presented. Block diagram 400 illustrates a first
example fusing approach in accordance with one or more embodiments described herein. Repetitive description of
like elements employed in other embodiments described herein is omitted for sake of brevity. In this example,
fusing component 214 can receive as inputs sparse kernel 210 and complementary kemel 212. It is understood
that sparse kernel 210 and complementary kernel 212 can be sparsified according to some suitable procedure
and/or are not full kemnels having valid samples at all locations, but rather include skipped samples as well. Itis
further understood that the patterns associated with valid samples can be predetermined and/or deterministically
selected or identified, and that these patterns can be complementary to one another. Thus, as an example, sparse
kernel 210 can be represented as sparse kernel 304a having an ‘x’ shaped pattem, and complementary kemel 212
can be represented as sparse kernel 304b having a ‘+ shaped pattern, which is fully complementary to the ‘X’
shaped pattern of sparse kernel 304a.

[0030] In some embodiments, fusing component 214 can combine the features of sparse kernel 210 and the
features of complementary kernel with a spatial-join operation that replaces a skipped sample of first pattern 206
with a valid sample of second pattern 208. Such is illustrated by first example fusing approach 402, which
represents one example of fusing approach 216. In some embodiments, fusing approach 216 can combine sparse
kernel 210 and complementary kernel 212 based on a pairwise concatenation of the sparse kernel and the
complementary kernel according to an operator 404. In some embodiments operator 404 can be an addition
operator, as illustrated. In some embodiments, operator 404 can be, in addition or alternatively, an inverse operator
(e.g., multiply by -1).

[0031] As illustrated at reference numeral 406, the combination of sparse kernel 210 and complementary
kernel 212 can be based on a suitable concatenation and rectified linear unit (ReLU) procedures can be employed.
Fused kernel 218 can thus be generated, an example of which is provided by reference numeral 408. It is
understood that fused kernel 218 can be an approximation of a full kernel. In some embodiments, fused kernel 218
can comprise fewer parameters than the full kernel, which can result in reduced computational resource

requirements, but can have a receptive field that very closely approximates that of the full kernel.

[0032] With reference now to FIG. 5, block diagram 500 is presented. Block diagram 500 illustrates a second
example fusing approach in accordance with one or more embodiments described herein. Repetitive description of
like elements employed in other embodiments described herein is omitted for sake of brevity. In this example,
fusing component 214 can receive as inputs sparse kernel 210 and complementary kernel 212. In response, fusing
component can perform a second example fusing approach 502, which can include combining sparse kernel 210
and complementary kerel 212 based on a pairwise concatenation of the sparse kernel and the complementary
kernel according to an operator 404, as was substantially detailed in connection with first example fusing approach
402 of FIG. 4. Additionally, or alternatively, second example fusing approach 502 can comprise a channel-wise
fusion procedure comprising, combining features of the sparse kernel, the complementary kernel, and the fused
kernel based on application of a 1x1 channel matrix in a channel dimension, which is illustrated at reference

numeral 504. The result of this channel-wise kernel fusion can yield fused kernel 218.
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[0033] Turning now to FIG. 6, block diagram 600 is presented. Block diagram 600 illustrates example fusing
approaches in more detail in accordance with one or more embodiments described herein. Repetitive description of
like elements employed in other embodiments described herein is omitted for sake of brevity. In some
embodiments, fusing component 214 can combine sparse kernel 210 and complementary kernel 212 based on a
pairwise kernel fusion procedure 602 of the sparse kernel and the complementary kernel according to one or more
operator(s). In some embodiments the pairwise kernel fusion procedure 602 can utilize an addition operator, as
illustrated. In some embodiments, pairwise kernel fusion procedure 602 can utilize, in addition or alternatively, an
inverse operator (e.g., multiply by -1). In some embodiments, sparse kernel 210 and complementary kemnel 212
can be combined by a selected operator or by multiple operators during the pairwise kernel fusion procedure 602.
In some embodiments, the combination of sparse kernel 210 and complementary kernel 212 can employ one or
more ReLU procedures.

[0034] Subsequent to concatenation and/or ReLU procedures illustrated at reference numeral 406, or in
some embodiments, prior to reference numeral 406, suitable data can be fused according to channel-wise fusion
procedure 504, as detailed according to second example fusing approach 502 of FIG. 5. The result can be fused
kernel 218.

[0035] Referring now to FIG. 7, diagram 700 is presented. Diagram 700 provides an illustrative weights
visualization comparison of an original learned kernel example with various examples of sparse kernels,
complementary kernels, and fused kernels in accordance with one or more embodiments described herein.
Repetitive description of like elements employed in other embodiments described herein is omitted for sake of
brevity. Diagram 700 presents a weights visualization view. For instance, various example 3x3 kermels are
depicted, and the spatial locations of the individual kernels are shaded according to parameter weights for the
corresponding location, similar to FIG. 1. Lighter shading gradients reflect higher parameter weights.

[0036] Reference numeral 702 represents a weights visualization of an original learned kernel. Reference
numerals 704 and 706 represent weights visualizations of sparse kernels that are complementary to one another.
In this example, kemels depicted by reference numeral 704 represent kernels having an x shaped pattern, whereas
kernels depicted by reference numeral 706 represent kernels having a + shaped pattern. Reference numeral 708
represents corresponding fused kernels that have been fused according to techniques detailed above.

[0037] Turning now to FIG. 8, system 800 is presented. System 800 illustrates a block diagram of an
example, non-limiting system 800 that fuses multiple sparse kernels to approximate a full kernel of a convolutional
neural network in accordance with one or more embodiments described herein. Repetitive description of like
elements employed in other embodiments described herein is omitted for sake of brevity. System 800 can be
substantially similar to system 200. Additionally, system 800 can further comprise receiving component 802.
Receiving component 802 can be configured to receive configuration data 804 that can be employed to configure
and/or specify operating parameters of systems 200 or 800. As already detailed, configuration data 804 can
comprise data that can be used (e.g., by pattern component 202) to specify, select, or otherwise determine first
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pattern 206 or second pattern 208, which can be the product of implementation characteristics, expertise, or
previously stored data, or be based on observations associated with certain layers of other trained convolutional

neural networks.

[0038] In some embodiments, configuration data 804 can further comprise a number of types of sparse
kernels and/or a number of types of complementary kernels, which are indicated by reference numerals 806 and
808, respectively. Non-exhaustive and non-limiting examples of the types of sparse kernels and/or complementary
kernels are provided with reference to FIG. 3. In some embodiments, configuration data 804 can comprise a
number of sparse kernels and/or a number of complementary kernels, which are indicated by reference numerals

810 and 812, respectively.

[0039] In some embodiments, configuration data 804 can comprise data that indicates or designates an
operator for pairwise kernel fusion, which is illustrated by reference numeral 814. For example, referring to pairwise
kernel fusion 602 of FIG. 6, the addition operator can be indicated, the inverse operator, or another suitable
operator, as well as combinations thereof can be designated. In some embodiments, configuration data 804 can
comprise data that indicates whether channel-wise fusion is to be used, which is illustrated by reference numeral
816. For instance, if channel-wise fusion is not to be used, then first example fusing approach 402 of FIG. 4 can be
employed. On the other hand, if channel-wise fusion is to be used, then second example fusing approach 502 of
FIG. 5 can be employed.

[0040] FIGS. 9 and 10 illustrate various methodologies in accordance with the disclosed subject matter.
While, for purposes of simplicity of explanation, the methodologies are shown and described as a series of acts, it is
to be understood and appreciated that the disclosed subject matter is not limited by the order of acts, as some acts
can occur in different orders and/or concurrently with other acts from that shown and described herein. For
example, those skilled in the art will understand and appreciate that a methodology could alternatively be
represented as a series of interrelated states or events, such as in a state diagram. Moreover, not all illustrated
acts can be required to implement a methodology in accordance with the disclosed subject matter. Additionally, it
should be further appreciated that the methodologies disclosed hereinafter and throughout this specification are
capable of being stored on an article of manufacture to facilitate transporting and transferring such methodologies

to computers.

[0041] FIG. 9 illustrates a flow diagram 900 of an example, non-limiting computer-implemented method that
can fuse multiple sparse kernels to approximate a full kernel of a convolutional neural network in accordance with
one or more embodiments described herein. Repetitive description of like elements employed in other
embodiments described herein is omitted for sake of brevity. At reference numeral 902, a device (e.g., system 200,
800) operatively coupled to a processor can determine a first pattern of a first sample matrix comprising valid



WO 2019/116291 PCT/IB2018/059993
11

samples and skipped samples. The first sample matrix can be representative of a sparse kernel and the first
pattern can be representative of the valid samples of the first sample matrix.

[0042] At reference numeral 904, the device can determine a second pattern of a second sample matrix
comprising valid samples and skipped samples. The second sample matrix can be representative of a
complementary kernel. The second pattern can be representative of the valid samples of the second sample
matrix. The valid samples of the second sample matrix can be complementary to the valid samples of the first

sample matrix.

[0043] At reference numeral 906, the device can generate a fused kernel based on a combination of features
of the sparse kernel and features of the complementary kernel that are combined according to a fusing approach.
The fused kemel can represent an approximation of a full kernel. In some embodiments, the fused kernel can have
fewer parameters than the full kernel, which can result in fewer operations and reduced resources consumed to
operate the convolutional neural network as well as a more compact CNN model. In some embodiments, the fused

kernel can have receptive field that substantially approximates the receptive field of a full kernel.

[0044] At reference numeral 908, the device can train a convolutional neural network that comprises the
fused kernel.

[0045] Turning now to FIG. 10, illustrated is a flow diagram 1000 of an example, non-limiting computer-
implemented method that can provide for additional aspects or elements for fusing multiple sparse kernels to
approximate a full kernel of a convolutional neural network in accordance with one or more embodiments described
herein. Repetitive description of like elements employed in other embodiments described herein is omitted for sake
of brevity. At reference numeral 1002, the device (e.g., system 200, 800) can receive configuration data. The
configuration data can comprise a number of types of the sparse kernel, a number of types of the complementary
kernel, a number of sparse kernels, a number of complementary kernels, identification of an operator for pairwise

kernel fusion, or an indicator that indicates whether channel-wise fusion is to be used.

[0046] At reference numeral 1004, the device can generate the fused kernel. Generation of the fused kernel
can comprise combining the sparse kernel and the complementary kernel based on a pairwise concatenation of the
sparse kernel and the complementary kernel according to an operator.

[0047] At reference numeral 1006, the device can generate the fused kernel according to a different or
expanded approach. For example, generation of the fused kernel can comprise a channel-wise fusion procedure.
The channel-wise fusion procedure can comprise, combining features of the sparse kemel, the complementary
kernel, and the fused kernel based on application of a 1x1 channel matrix in a channel dimension.

[0048] The present invention can be a system, a method, and/or a computer program product at any possible
technical detail level of integration. The computer program product can include a computer readable storage
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medium (or media) having computer readable program instructions thereon for causing a processor to carry out
aspects of the present invention.

[0049] The computer readable storage medium can be a tangible device that can retain and store
instructions for use by an instruction execution device. The computer readable storage medium can be, for
example, but is not limited to, an electronic storage device, a magnetic storage device, an optical storage device, an
electromagnetic storage device, a semiconductor storage device, or any suitable combination of the foregoing. A
non-exhaustive list of more specific examples of the computer readable storage medium includes the following: a
portable computer diskette, a hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash memory), a static random access memory (SRAM), a portable
compact disc read-only memory (CD-ROM), a digital versatile disk (DVD), a memory stick, a floppy disk, a
mechanically encoded device such as punch-cards or raised structures in a groove having instructions recorded
thereon, and any suitable combination of the foregoing. A computer readable storage medium, as used herein, is
not to be construed as being transitory signals per se, such as radio waves or other freely propagating
electromagnetic waves, electromagnetic waves propagating through a waveguide or other transmission media (e.g.,
light pulses passing through a fiber-optic cable), or electrical signals transmitted through a wire.

[0050] Computer readable program instructions described herein can be downloaded to respective
computing/processing devices from a computer readable storage medium or to an external computer or external
storage device via a network, for example, the Internet, a local area network, a wide area network and/or a wireless
network. The network can comprise copper transmission cables, optical transmission fibers, wireless transmission,
routers, firewalls, switches, gateway computers and/or edge servers. A network adapter card or network interface
in each computing/processing device receives computer readable program instructions from the network and
forwards the computer readable program instructions for storage in a computer readable storage medium within the
respective computing/processing device.

[0051] Computer readable program instructions for carrying out operations of the present invention can be
assembler instructions, instruction-set-architecture (ISA) instructions, machine instructions, machine dependent
instructions, microcode, firmware instructions, state-setting data, configuration data for integrated circuitry, or either
source code or object code written in any combination of one or more programming languages, including an object
oriented programming language such as Smalltalk, C++, or the like, and procedural programming languages, such
as the "C" programming language or similar programming languages. The computer readable program instructions
can execute entirely on the user's computer, partly on the user's computer, as a stand-alone software package,
partly on the user's computer and partly on a remote computer or entirely on the remote computer or server. In the
latter scenario, the remote computer can be connected to the user's computer through any type of network,
including a local area network (LAN) or a wide area network (WAN), or the connection can be made to an external
computer (for example, through the Internet using an Internet Service Provider). In some embodiments, electronic
circuitry including, for example, programmable logic circuitry, field-programmable gate arrays (FPGA), or
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programmable logic arrays (PLA) can execute the computer readable program instructions by utilizing state
information of the computer readable program instructions to personalize the electronic circuitry, in order to perform

aspects of the present invention.

[0052] Aspects of the present invention are described herein with reference to flowchart illustrations and/or
block diagrams of methods, apparatus (systems), and computer program products according to embodiments of the
invention. It will be understood that each block of the flowchart illustrations and/or block diagrams, and
combinations of blocks in the flowchart illustrations and/or block diagrams, can be implemented by computer
readable program instructions.

[0053] These computer readable program instructions can be provided to a processor of a general-purpose
computer, special purpose computer, or other programmable data processing apparatus to produce a machine,
such that the instructions, which execute via the processor of the computer or other programmable data processing
apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block
or blocks. These computer readable program instructions can also be stored in a computer readable storage
medium that can direct a computer, a programmable data processing apparatus, and/or other devices to function in
a particular manner, such that the computer readable storage medium having instructions stored therein comprises
an article of manufacture including instructions which implement aspects of the function/act specified in the
flowchart and/or block diagram block or blocks.

[0054] The computer readable program instructions can also be loaded onto a computer, other
programmable data processing apparatus, or other device to cause a series of operational steps to be performed
on the computer, other programmable apparatus or other device to produce a computer implemented process, such
that the instructions which execute on the computer, other programmable apparatus, or other device implement the
functions/acts specified in the flowchart and/or block diagram block or blocks.

[0055] The flowchart and block diagrams in the Figures illustrate the architecture, functionality, and operation
of possible implementations of systems, methods, and computer program products according to various
embodiments of the present invention. In this regard, each block in the flowchart or block diagrams can represent a
module, segment, or portion of instructions, which comprises one or more executable instructions for implementing
the specified logical function(s). In some alternative implementations, the functions noted in the blocks can occur
out of the order noted in the Figures. For example, two blocks shown in succession may, in fact, be executed
substantially concurrently, or the blocks can sometimes be executed in the reverse order, depending upon the
functionality involved. It will also be noted that each block of the block diagrams and/or flowchart illustration, and
combinations of blocks in the block diagrams and/or flowchart illustration, can be implemented by special purpose
hardware-based systems that perform the specified functions or acts or carry out combinations of special purpose

hardware and computer instructions.
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[0056] In connection with FIG. 10, the systems and processes described below can be embodied within
hardware, such as a single integrated circuit (IC) chip, multiple ICs, an application specific integrated circuit (ASIC),
or the like. Further, the order in which some or all of the process blocks appear in each process should not be
deemed limiting. Rather, it should be understood that some of the process blocks can be executed in a variety of
orders, not all of which can be explicitly illustrated herein.

[0057] With reference to FIG. 10, an example environment 1000 for implementing various aspects of the
claimed subject matter includes a computer 1002. The computer 1002 includes a processing unit 1004, a system
memory 1006, a codec 1035, and a system bus 1008. The system bus 1008 couples system components
including, but not limited to, the system memory 1006 to the processing unit 1004. The processing unit 1004 can
be any of various available processors. Dual microprocessors and other multiprocessor architectures also can be
employed as the processing unit 1004.

[0058] The system bus 1008 can be any of several types of bus structure(s) including the memory bus or
memory controller, a peripheral bus or external bus, or a local bus using any variety of available bus architectures
including, but not limited to, Industrial Standard Architecture (ISA), Micro-Channel Architecture (MSA), Extended
ISA (EISA), Intelligent Drive Electronics (IDE), VESA Local Bus (VLB), Peripheral Component Interconnect (PCl),
Card Bus, Universal Serial Bus (USB), Advanced Graphics Port (AGP), Personal Computer Memory Card
International Association bus (PCMCIA), Firewire (IEEE 1394), and Small Computer Systems Interface (SCSI).

[0059] The system memory 1006 includes volatile memory 1010 and non-volatile memory 1012, which can
employ one or more of the disclosed memory architectures, in various embodiments. The basic input/output
system (BIOS), containing the basic routines to transfer information between elements within the computer 1002,
such as during start-up, is stored in non-volatile memory 1012. In addition, according to present innovations, codec
1035 can include at least one of an encoder or decoder, wherein the at least one of an encoder or decoder can
consist of hardware, software, or a combination of hardware and software. Although, codec 1035 is depicted as a
separate component, codec 1035 can be contained within non-volatile memory 1012. By way of illustration, and not
limitation, non-volatile memory 1012 can include read only memory (ROM), programmable ROM (PROM),
electrically programmable ROM (EPROM), electrically erasable programmable ROM (EEPROM), Flash memory,
3D Flash memory, or resistive memory such as resistive random access memory (RRAM). Non-volatile memory
1012 can employ one or more of the disclosed memory devices, in at least some embodiments. Moreover, non-
volatile memory 1012 can be computer memory (e.g., physically integrated with computer 1002 or a mainboard
thereof), or removable memory. Examples of suitable removable memory with which disclosed embodiments can
be implemented can include a secure digital (SD) card, a compact Flash (CF) card, a universal serial bus (USB)
memory stick, or the like. Volatile memory 1010 includes random access memory (RAM), which acts as external
cache memory, and can also employ one or more disclosed memory devices in various embodiments. By way of
illustration and not limitation, RAM is available in many forms such as static RAM (SRAM), dynamic RAM (DRAM),
synchronous DRAM (SDRAM), double data rate SDRAM (DDR SDRAM), and enhanced SDRAM (ESDRAM) and
so forth.
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[0060] Computer 1002 can also include removable/non-removable, volatile/non-volatile computer storage
medium. FIG. 10 illustrates, for example, disk storage 1014. Disk storage 1014 includes, but is not limited to,
devices like a magnetic disk drive, solid state disk (SSD), flash memory card, or memory stick. In addition, disk
storage 1014 can include storage medium separately or in combination with other storage medium including, but
not limited to, an optical disk drive such as a compact disk ROM device (CD-ROM), CD recordable drive (CD-R
Drive), CD rewritable drive (CD-RW Drive) or a digital versatile disk ROM drive (DVD-ROM). To facilitate
connection of the disk storage devices 1014 to the system bus 1008, a removable or non-removable interface is
typically used, such as interface 1016. It is appreciated that storage devices 1014 can store information related to a
user. Such information might be stored at or provided to a server or to an application running on a user device. I
one embodiment, the user can be notified (e.q., by way of output device(s) 1038} of the types of information that are
stored to disk storage 1014 or transmitled io the server or application. The user can be provided the opportunity to
opt-in or opt-out of having such information collected or shared with the server or application {e.g., by way of input

o

from input device(s) 1028}

[0061] It is to be appreciated that FIG. 10 describes software that acts as an intermediary between users and
the basic computer resources described in the suitable operating environment 1000. Such software includes an
operating system 1018. Operating system 1018, which can be stored on disk storage 1014, acts to control and
allocate resources of the computer system 1002. Applications 1020 take advantage of the management of
resources by operating system 1018 through program modules 1024, and program data 1026, such as the
boot/shutdown transaction table and the like, stored either in system memory 1006 or on disk storage 1014. Itis to
be appreciated that the claimed subject matter can be implemented with various operating systems or combinations
of operating systems.

[0062] A user enters commands or information into the computer 1002 through input device(s) 1028. Input
devices 1028 include, but are not limited to, a pointing device such as a mouse, trackball, stylus, touch pad,
keyboard, microphone, joystick, game pad, satellite dish, scanner, TV tuner card, digital camera, digital video
camera, web camera, and the like. These and other input devices connect to the processing unit 1004 through the
system bus 1008 via interface port(s) 1030. Interface port(s) 1030 include, for example, a serial port, a parallel port,
a game port, and a universal serial bus (USB). Output device(s) 1036 use some of the same type of ports as input
device(s) 1028. Thus, for example, a USB port can be used to provide input to computer 1002 and to output
information from computer 1002 to an output device 1036. Output adapter 1034 is provided to illustrate that there
are some output devices 1036 like monitors, speakers, and printers, among other output devices 1036, which
require special adapters. The output adapters 1034 include, by way of illustration and not limitation, video and
sound cards that provide a means of connection between the output device 1036 and the system bus 1008. It
should be noted that other devices or systems of devices provide both input and output capabilities such as remote
computer(s) 1038.
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[0063] Computer 1002 can operate in a networked environment using logical connections to one or more
remote computers, such as remote computer(s) 1038. The remote computer(s) 1038 can be a personal computer,
a server, a router, a network PC, a workstation, a microprocessor based appliance, a peer device, a smart phone, a
tablet, or other network node, and typically includes many of the elements described relative to computer 1002. For
purposes of brevity, only a memory storage device 1040 is illustrated with remote computer(s) 1038. Remote
computer(s) 1038 is logically connected to computer 1002 through a network interface 1042 and then connected via
communication connection(s) 1044. Network interface 1042 encompasses wire or wireless communication
networks such as local-area networks (LAN) and wide-area networks (WAN) and cellular networks. LAN
technologies include Fiber Distributed Data Interface (FDDI), Copper Distributed Data Interface (CDDI), Ethernet,
Token Ring and the like. WAN technologies include, but are not limited to, point-to-point links, circuit switching
networks like Integrated Services Digital Networks (ISDN) and variations thereon, packet switching networks, and
Digital Subscriber Lines (DSL).

[0064] Communication connection(s) 1044 refers to the hardware/software employed to connect the network
interface 1042 to the bus 1008. While communication connection 1044 is shown for illustrative clarity inside
computer 1002, it can also be external to computer 1002. The hardware/software necessary for connection to the
network interface 1042 includes, for exemplary purposes only, internal and external technologies such as, modems
including regular telephone grade modems, cable modems and DSL modems, ISDN adapters, and wired and
wireless Ethernet cards, hubs, and routers.

[0065] While the subject matter has been described above in the general context of computer-executable
instructions of a computer program product that runs on a computer and/or computers, those skilled in the art will
recognize that this disclosure also can or can be implemented in combination with other program modules.
Generally, program modules include routines, programs, components, data structures, etc. that perform particular
tasks and/or implement particular abstract data types. Moreover, those skilled in the art will appreciate that the
inventive computer-implemented methods can be practiced with other computer system configurations, including
single-processor or multiprocessor computer systems, mini-computing devices, mainframe computers, as well as
computers, hand-held computing devices (e.g., PDA, phone), microprocessor-based or programmable consumer or
industrial electronics, and the like. The illustrated aspects can also be practiced in distributed computing
environments where tasks are performed by remote processing devices that are linked through a communications
network. However, some, if not all aspects of this disclosure can be practiced on stand-alone computers. Ina
distributed computing environment, program modules can be located in both local and remote memory storage
devices.

» o » g

[0066] As used in this application, the terms “component,” “system,” “platform,” “interface,” and the like, can
refer to and/or can include a computer-related entity or an entity related to an operational machine with one or more
specific functionalities. The entities disclosed herein can be either hardware, a combination of hardware and
software, software, or software in execution. For example, a component can be, but is not limited to being, a

Process running on a processor, a processor, an object, an executable, a thread of execution, a program, and/or a
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computer. By way of illustration, both an application running on a server and the server can be a component. One
or more components can reside within a process and/or thread of execution and a component can be localized on
one computer and/or distributed between two or more computers. In another example, respective components can
execute from various computer readable media having various data structures stored thereon. The components
can communicate via local and/or remote processes such as in accordance with a signal having one or more data
packets (e.g., data from one component interacting with another component in a local system, distributed system,
and/or across a network such as the Internet with other systems via the signal). As another example, a component
can be an apparatus with specific functionality provided by mechanical parts operated by electric or electronic
circuitry, which is operated by a software or firmware application executed by a processor. In such a case, the
processor can be internal or external to the apparatus and can execute at least a part of the software or firmware
application. As yet another example, a component can be an apparatus that provides specific functionality through
electronic components without mechanical parts, wherein the electronic components can include a processor or
other means to execute software or firmware that confers at least in part the functionality of the electronic
components. In an aspect, a component can emulate an electronic component via a virtual machine, e.g., within a

cloud computing system.

[0067] In addition, the term “or” is intended to mean an inclusive “or” rather than an exclusive “or.” That is,
unless specified otherwise, or clear from context, “X employs A or B” is intended to mean any of the natural
inclusive permutations. That is, if X employs A; X employs B; or X employs both A and B, then “X employs A or B” is
satisfied under any of the foregoing instances. Moreover, articles “a” and “an” as used in the subject specification
and annexed drawings should generally be construed to mean “one or more” unless specified otherwise or clear
from context to be directed to a singular form. As used herein, the terms “example” and/or “exemplary” are utilized
to mean serving as an example, instance, or illustration and are intended to be non-limiting. For the avoidance of
doubt, the subject matter disclosed herein is not limited by such examples. In addition, any aspect or design
described herein as an “example” and/or “exemplary” is not necessarily to be construed as preferred or
advantageous over other aspects or designs, nor is it meant to preclude equivalent exemplary structures and
techniques known to those of ordinary skill in the art.

[0068] As it is employed in the subject specification, the term “processor” can refer to substantially any
computing processing unit or device comprising, but not limited to, single-core processors; single-processors with
software multithread execution capability; multi-core processors; multi-core processors with software multithread
execution capability; multi-core processors with hardware multithread technology; parallel platforms; and parallel
platforms with distributed shared memory. Additionally, a processor can refer to an integrated circuit, an application
specific integrated circuit (ASIC), a digital signal processor (DSP), a field programmable gate array (FPGA), a
programmable logic controller (PLC), a complex programmable logic device (CPLD), a discrete gate or transistor
logic, discrete hardware components, or any combination thereof designed to perform the functions described
herein. Further, processors can exploit nano-scale architectures such as, but not limited to, molecular and

quantum-dot based transistors, switches and gates, in order to optimize space usage or enhance performance of
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user equipment. A processor can also be implemented as a combination of computing processing units. In this
disclosure, terms such as “store,” “storage,” “data store,” data storage,” “database,” and substantially any other
information storage component relevant to operation and functionality of a component are utilized to refer to
“memory components,” entities embodied in a “memory,” or components comprising a memory. It is to be
appreciated that memory and/or memory components described herein can be either volatile memory or nonvolatile
memory, or can include both volatile and nonvolatile memory. By way of illustration, and not limitation, nonvolatile
memory can include read only memory (ROM), programmable ROM (PROM), electrically programmable ROM
(EPROM), electrically erasable ROM (EEPROM), flash memory, or nonvolatile random access memory (RAM)
(e.g., ferroelectric RAM (FeRAM). Volatile memory can include RAM, which can act as external cache memory, for
example. By way of illustration and not limitation, RAM is available in many forms such as synchronous RAM
(SRAM), dynamic RAM (DRAM,), synchronous DRAM (SDRAM), double data rate SDRAM (DDR SDRAM),
enhanced SDRAM (ESDRAM), Synchlink DRAM (SLDRAM), direct Rambus RAM (DRRAM), direct Rambus
dynamic RAM (DRDRAM), and Rambus dynamic RAM (RDRAM). Additionally, the disclosed memory components
of systems or computer-implemented methods herein are intended to include, without being limited to including,
these and any other suitable types of memory.

[0069] What has been described above include mere examples of systems and computer-implemented
methods. Itis, of course, not possible to describe every conceivable combination of components or computer-
implemented methods for purposes of describing this disclosure, but one of ordinary skill in the art can recognize
that many further combinations and permutations of this disclosure are possible. Furthermore, to the extent that the
terms “includes,” “has,” “possesses,” and the like are used in the detailed description, claims, appendices and
drawings such terms are intended to be inclusive in a manner similar to the term “comprising” as “comprising” is
interpreted when employed as a transitional word in a claim. The descriptions of the various embodiments have
been presented for purposes of illustration, but are not intended to be exhaustive or limited to the embodiments
disclosed. Many modifications and variations will be apparent to those of ordinary skill in the art without departing
from the scope of the described embodiments. The terminology used herein was chosen to best explain the
principles of the embodiments, the practical application or technical improvement over technologies found in the
marketplace, or to enable others of ordinary skill in the art to understand the embodiments disclosed herein.
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CLAIMS

1. A system for convolutional neural networks, the system, comprising:

a memory that stores computer executable components;

a processor that executes computer executable components stored in the memory, wherein the computer
executable components comprise:

a pattern component that determines a first pattern of a sparse kernel and a second pattern of a
complementary kernel, wherein the first pattern represents locations of valid samples within a first sample matrix of
the sparse kernel, and wherein the second pattern represents locations of valid samples within a second sample
matrix of the complementary kemel that are complementary to the first pattern;

a fusing component that, based on a combination of features of the sparse kernel and features of the
complementary kernel that are combined according to a fusing approach, generates a fused kemel representing an
approximation of a full kernel of a convolutional neural network; and

a training component that trains the fused kernel.

2. The system of claim 1, wherein the fusing approach combines the features of the sparse kernel and the
features of the complementary kernel with a spatial-join operation that replaces a skipped sample of the first pattern
with a valid sample of the second pattern.

3. The system of claim 1, wherein the fusing approach combines the sparse kernel and the complementary
kernel based on a pairwise concatenation of the sparse kernel and the complementary kemel according to an

operator.

4. The system of claim 3, wherein the operator is an addition operator.

5. The system of claim 3, wherein the operator is an inverse operator.

6. The system of any of the preceding claims, wherein the fusing approach comprises a channel-wise fusion

procedure comprising, combining features of the sparse kernel, the complementary kernel, and the fused kernel

based on application of a 1x1 channel matrix in a channel dimension.

7. The system of any of the preceding claims, wherein the complementary kernel comprises at least one valid
sample at a location within the second sample matrix that corresponds to a location within the first sample matrix of
at least one skipped sample.

8. The system of any of the preceding claims, wherein the complementary kernel comprises valid samples at
all locations within the second sample matrix that correspond to locations within the first sample matrix having
skipped samples.
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9. The system of any of the preceding claims, wherein the pattern component determines the first pattern
based on an examination of parameter weights assigned to an original learned full kernel of a previously trained

convolutional neural network.

10. The system of any of the preceding claims, wherein the first sample matrix of the sparse kernel is a 3x3
matrix and the first pattern has a “+” shape, and wherein the second sample matrix of the complementary kernel is
a 3x3 matrix and the second pattern has an “x” shape.

11. The system of any of the preceding claims further comprising a receiving component that receives
configuration data comprising at least one of: a number of types of the sparse kernel; a number of types of the
complementary kernel; a number of sparse kernels; a number of complementary kernels; an operator for pairwise

kernel fusion; or an indicator that indicates whether channel-wise fusion is to be used.

12. A computer implemented method for convolutional neural networks, the method comprising:

determining, by a device operatively coupled to a processor, a first pattern of a sparse kernel and a
second pattern of a complementary kernel, wherein the first pattern represents locations of valid samples within a
first sample matrix of the sparse kernel, and wherein the second pattern represents locations of valid samples
within a second sample matrix of the complementary kernel that are complementary to the first pattern;
responsive to a combination of features of the sparse kernel and features of the complementary kernel that are
combined according to a fusing approach, generating, by the device, a fused kemel representing an approximation
of a full kernel of a convolutional neural network; and

training, by the device, the fused kernel.
13. The method of claim 12, wherein the fusing approach combines the features of the sparse kernel and the
features of the complementary kernel with a spatial-join operation that replaces a skipped sample of the first pattern
with a valid sample of the second pattern.
14. The method of either of claims 12 or 13, wherein the fusing approach combines the sparse kernel and the
complementary kernel based on a pairwise concatenation of the sparse kemel and the complementary kernel
according to an operator.

15. The method of claim 14, wherein the operator is an addition operator.

16. The method of claim 14, wherein the operator is an inverse operator.
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17. The method of any of claims 12 to 16, wherein the fusing approach comprises a channel-wise fusion
procedure comprising, combining features of the sparse kernel, the complementary kernel, and the fused kernel

based on application of a 1x1 channel matrix in a channel dimension.

18. The method of any of claims 12 to 17, wherein the complementary kernel comprises at least one valid
sample at a location within the second sample matrix that corresponds to a location within the first sample matrix of
at least one skipped sample.

19. The method of any of claims 12 to 18, wherein the complementary kernel comprises valid samples at all
locations within the second sample matrix that correspond to locations within the first sample matrix having skipped

samples.

20. The method of any of claims 12 to 19, wherein the pattern component determines the first pattemn based
on an examination of parameter weights assigned to an original learned full kernel of a previously trained

convolutional neural network.

21. The method of any of claims 12 to 20, wherein the first sample matrix of the sparse kernel is a 3x3 matrix
and the first pattern has a “+” shape, and wherein the second sample matrix of the complementary kernel is a 3x3
matrix and the second pattern has an “x” shape.

22. The method of any of claims 12 to 21, further comprising receiving configuration data comprising at least
one of: a number of types of the sparse kernel; a number of types of the complementary kernel; a number of sparse
kernels; a number of complementary kernels; an operator for pairwise kernel fusion; or an indicator that indicates

whether channel-wise fusion is to be used.

23. The computer-implemented method of any of claims 12 to 22, further comprising receiving, by the device,
configuration data comprising a number of types of the sparse kernel, a number of types of the complementary
kernel, a number of sparse kernels, a number of complementary kernels, identification of an operator for pairwise

kernel fusion, or an indicator that indicates whether channel-wise fusion is to be used.

24, The computer-implemented method of any of claims 12 to 23, wherein the generating the fused kernel
comprises combining the sparse kernel and the complementary kernel based on a pairwise concatenation of the
sparse kernel and the complementary kernel according to an operator.

25. The computer-implemented method of any of claims 12 to 24, wherein the generating the fused kernel
comprises a channel-wise fusion procedure comprising, combining features of the sparse kernel, the

complementary kernel, and the fused kemel based on application of a 1x1 channel matrix in a channel dimension.
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26. A computer program product for convolutional neural networks, the computer program product comprising:
a computer readable storage medium readable by a processing circuit and storing instructions for execution by the
processing circuit for performing a method according to any of claims 12 to 25.

27. A computer program stored on a computer readable medium and loadable into the internal memory of a
digital computer, comprising software code portions, when said program is run on a computer, for performing the
method of any of claims 12 to 25.
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