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(57) Zusammenfassung: Verfahren (10) zum Vergleichen ei-

nes ersten Datenpunktes (x) mit einem zweiten Datenpunkt *
V) 1 3
gekennzeichnet durch folgende Merkmale: L

- ein kinstliches neuronales Netz (31) wird mit einem die
Datenpunkte (x, y) umfassenden Datensatz trainiert (11) und *
- der erste Datenpunkt (x) wird durch das Netz (31) zu einem

ersten Ausgabevektor (X) verarbeitet (12),

- der zweite Datenpunkt (y) wird durch das Netz (31) zu ei-
nem zweiten Ausgabevektor (Y) verarbeitet (13) und

- unter einer vorgegebenen Metrik (40) auf einem die Aus- *
gabevektoren (X, Y) umfassenden Vektorraum wird ein Ab-

standsmal zwischen den Ausgabevektoren (X, Y) bestimmt STOP

(14).
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Beschreibung

[0001] Die vorliegende Erfindung betrifft ein Verfah-
ren zum Vergleichen von Datenpunkten. Die vorlie-
gende Erfindung betrifft dartiber hinaus eine entspre-
chende Vorrichtung, ein entsprechendes Computer-
programm sowie ein entsprechendes Speichermedi-
um.

Stand der Technik

[0002] Wahrend der Ausdruck ,Datensatz® in der In-
formatik regelmaRig eine eindimensionale, struktu-
rierte Folge von Attributen eines Elements einer Uber-
geordneten Menge - z. B. eine Karteikarte in einer
Kartei, eine bestimmte Bestellung in einer Bestell-Da-
tenbank oder eine Zeile einer Adressliste - bezeich-
net, wird er nachfolgend gemaR dem fachsprachli-
chen Gebrauch in der Statistik als Bezeichnung fur
die Gesamtheit von Daten in einem bestimmten Zu-
sammenhang, also gleichbedeutend mit ,Datenbe-
stand®, verwendet. Gemal diesem Sprachgebrauch
umfasst ein Datensatz einzelne Datenpunkte, die je-
weils etwa ein gesamtes Bild oder Buch reprasentie-
ren kénnen.

[0003] Bekannte Verfahren zum Vergleich von Da-
tenpunkten aus unstrukturierten Daten wie die der
mathematischen Statistik entliehene mittlere qua-
dratische Abweichung - auch als mittlerer quadrati-
scher Fehler (MQF; mean squared error, MSE) be-
kannt - haben wenig Ubereinstimmung mit mensch-
licher visueller Wahrnehmung bewiesen. Zur Mes-
sung der Ahnlichkeit zwischen zwei Bildern wird nach
dem Stand der Technik daher zumeist die - mitun-
ter mehrskalig angewandte - strukturelle Ahnlichkeit
(structural similarity, SSIM), die davon abgeleitete
Pseudometrik der strukturellen Unahnlichkeit (struc-
tural dissimilarity, DSSIM) oder die um Kontrastwahr-
nehmungs- und Maskierungskriterien erweiterte Me-
trik PSNR-HVS-M genutzt.

[0004] EP1889754B1 offenbart ein Verfahren zur
Ansteuerung von Personenschutzmitteln mit folgen-
den Verfahrensschritten: Bildung eines Merkmals-
vektors aus einem Verlauf eines von einem ersten
Signal einer Unfallsensorik abgeleiteten zweiten Si-
gnals, Klassifizierung des mindestens einen Merk-
malvektors in Abhéngigkeit von einem ersten Ver-
gleich des mindestens einen Merkmalvektors mit
wenigstens einem ersten Codebuch mittels eines
AhnlichkeitsmaRes und Ansteuerung der Personen-
schutzmittel in Abh&ngigkeit von der Klassifizierung,
dadurch gekennzeichnet, dass das wenigstens eine
Codebuch wenigstens zwei Codevektoren aufweist,
wobei jedem Codevektor eine jeweilige Klasse zu-
geordnet ist, dass der mindestens eine Merkmals-
vektor mit den wenigstens zwei Codevektoren der-
art verglichen wird, dass als das AhnlichkeitsmaR ein
Abstandsmaly zwischen dem Merkmalsvektor und
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den wenigstens zwei Codevektoren verwendet wird,
wobei die Klassifizierung in Abhangigkeit von dem
Codevektor erfolgt, der den geringsten Abstand zum
mindestens einen Merkmalsvektor aufweist, wobei
die wenigstens zwei Codevektoren durch eine Metho-
de der Vektorquantisierung erstellt werden. Als Ab-
standsmal} wird hier insbesondere der euklidische
Abstand vorgeschlagen.

Offenbarung der Erfindung

[0005] Die Erfindung stellt ein Verfahren zum Ver-
gleichen von Datenpunkten, eine entsprechende Vor-
richtung, ein entsprechendes Computerprogramm
sowie ein entsprechendes maschinenlesbares Spei-
chermedium gemaf den unabhangigen Ansprichen
bereit.

[0006] Der vorgeschlagene Ansatz fufdt auf der Er-
kenntnis, dass ein Hauptproblem des MSE und ahn-
licher Metriken darin besteht, dass sie in erster Linie
fur Daten geeignet sind, welche als Elemente eines
Vektorraums aufgefasst werden kénnen. So kann ein
natirliches Bild zwar als Element eines Vektorraums
aufgefasst werden, indem jeder Pixelwert einer Ko-
ordinate entspricht, aber der wahrnehmbare Raum
der naturlichen Bilder entspricht keineswegs diesem
Vektorraum.

[0007] Ein Vorzug dieser Lésung liegt in der Schaf-
fung einer Pseudometrik auf einer Menge von Daten,
die mathematisch nicht notwendigerweise einen Vek-
torraum aufspannt.

[0008] Durch die in den abhangigen Ansprichen
aufgefiihrten MalRnahmen sind vorteilhafte Weiterbil-
dungen und Verbesserungen des im unabhangigen
Anspruch angegebenen Grundgedankens mdglich.
So kann vorgesehen sein, dass die verglichenen Da-
tenpunkte jeweils Bilder oder Blicher reprasentieren.
Die konstruierte Pseudometrik kann auf diese Weise
etwa angewandt werden, um fir ein Bild oder Buch
ahnliche Bilder bzw. Blicher aus einem Datensatz zu
erzeugen oder zu entscheiden, ob ein Bild &hnlich zu
dem Datensatz ist oder nicht. Damit kénnten feindli-
che Angriffe erkannt werden.

Figurenliste

[0009] Ausflhrungsbeispiele der Erfindung sind in
den Zeichnungen dargestellt und in der nachfolgen-
den Beschreibung naher erlautert. Es zeigt:

Fig. 1 das Flussdiagramm eines Verfahrens ge-
mal einer ersten Ausfliihrungsform.

Fig. 2 einen Cluster-Algorithmus.

Fig. 3 den schematischen Aufbau eines zur
Klassifikation genutzten neuronalen Netzes.
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Fig. 4 die Bestimmung einer Pseudometrik
durch ein trainiertes Netz gemaR Fig. 3.

Fig. 5 schematisch ein Steuergerat gemaf einer
zweiten Ausflihrungsform der Erfindung.

Ausfuhrungsformen der Erfindung

[0010] Grundlegende Aspekte der vorgeschlagenen
Lésung umfassen ein neuronales Netz N der Tiefe k,
einen Datensatz X beispielsweise von Bildern, einen
iterativen Cluster-Algorithmus fiir Daten ohne vorge-
gebene Klassenzuordnung (label) bzw. einen Lernal-
gorithmus fiir Daten mit Label sowie eine Funktion,
die fir zwei Eingangsdatenpunkte x und y die Ausga-
bevektoren X bzw. Y des so trainierten Netzes spei-
chert. Wie Fig. 1 illustriert, werden nach dem Trainie-
ren von N (Prozess 11) die zu vergleichenden Daten-
punkte durch das Netz verarbeitet (Prozesse 12, 13)
und schlieRlich unter dem MSE oder einer anderwei-
tigen Metrik auf einem X und Y umfassenden Vek-
torraum ein Abstandsmal} zwischen diesen Vektoren
bestimmt (Prozess 14) und als Pseudometrik ausge-
geben.

[0011] Im ersten Schritt des Clusteralgorithmus wird
demnach das neuronale Netz auf dem Datensatz trai-
niert. Falls bereits eine Klassifikation der Datenpunk-
te vorliegt, kann hierzu ein herkémmliches tGiberwach-
tes Lernverfahren (supervised learning) angewandt
werden. Andernfalls kommt das in Fig. 2 dargestellte
iterative Verfahren (20) zum Einsatz, welches ausge-
hend von einer zufélligen Zuordnung der Daten die
Label schrittweise immer weiter verbessert.

[0012] Das Verfahren (20) umfasst mehrere Durch-
laufe (runs). Jeder Durchlauf umfasst folgende Schrit-
te:

1. Das Netz wird fiir eine Anzahl von Schritten
auf die aktuellen Label der Daten trainiert. Hier-
bei erweist sich insbesondere eine |,-Regulari-
sierung als vorteilhaft.

2. Fir jeden Datenpunkt x wird der Wert der Aus-
gabeschicht oder -lage (layer) k als Vektor z ge-
speichert.

3. Alle Ausgaben Z der Schicht k werden einer
herkdmmlichen Ballungsanalyse (clustering) un-
terzogen.

4. Die resultierenden Cluster (siehe Fig. 3) wer-
den als neue Label genutzt.

5. Die Schrittweite fir das nachste Training wird
angepasst.

[0013] Die Bestimmung der Metrik durch ein solcher-
malen trainiertes Netz (31) kann hernach gemaf
Fig. 4 erfolgen.
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[0014] Dieses Verfahren (10) kann beispielsweise
in Software oder Hardware oder in einer Mischform
aus Software und Hardware beispielsweise in einem
Steuergerat (50) implementiert sein, wie die schema-
tische Darstellung der Fig. 5 verdeutlicht.
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Patentanspriiche

1. Verfahren (10) zum Vergleichen eines ersten
Datenpunktes (x) mit einem zweiten Datenpunkt (y),
gekennzeichnet durch folgende Merkmale:

- ein kunstliches neuronales Netz (31) wird mit einem
die Datenpunkte (x, y) umfassenden Datensatz trai-
niert (11) und

- der erste Datenpunkt (x) wird durch das Netz (31)
zu einem ersten Ausgabevektor (X) verarbeitet (12),
- der zweite Datenpunkt (y) wird durch das Netz (31)
zu einem zweiten Ausgabevektor (Y) verarbeitet (13)
und

- unter einer vorgegebenen Metrik (40) auf einem die
Ausgabevektoren (X, Y) umfassenden Vektorraum
wird ein Abstandsmal} zwischen den Ausgabevekto-
ren (X, Y) bestimmt (14).

2. Verfahren (10) nach Anspruch 1,
gekennzeichnet durch folgendes Merkmal:
- die Metrik beruht auf einer mittleren quadratischen
Abweichung des ersten Ausgabevektors (X) vom
zweiten Ausgabevektor (Y).

3. Verfahren (10) nach Anspruch 1 oder 2,
gekennzeichnet durch eines der folgenden Merk-
male:

- die Datenpunkte (x, y) reprasentieren jeweils ein
Bild (30) oder

- die Datenpunkte (x, y) reprasentieren jeweils einen
Text.

4. Verfahren (10) nach einem der Anspriiche 1 bis
3,
gekennzeichnet durch folgende Merkmale:
- die Datenpunkte (x, y) sind vorgegebenen Klassen
(33) zugeordnet und
- das Netz (31) wird darauf trainiert (11), weitere Da-
tenpunkte den Klassen (33) zuzuordnen.

5. Verfahren (10) nach einem der Anspruche 1 bis
3,
gekennzeichnet durch folgende Merkmale:
- das Trainieren (11) geht von einer zuféalligen Zu-
ordnung der Datenpunkte (x,y) zu mehreren Klassen
(33) aus und
- beim Trainieren (11) wird die Zuordnung in mehre-
ren Durchlaufen verfeinert.

6. Verfahren (10) nach Anspruch 5,
dadurch gekennzeichnet, dass
die Durchlaufe jeweils Folgendes umfassen:
- das Netz (31) wird in mehreren Schritten auf die ge-
genwartige Zuordnung trainiert,
- die Ausgabevektoren (X, Y) des Netzes (31) fir je-
den Datenpunkt (x, y) werden gespeichert und
- die Zuordnung wird anhand einer Ballungsanalyse
der Ausgabevektoren (X, Y) ersetzt.

7. Verfahren (10) nach Anspruch 6,
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gekennzeichnet durch mindestens eines der fol-
genden Merkmale:

- in jedem Durchlauf werden Gewichtsfunktionen des
Netzes (31) l,-regularisiert oder

- in jedem Durchlauf werden die Schritte des folgen-
den Durchlaufes angepasst.

8. Computerprogramm, welches eingerichtet ist,
das Verfahren (10) nach einem der Anspriiche 1 bis
7 auszufiihren.

9. Maschinenlesbares Speichermedium, auf dem
das Computerprogramm nach Anspruch 8 gespei-
chert ist.

10. Vorrichtung (50), die eingerichtet ist, das Ver-
fahren (10) nach einem der Anspriiche 1 bis 7 aus-
zufuhren.

Es folgen 2 Seiten Zeichnungen
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Anhéangende Zeichnungen
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Input: Number of Classes, Dataset X, Neural net, layer-k
Output: Labels Y

01. generate random labels for each gata point x of X
02. for run in runs:
03. for step in steps

04. train the neutral network on data (x_k, y_k) with regularization
05. for x in X

06. Compute vector z by storing output of layer-k in Matrix Z

07. cluster Matrix Z

08. assign new labels y_k according to clustering of Z

09. adapt steps [runs]

Fig. 2
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