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(57) ABSTRACT 

An electronic device and method may capture an image of an 
environment, followed by identification of blocks of con 
nected components in the image. A test for overlap of spans 
may be made, between a span of a block selected (e.g. for 
having a line of pixels) and another span of an adjacent block 
located above, or below, or to the left, or to the right of the 
selected block and when satisfied, these two blocks are 
merged. Blocks may additionally be tested, e.g., for relative 
heights of the two blocks, and/or aspect ratio of either or both 
blocks, etc. Classification of a merged block as text or non 
text may use attributes of the merged block, such as location 
of a horizontal pixel line, number of vertical pixel lines, and 
number of black-white transitions and number of white-black 
transitions in a subset of rows located below the horizontal 
pixel line. 

Initialization receive an image of a scene of real world 

identify in the image, a group of regions, each region 
forming a connected component of pixels that arc contiguous 

(e.g. each region having monotonic changes in intensity, 
such as a maximally stable extremal region or MSER) 

Pixel-Line-Presence Detection 

Binarization (of a block which is 
fitted around an identified region) 

Select a test 
based on a 202 language 
identified in : inery. 

Line-presence Test: check whether the binarized block satisfies a 
test for presence of a line of pixels of a common binary value 

mark each block as pixel-line-present or pixel-line 
absent, based on a result of the line-presence test 

merge a set of positions of region(s) in pixel-line-present block with a 
Sct of positions of region(s) in adjaccintblock, when a rule is satisfied 
by onc or more geometric attributes of blocks that contain thc regions 

(e.g. an overlap in projections of blocks, onto a common line 

Verification (Re-do Binarization - for merged block, 
Re-do line-presence test - for merged block) 

Classify merged block as text/non-text (e.g. using neural network) 

OCR merged block of text (e.g. slice merged block into 
sub-blocks, preparc feature vector, decodc feature vector) 
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FIG 2 

receive an image of a Scene of real world 

identify in the image, a group of regions, each region 
forming a connected component of pixels that are contiguous 

(e.g. each region having monotonic changes in intensity, 
such as a maximally stable extremal region or MSER) 

language 
identified in 

Line-presence Test: check whether the binarized block satisfies a 
test for presence of a line of pixels of a common binary value 

mark each block as pixel-line-present or pixel-line 
absent, based on a result of the line-presence test 

merge a set of positions of region(s) in pixel-line-present block with a 
Set of positions of region(s) in adjacent block, when a rule is satisfied 
by one or more geometric attributes of blocks that contain the regions 

(e.g. an overlap in projections of blocks, onto a common i5 

Verification (Re-do Binarization - for merged block, 
Re-do line-presence test - for merged block) 

Classify merged block as text/non-text (e.g. using neural network) 

Mobile 260 
OCR merged block of text (e.g. Slice merged block into 

Dyce Sub-blocks, prepare feature vector, decode feature vector) 
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FIG. 3B 
200 

Select a current row of pixels in a block Electronic 
Device 

301 
Select a current pixel in current row 

313 32 
Does N. Current pixel intensity satisfy 

piteria based on other pixels 
block? 
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Mark pixel as binarized Mark pixel as binarized fo 
for current block to 0 current block to 1 

Done visiting all pixels in current 
row'? 316 

Count number of pixels in current row of current block binarized to 1 
18 

Done visiting all rows 
of block? 

4 

Identify row Hp containing a maximum number Np of pixels 
binarized to value 1, acroSS all rows of the current block 

Compute a mean Nm of pixels binarized to value 1 across all rows 

Do Nm and Np satisfy a presct 
criterion? 
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and height H of block satisfy S 

another preset 
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Mark block as pixel-line-present 

Done Identify adjacent 
with all blocks? blocks, to merge 

335 
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of contents recognizes text fields con- E. 

taining the journal title, issue number, - 

date, and each article field, so should 

the computer. This analysis also enables - 

the implementation of a hypertext fea- e 

ture that links each article entry in the – 

table of contents to the first page of that E. 

article. e 

OCR is performed in parallel with i 

the layout analysis and labeling. While i.e. 

current OCR technology is highly accu- is 

rate on clean printed material, errors - 

still occur. Therefore, our OCR post 

FIG. 3C 
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FIG. 4A 
(PRIOR ART) 
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FIG. 5 

Select a first block (marked as pixel-line-present) 

Select a second block adjacent to first block 

Second block Satisfy 
ule for accent marks 

Does Second 
block satisfy rule for a 

broken word? 

Does 
Second 

block satisfy rule 
for half 

merge a pixel-line-present 
block with one or more 

adjacent block(s) (pixel-line- DOne 
absent or pixel-line-present) with all 

pixel-line-present 
blocks? 

Verification of merged block(s) r 
(e.g. geometric rectification of scale/tilt, Classification 
Binarization & pixel-line-presence test) 

Mobile Device 200 
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From 
FIG. 6A 502 

Is 
a test satisfied on amount of overlap on a 

horizontal line, between a FEE of first block and a projection of second block 
e.g. 100% overlap 

IS 
another test satisfied on amount of overlap 

on a vertical line, between a projection of first block and a 
projection of second block 

e.g. 0% overlap) 

o Is aspect 
ratio of second block within a preset 

range? 

Is ratio of 
height of second block to 

height of first block within another 
preset range? 

ls 
Second block located above first 

block? 

IS 
vertical distance between 

first & second blocks less than a limit 
(below-block 

limit)? 
IS 

vertical distance 
between first and 

Goto 520 second blocks less than 
another limit (above 

block limit)? 

Does second block satisfy tests 
for accent marks (maatras)? 

510 
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y-axis 
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FIG. 6E 
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IS 
vertical overlap of 

st block by Second block greater than 
a first limit? 

difference between 
height of second block to 

heigh of first block within a 
preset limit? 

S a horizonta 
Separation between first and 
econd blocks less than anothe 

preset limit 

Does second block satisfy tests 
for a broken word? 

S. Qost 
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FIG. 8A FS 

IS 
vertical overlap of 

st block by Second block greater than 
a first limit? 

IS 
horizontal overlap of 

st block by Second block greate 
han a Second limit 

IS 
difference between 

height of Second block to 
height of first block within a 

third limit? 

IS 
aspect ratio of second block 

Athin a preset range2 

IS 
difference 

between V-coordinate of center 
of second block and y-coordinate of 

center of first block 
within a fourth 

limit? 

Goto 541 Yes 

Does Second block satisfy Goto 230 
tests for half letters? 

530 
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relative location of horizontal line Hip/H 911 

relative strength of horizontal line Np/Nm 912 

ratio of number of vertical lines to length L 913 

mean number of white-black transitions in horizontal direction 914 

mean number of black-white transitions in horizontal direction is 915 

FIG. 9 
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FIG 10 200 
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receive an image of a scene of real world 

identify in the image, a group of regions, each region 
forming a connected component of pixels that are contiguous 

Detect & Correct Ske 270 

Pixel-Line-Presence A A an Detection 22 

Line-presence Test: check whether the binarized block satisfies a 
test for presence of a line of pixels of a common binary value 

mark cach block as pixel-line-present or pixel-line 
absent, based on a result of the predetermined test 

Block Merging an 
identify a block located adjacent to pixel-line-present block 

merge a set of positions of region(s) in pixel-line-present block 
with a set of positions of region(s) in adjacent block, when a rule 

is satisfied by one or more geometric attributes of blocks that 
contain the regions (e.g. an overlap in projections of blocks) 

2 re 23 Storc information on merged Sct of positions, as a merged block 

240 Verification (geometric rectification, Re-do Binarization on merged block, Re-do Line-presence Test on merged block) 

Classify merged block as text/non-text (e.g. using neural network) 

Mobile 260 
OCR merged block of text (e.g. slice merged block into 

Device Sub-blocks, preparc feature vector, decodc feature vector) 

250 
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RULES FOR MERGING BLOCKS OF 
CONNECTED COMPONENTS IN NATURAL 

IMAGES 

CROSS-REFERENCE TO PROVISIONAL 
APPLICATIONS 

0001. This application claims priority under 35 USC S119 
(e) from U.S. Provisional Application No. 61/590,966 filed 
on Jan. 26, 2012 and entitled “Identifying Regions Of Text To 
Merge In A Natural Image or Video Frame', which is 
assigned to the assignee hereof and which is incorporated 
herein by reference in its entirety. 
0002. This application claims priority under 35 USC S119 
(e) from U.S. Provisional Application No. 61/590,983 filed 
on Jan. 26, 2012 and entitled “Detecting and Correcting Skew 
In Regions Of Text In Natural Images', which is assigned to 
the assignee hereof and which is incorporated herein by ref 
erence in its entirety. 
0003. This application claims priority under 35 USC S119 
(e) from U.S. Provisional Application No. 61/590,973 filed 
on Jan. 26, 2012 and entitled “Rules For Merging Blocks Of 
Connected Components. In Natural Images', which is 
assigned to the assignee hereof and which is incorporated 
herein by reference in its entirety. 
0004. This application claims priority under 35 USC S119 
(e) from U.S. Provisional Application No. 61/673,703 filed 
on Jul. 19, 2012 and entitled “Automatic Correction of Skew 
In Natural Images and Video', which is assigned to the 
assignee hereofand which is incorporated herein by reference 
in its entirety. 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0005. This application is also related to U.S. application 
Ser. No. 13/748,562, Attorney Docket No. Q112726USos, 
filed concurrently herewith, entitled “Detecting and Correct 
ing Skew In Regions Of Text In Natural Images” which is 
assigned to the assignee hereof and which is incorporated 
herein by reference in its entirety. 
0006. This application is also related to U.S. application 
Ser. No. 13/748,539, Attorney Docket No. Q1 11559USos, 
filed concurrently herewith, entitled “Identifying Regions of 
Text to Merge In A Natural Image or Video Frame' which is 
assigned to the assignee hereof and which is incorporated 
herein by reference in its entirety. 

FIELD 

0007. This patent application relates to devices and meth 
ods for applying rules (called “clustering rules') to check 
whether or not blocks of one or more regions in an image 
should be merged, prior to classification of the blocks as text 
Or non-text. 

BACKGROUND 

0008 Identification of text regions in documents that are 
scanned (e.g. by an optical scanner of a printer or copier) is 
significantly easier than detecting text regions in images gen 
erated by a handheld camera, of scenes in the real world (also 
called “natural images). Specifically, optical character rec 
ognition (OCR) methods of the prior art originate in the field 
of document processing, wherein the document image con 
tains a series of lines of text (e.g. 20 lines of text) of a scanned 
page in a document. Document processing techniques, 
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although Successfully used on Scanned documents created by 
optical scanners, generate too many false positives and/or 
negatives so as to be impractical when used on natural 
images. Hence, detection of text regions in a real world image 
generated by a handheld camera is performed using different 
techniques. For additional information on techniques used in 
the prior art, to identify text regions in natural images, see the 
following articles that are incorporated by reference herein in 
their entirety as background: 
0009 (a) H. Li et al. Automatic text detection and track 
ing in digital video.” IEEE transactions on Image process 
ing, vol. 9... no. 1, pp. 147-156, 2000; 

0010 (b) X. Chen and A. Yuille, “Detecting and reading 
text in natural scenes. IEEE Computer Society Confer 
ence on Computer Vision and Pattern Recognition 
(CVPR'04), 2004, pages 1-8; 

0011 (c) S. W. Lee et al., “A new methodology for gray 
scale character segmentation and recognition. IEEE 
Transactions on Pattern Analysis and Machine Intelli 
gence, October 1996, pp. 1045-1050, vol. 18, no. 10; 

0012 (d) B. Epshtein et al., “Detecting text in natural 
scenes with stroke width transform. ComputerVision and 
Pattern Recognition (CVPR) 2010, pages 2963-2970; and 

0013 (e) A. Jain and B. Yu, “Automatic text location in 
images and video frames’. Pattern Recognition, 1998, pp. 
2055-2076, Vol. 31, No. 12. 

0014 Image processing techniques of the prior art 
described above appear to be developed primarily to identify 
regions in images that contain text which is written in the 
language English. Use of such techniques to identify in natu 
ral images, regions of textin otherlanguages that use different 
scripts for letters of their alphabets can result in false positives 
and/or negatives so as to render the techniques impractical. 
(0015 FIG. 1A illustrates a newspaper 100 in the real world 
in India. A user 110 (see FIG.1B) may use a camera-equipped 
mobile device (such as a cellular phone) 108 to capture an 
image 107 of newspaper 100. Camera captured image 107 
may be displayed on a screen 106 of mobile device 108. Such 
an image 107 (FIG. 1C), if processed directly using prior art 
image processing techniques may result in failure to classify 
one or more regions 103 as text (see FIG. 1A). Specifically, 
text-containing regions of a camera-captured image may be 
classified as non-text and vice versa e.g. due to variations in 
lighting, color, tilt, focus, etc. 
0016. Additionally, presence in natural images, of text 
written in non-English languages, such as Hindi can result in 
false positives/negatives, when technique(s) developed pri 
marily for identifying text in the English language are used in 
classification of regions as text/non-text. For example, 
although blocks in regions that contain text in the English 
language may be correctly classified to be text (e.g. by a 
neural network), one or more blocks 103A, 103B, 103C and 
103D (FIG. 1C) in a region 103 contain text in Hindi that may 
be mis-classified as non-text (e.g. even when the neural net 
work has been trained with text in Hindi). 
0017. One or more prior art criteria that are used by a 
classifier to identify text in natural images can be relaxed, so 
that blocks 103A-103D are then classified as text, but on 
doing so one or more portions of another region 105 (FIG.1C) 
may coincidentally satisfy the relaxed criteria, and blocks in 
region 105 may be then mis-classified as text although these 
blocks contain graphics (e.g., pictures of cars in FIG. 1B). 
(0018 Moreover, when a natural image 107 (FIG. 1C) is 
processed by a prior art method to form rectangular blocks, 
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certain portions of text may be omitted from a rectangular 
block that is classified as text. For example, pixels in such text 
portions may be separated from (i.e. not contiguous with) 
pixels that form the remainder of text in the rectangular block, 
due to pixels at a boundary of the rectangular block not 
satisfying a prior art test used to form the rectangular block. 
Such omission of pixels of a portion of text, from a rectangu 
lar block adjacent to the portion is illustrated in FIG. 1C at 
least twice. See pixels oftext to the left of block 103B, and see 
pixels of text to the left of block 103C (in FIG. 1C). Omission 
of text portions from rectangular blocks of a natural image 
can result in errors, when such incomplete blocks are further 
processed after classification, e.g. by an optical character 
recognition (OCR) system. 
0019. Accordingly, there is a need to improve the identi 
fication of regions of textina natural image or video frame, as 
described below. 

SUMMARY 

0020. In several aspects of described embodiments, an 
electronic device and method use a camera to capture an 
image of an environment outside the electronic device fol 
lowed by identification of blocks that enclose regions of pix 
els in the image, with each region being initially included in 
a single block. Depending on the embodiment, each region 
may be identified to have pixels contiguous with one another 
and including a local extrema (maxima or minima) of inten 
sity in the image, e.g. a maximally stable extremal region 
(MSER). In some embodiments, each block that contains 
Such a region (which may constitute a “connected compo 
nent') is tested for presence of a line of pixels binarizable to 
a common value (“pixel-line-present block), followed by 
identification of one or more blocks adjacent thereto which 
are then tested for merger as follows. 
0021 One or more processors of several embodiments 
execute computer instructions (also called “first instruc 
tions') to test for overlap of projections, between a projection 
of a pixel-line-present block on to a line (e.g. X-axis) and 
another projection of an adjacent block on to the same line 
(e.g. X-axis also). When one or more Such test(s) for overlap 
on a line of projections (also called “supports' or “spans’) of 
blocks is/are satisfied, these two blocks are automatically 
merged with one another by one or more processors executing 
computer instructions (also called “second instructions'). 
although at the time of merger it is not known whether the 
blocks being merged contain text or non-text. An additional 
test that may be performed prior to merger of two blocks may 
be based on, for example, relative heights of the two blocks, 
and/or aspect ratio of either or both blocks, etc. Information 
on a merged block that is obtained as a result of merging of 
two or more blocks is stored in memory by one or more 
processors executing computer instructions (also called 
“third instructions'). The merged block is then processed 
further in certain embodiments, e.g. Subject to Verification of 
presence of a pixel line, and followed by classification of the 
merged block as text or non-text. 
0022 Depending on the embodiment, classification of a 
merged block (with multiple connected components therein) 
as text or non-text may use one or more predetermined 
attributes of the merged block, Such as location and thickness 
of a line of pixels binarizable to a common binary value and 
oriented longitudinally in the merged block (e.g. parallel to or 
within a small angle of, whichever side of the block is longer). 
The just-described classification of the merged block may 
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additionally or alternatively use: a number of lines of pixels 
oriented laterally in the merged block (e.g. Vertically), and a 
number of black-white transitions (and number of white 
black transitions) in a subset of rows located below the line of 
pixels, when the line of pixels is located in an upper portion of 
the merged block (e.g. within 30% or 40% of the merged 
blocks height, measured from a top side of the merged 
block). 
0023. In some embodiments, one or more of identifica 
tion of blocks, testing for overlap of projections on to a 
common line, merger of blocks that satisfy tests, followed by 
text/non-text classification as described above are performed 
by one or more processor(s) operatively coupled to memory 
and configured to execute computer instructions stored in the 
memory (orin another non-transitory computer readable Stor 
age media). Moreover, in some embodiments, one or more 
non-transitory storage media include a plurality of computer 
instructions, which when executed, cause one or more pro 
cessors in a handheld device to perform operations, and these 
computer instructions include computer instructions to per 
form one or more of identification of blocks, testing for 
overlap of projections on to a common line, merger of blocks 
that satisfy tests, followed by text/non-text classification 
described above. 

0024. In certain embodiments, one or more acts of the type 
described above are performed by a mobile device (such as a 
Smartphone) that includes a camera, a memory operatively 
connected to the camera to receive images therefrom, and at 
least one processor operatively coupled to the memory to 
execute computer instructions stored in the memory (or in 
another non-transitory computer readable storage media). On 
execution of the computer instructions, the processor pro 
cesses an image to check two blocks that are adjacent to one 
another in the image for satisfying one or more predetermined 
rules (e.g. based on geometric attributes of the blocks), and on 
finding the rule(s) to be satisfied merging the two blocks to 
generate a merged block, Subsequently classifying the 
merged block as text or non-text, followed by OCR of blocks 
that are classified as text (in the normal manner). In some 
embodiments, an apparatus includes several means imple 
mented by logic in hardware or logic in Software or a combi 
nation thereof, to perform one or more acts described above. 
0025. It is to be understood that several other aspects will 
become readily apparent to those skilled in the art from the 
description herein, wherein it is shown and described various 
embodiments by way of illustration. The drawings and 
detailed description below are to be regarded as illustrative in 
nature and not as restrictive. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0026 FIG. 1A illustrates a newspaper of the prior art, in 
the real world in India. 

0027 FIG. 1B illustrates a user using a camera-equipped 
mobile device of the prior art to capture an image of a news 
paper in the real world. 
(0028 FIG. 1C illustrates blocks formed by identifying 
connected components in a portion of the image of FIG. 1B 
by use of a prior art method. 
0029 FIG. 2 illustrates, in a high-level flow chart, various 
acts performed by a mobile device in a method of identifying 
regions to merge in Some aspects of the described embodi 
mentS. 
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0030 FIG. 3A illustrates a memory of a mobile device 
during application of a predetermined test to detect pixel line 
presence, in illustrative aspects of the described embodi 
mentS. 

0031 FIG. 3B illustrates, in an intermediate-level flow 
chart, various acts performed by a mobile device to imple 
ment a predetermined test to detect pixel line presence, in 
Some aspects of the described embodiments. 
0032 FIG. 3C illustrates another projection profile of 
English text in prior art. 
0033 FIG. 4A illustrates an example of text in a prior art 
image. 
0034 FIGS. 4B-4F illustrate formation of a block by use 
of the method of FIG. 2 in illustrative aspects of the described 
embodiments. 

0035 FIG. 5 illustrates, in a high-level flow chart, various 
acts performed by a mobile device in some aspects of the 
described embodiments, to identify blocks that can be merged 
as per operation 230 in FIG. 2, by application of three sets of 
rules. 

0036 FIG. 6A illustrates, in a high-level flow chart, vari 
ous acts performed by a mobile device in some aspects of the 
described embodiments, to apply a set of rules, to identify 
blocks to be merged based oncertain attributes of modifiers or 
accent marks. 

0037 FIGS. 6B, 6C, and 6D illustrate examples of text 
wherein blocks 621 and 622 are determined to be merged by 
applying the set of rules as per the method of FIG. 6A. 
0038 FIG. 6E illustrates another example of text wherein 
blocks 631 and 632 are determined to be merged by applying 
the set of rules as per the method of FIG. 6A. 
0039 FIG. 7A illustrates, in a high-level flow chart, vari 
ous acts performed by a mobile device in some aspects of the 
described embodiments, to apply a set of rules, to identify 
blocks to be merged based on certain attributes of broken 
words. 

0040 FIG. 7B illustrates the example of text of FIG. 6B 
wherein blocks 620, 621 and 623 are determined to be merged 
by applying the second set of tests as per the method of FIG. 
7A. 

0041 FIG. 8A illustrates, in a high-level flow chart, vari 
ous acts performed by a mobile device in some aspects of the 
described embodiments, to apply a set of rules, to identify 
blocks to be merged based on certain attributes of half letters. 
0042 FIG. 8B illustrates another example of text wherein 
blocks 821 and 822 are determined to be merged by applying 
the third set of tests as per the method of FIG. 8A. 
0043 FIG. 9 illustrates parameters 911-915 computed for 
use in a neural network that performs classification of blocks 
into text or non-text, as per operation 240 (FIG.2), performed 
by a mobile device in some aspects of the described embodi 
mentS. 

0044 FIG. 10 illustrates, in a block diagram, a mobile 
device including processor and memory of the type described 
above, in Some aspects of the described embodiments. 
0045 FIG. 11 illustrates, in a block diagram, computer 
instructions in a memory 1012 of the described embodiments, 
to perform several of the operations illustrated in FIG. 2. 
0046 FIG. 12 illustrates, in a high-level flow chart, vari 
ous acts performed by a mobile device in an alternative 
method of identifying regions to merge in Some aspects of the 
described embodiments. 
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DETAILED DESCRIPTION 

0047. A number of regions of an image of a real world 
scene (e.g. an image 107 of a newspaper 100 in FIG. 1B) are 
initially identified in several aspects of the described embodi 
ments, in the normal manner. Hence, a mobile device (e.g. a 
smartphone or a tablet which can be held in a human hand) 
200 in certain described embodiments may use a camera 1011 
(FIG. 10) included therein, to capture an image of an envi 
ronment outside the mobile device 200, such as a scene of real 
world. Mobile device 200 of some embodiments includes one 
or more processors 1013 (FIG. 10) programmed with soft 
ware 141 (also called “merger software), classifier software 
552, and OCR software 551 (all of which are stored in a 
memory 1012, which may be any non-transitory memory that 
is computer readable). OCR software 551 is used to eventu 
ally recognize text in one or more image(s) 107 generated by 
camera 1011, e.g. by performing Optical Character Recogni 
tion (“OCR). Depending on the embodiment, camera 1011 
may be a digital camera that captures still images (also called 
"Snapshots'), or a video camera that generates a video stream 
of images at a known rate, e.g. 30 frames/second. 
0048 Merger software 141 of some embodiments, when 
executed by one or more processors, identifies blocks of 
regions in an image (in memory) that can be merged with one 
another, as described in U.S. application Ser. No. 13/748,539, 
Attorney Docket No. Q1 11559Usos, filed concurrently here 
with, entitled “Identifying Regions of Text to Merge In A 
Natural Image or Video Frame' which is incorporated herein 
by reference in its entirety, above. Blocks that are identified as 
candidates for merger are thereafter Subject to certain prede 
termined rules (also called clustering rules) as described 
below, and when these rules are found to be satisfied the 
blocks are merged, even though it is not known whether the 
blocks are text or non-text. 

0049 Specifically, an image 107 (e.g. a hand-held camera 
captured image) received by a processor 1013 of mobile 
device 200 in certain described embodiments, as per act 211 
in FIG. 2 is a Snapshot (in a set of Snapshots generated by a 
digital camera) or a video frame (in a stream of video frames 
generated by a video camera) or any image stored in memory 
and retrieved therefrom. In many embodiments, image 107 is 
not generated by an optical scanner, of a copier or printer and 
instead image 107 is generated by a hand-held camera, as 
noted above. In alternative embodiments, image 107 is gen 
erated by an optical scanner, of a copier or printer, from 
printed paper. Although processor 1013, which performs one 
or more acts shown in FIG. 2 is included in mobile device 200 
of Some embodiments, in other embodiments the processor 
1013 which is programmed to perform one or more acts 
described herein is external to mobile device 200, e.g. 
included in a server to which mobile device 200 is operatively 
coupled by a wireless link. 
0050. After receipt of image 107, processor 1013 in 
described embodiments identifies, as per act 212 in FIG. 2, a 
set of regions (also called “blobs') in image 107 with bound 
aries that differ from Surrounding pixels in a predetermined 
manner (as specified in a parameter input to the method) from 
Surrounding pixels in one or more properties, such as inten 
sity and/or color. Some methods that may be used in act 212 
first identify a pixel of local minima or maxima (also called 
“extrema”) of a property (Such as intensity) in the image, 
followed by identifying neighboring pixels that are contigu 
ous with one another and with the identified extrema pixel, 
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within a range of values of the property that is obtained in a 
predetermined manner, so as to identify in act 212 an MSER 
region. 
0051 Specifically, MSERs that are identified in act 212 of 
Some embodiments are regions that are geometrically con 
tiguous (with any one pixel in the region being reachable from 
any other pixel in the region by traversal of one or more pixels 
that contact one another in the region) with monotonic trans 
formation in property values, and invariant to affine transfor 
mations (transformations that preserve straight lines and 
ratios of distances between points on the straight lines). 
Boundaries of MSERs may be used as connected components 
in some embodiments described herein, to identify regions of 
an image, as candidates for recognition as text. 
0052. In several of the described embodiments, regions in 
image 107 are automatically identified in act 212 based on 
variation in intensities of pixels by use a method of the type 
described by Matas et al., e.g. in an article entitled "Robust 
Wide Baseline Stereo from Maximally Stable Extremal 
Regions' Proc. Of British Machine Vision Conference, pages 
384-396, published 2002 that is incorporated by reference 
herein in its entirety. The time taken to identify MSERs in an 
image can be reduced by use of a method of the type described 
by Nister, et al., “Linear Time Maximally Stable Extremal 
Regions”, ECCV, 2008, Part II, LNCS 5303, pp 183-196, 
published by Springer-Verlag Berlin Heidelberg that is also 
incorporated by reference herein in its entirety. Another such 
method is described in, for example, an article entitled 
“Robust Text Detection. In Natural Images With Edge-En 
hanced Maximally Stable Extremal Regions” by Chen et al. 
IEEE International Conference on Image Processing (ICIP), 
September 2011 that is incorporated by reference herein in its 
entirety. 
0053. The current inventors note that prior art methods of 
the type described by Chenetal. or by Matasetal. or by Nister 
et al. identify hundreds of MSERs, and sometimes identify 
thousands of MSERs in an image 107 that includes details of 
natural features, such as leaves of a tree or leaves of plants, 
shrubs, and bushes. Hence, use of MSER methods of the type 
described above result in identification of regions whose 
number depends on the content within the image 107. More 
over, a specific manner in which pixels of a region differ from 
Surrounding pixels at the boundary identified by Such an 
MSER method may be predetermined in some embodiments 
by use of a lookup table in memory. Such a lookup table may 
Supply one or more specific combinations of values for the 
parameters A and MaxVariation, which are input to an MSER 
method (also called MSER input parameters). Such a lookup 
table may be populated ahead of time, with specific values for 
A and Max Variation, e.g. determined by experimentation to 
generate contours that are appropriate for recognition of text 
in a natural image, such as value 8 for A and value 0.07 for 
Max Variation. 

0054. In some embodiments, pixels are identified in a set 
(which may be implemented in a list) that in turn identifies a 
region Q, which includes a local extrema of intensity (Such as 
local maxima or local minima) in the image 107. Such a 
region Q, may be identified in act 212 (FIG. 2) as being 
maximally stable relative to one or more intensities in a range 
i-A to i+A (depending on the embodiment, including the 
above-described intensity i), each intensity i being used as a 
threshold (with A being a parameter input to an MSER 
method) in comparisons with intensities of a plurality of 
pixels included in region Q, to identify respective regions 
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Q, A and Q. A. In some embodiments, a number of pixels in 
the region Q, remains within a predetermined (e.g. userspeci 
fied) range relative to changes in intensity i across a range i-A 
to i+A, with a local minima in a ratio Q, A-QA/Q, occur 
ring at the intensity i. Therefore, the just-described set of 
positions in certain embodiments are indicative of (or iden 
tify) a region Q, that constitutes an MSER (i.e. a maximally 
stable extremal region). 
0055. Other methods that can be used to identify such 
regions in act 212 may be similar or identical to methods for 
identification of connected components, e.g. as described in 
an article entitled “Application of Floyd-Warshall Labelling 
Technique: Identification of Connected Pixel Components In 
Binary Image' by Hyunkyung Shin and Joong Sang Shin 
published in Kangweon-Kyungki Math. Jour. 14 (2006), No. 
1, pp. 47-55 that is incorporated by reference herein in its 
entirety, or as described in an article entitled “Fast Connected 
Component Labeling Algorithm Using A Divide and Con 
quer Technique' by Jung-Me Park, Carl G. Looney and Hui 
Chuan Chen believed to be published in Matrix (2000), Vol 
ume: 4, Issue: 1. Publisher: Elsevier LTD., pp. 4-7 that is also 
incorporated by reference herein in its entirety. 
0056. A specific manner in which regions of an image 107 
are identified in act 212 by mobile device 200 in described 
embodiments can be different, depending on the embodi 
ment. Each region of image 107 that is identified by use of an 
MSER method of the type described above is represented by 
act 212 in the form of a list of pixels, with two coordinates for 
each pixel, namely the x-coordinate and the y-coordinate in 
two dimensional space (of the image). 
0057. After identification of regions, each region is ini 

tially included in a single rectangular block which may be 
automatically identified by mobile device 200 of some 
embodiments in act 212, e.g. as a minimum bounding rect 
angle of a region, by identification of a largest X-coordinate, a 
largest y-coordinate, a smallest X-coordinate and a Smallest 
y-coordinate of all pixels within the region. The just-de 
scribed four coordinates may be used in act 212, or subse 
quently when needed, to identify the corners of a rectangular 
block that tightly fits the region. As discussed below. Such a 
block (and therefore its four corners) may be used in checking 
whether a predetermined rule is satisfied, e.g. by one or more 
geometric attributes of the block relative to an adjacent block 
(such as overlap of projection (“Support”) on a common line). 
Also, a blocks four sides may need to be identified, in order 
to identify all pixels in the block and their binarizable values, 
followed by generation of a profile of counts of pixels of a 
common binary value. When needed, four corners of a rect 
angular block that includes a region may be identified, e.g. as 
follows: 

0.058 (largest x-coordinate, largest y-coordinate), 
0059 (largest x-coordinate, smallest y-coordinate), 
0060 (smallest x-coordinate, largest y-coordinate) and 
0061 (smallest x-coordinate, smallest y-coordinate). 
The above-described acts 211 and 212 are performed in sev 
eral embodiments, an initialization operation 210 (FIG. 2) in 
a manner similar or identical to corresponding operations of 
the prior art, for example as described above in reference to 
FIGS. 1A-1C. Accordingly, each block (also called 
“unmerged block” or “initially identified block') that is iden 
tified at the end of act 212 of some embodiments contains a 
single region (which may constitute a “connected compo 
nent'), such as an MSER. 
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0062. After a set of blocks are identified inact 212, such as 
block 302 in FIG.3A, processor 1013 in mobile device 200 of 
some described embodiments determines in an operation 220 
(see FIG. 2), whether or not block 302 has a peak in the 
number of pixels 303I-303J (FIG. 3A) that can be binarized 
(i.e. binarizable) to a common value (e.g. to a value 1 or value 
0 in a binarized version of block 302), located along a straight 
line 304 (FIG. 3A) through block 302, which straight line 
satisfies a test which includes a predetermined condition (e.g. 
peak is located in the top /3rd of the block). In several 
embodiments, operation 220 is performed in a deterministic 
manner, i.e. without learning (and without use of a neural 
network). 
0063 Processor 1013 of certain embodiments is pro 
grammed, in any deterministic manner that will be apparent 
to the skilled artisan in view of this detailed description, to 
determine occurrence of pixels that are binarizable to a value 
1 (or alternatively to value 0) along a straight line defined by 
the equation y mX+c and that satisfy a specific test that is 
predetermined For example, some embodiments of processor 
1013 may be programmed to simply enter the x,y coordinates 
ofall pixels of a block 302 into such an equation, to determine 
for how many pixels in the block (that are binarizable to value 
1) is such an equation satisfied (e.g. within preset limits). For 
example, to check if there is a straight line that is oriented 
parallel to the x-axis in block 302, processor 1013 may be 
programmed to set the slope m=0, then check if there are any 
pixels in block 302 at a common y co-ordinate (with a value 
of the constant c in the above-identified equation), which can 
be binarized to the value 1 (and then repeat for the value 0). In 
this manner, processor 1013 may be programmed to use a 
series of values (e.g. integer values) of constant 'c' in the 
equation, to check for presence of lines parallel to the X-axis, 
at different values of y-coordinates of pixels in block 302. 
0064. During operation 220 (of pixel-line-presence detec 

tion), processor 1013 of some embodiments performs at least 
three acts 221-223 as follows. Specifically, in act 221 of 
several embodiments, processor 1013 is programmed to per 
form an initial binarization of pixels of a block 302 which is 
fitted around a region (e.g. the region i? achi in FIG. 3A) 
identified by act 212 (described above). The initial binarizing 
inact 221 is performed individually, on each unmerged block, 
as a part of the operation 220 (for pixel-line-presence detec 
tion) on the block (e.g. by assigning one of two binary values 
to each pixel). In some embodiments, all pixels identified as 
constituting a region, which is represented by the above 
described list (e.g. generated by an MSER method, with two 
coordinates for each pixel in the region) areassigned the value 
1 (in binary), and all remaining pixels in a block of this region 
are assigned the value 0 (in binary). Hence, in some embodi 
ments, all pixels within the block but outside the region are 
assigned the value 0. The just-described binary values may be 
Switched in other embodiments (e.g. pixels of a region may be 
assigned the value 0 and pixels in a block that are outside the 
region assigned the value 1). The binary values assigned in act 
221 to pixels in a block are used within operation 220, and 
these values can be overwritten later, if binarization is per 
formed again after merger (during verification in operation 
240, described below). 
0065. Next, in act 222, processor 1013 is programmed to 

test for the presence or absence of a straight line passing 
through positions of the just-described binary-valued pixels 
(resulting from act 221) in the block. For example, in act 222 
of some embodiments, processor 1013 checks whether a test 
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(“pixel-line-presence test” or simply “line-presence test”) is 
satisfied, for detecting the presence of a line segment 305 
(FIG. 3A) formed by pixels 303I. . .303J of the value 1 
(which is a common binary value of all these pixels), within 
block 302 (FIG.3A). In several such embodiments, operation 
220 checks for presence of pixels 303I. . .303J (FIG.3A) of 
a common binary value (or a common range of grey-scale 
values) occurring along a straight line 304 that is oriented 
longitudinally relative to block 302 (e.g. parallel to or within 
a small angle of, whichever side of block 302 is longer). Such 
a straight line 304 may be formed in block 302 by, for 
example, a number of pixels 303A... 303N which include 
several black colored pixels (with intensity of value 1 in 
binary) that are located in a single row (or in alternative 
embodiments, located in a group of adjacent rows). 
0.066 Along the straight line 304 shown in FIG.3A, not all 
pixels are binarizable to value 1 (representing black color) 
and instead certain pixels such as pixel 303I and 303J (also 
called “connected component pixels') are binarizable to 
value 1 while pixels 303A and 303N (also called “other pix 
els') are binarizable to value 0. Block 302 is automatically 
marked as having a pixel line present along straight line 304 
by a test in act 222 of Some embodiments that compares the 
number of black pixels occurring along straight line 304 to the 
number of black pixels occurring along other lines passing 
through block 302. In many embodiments, act 222 compares 
the number of pixels along multiple lines parallel to one 
another in a longitudinal direction of block 302, for example 
as discussed below. 

0067. In one example, act 222 determines that a pixel line 
is present in block 302 along straight line 304 when straight 
line 304 is found to have the maximum number of black pixels 
(relative to all the lines tested in block 302). In another 
example, act 222 further checks that the maximum number of 
black pixels along straight line 304 is larger than a mean of 
black pixels along the lines being tested by a predetermined 
amount and if so then block 302 is determined to have a pixel 
line present therein. The same test or a similar test may be 
alternatively performed with white pixels in some embodi 
ments of act 222. Moreover, in some embodiments of act 212, 
the same test or a similar test may be performed on two 
regions of an image, namely the regions called MSER+and 
MSER-, generated by an MSER method (with intensities 
inverted relative to one another). 
0068. In some embodiments, block 302 is subdivided into 
rows oriented parallel to the longitudinal direction of block 
302. Some embodiments of act 222 prepare a histogram of 
counters, based on pixels identified in a list of positions 
indicative of a region, with one counter being used for each 
unit of distance (“bin' or “row') along a height (in a second 
direction, which is perpendicular to a first direction (e.g. the 
longitudinal direction)) of block 302. In some embodiments, 
block 302 is oriented with its longest side along the x-axis, 
and act 222 is performed by sorting pixels by their y-coordi 
nates followed by binning (e.g. counting the number of pix 
els) at each intercept on the y-axis (which forms a bin), 
followed by identifying a counter which has the largest value 
among counters. Therefore, the identified counter identifies a 
peakin the histogram, which is followed by checking whether 
a relative location of the peak (along the y-axis) happens to be 
within a predetermined range, e.g. top /3rd of block height, 
and if so the pixel-line-presence test is met. So, a result of act 
222 in the just-described example is that a pixel line (of black 
pixels) has been found to be present in block 302. 
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0069. In several aspects of the described embodiments, 
processor 1013 is programmed to performan act 223 to mark 
in a storage element 381 of memory 1012 (by setting a flag), 
based on a result of act 222, e.g. that block 302 has a line of 
pixels present therein (or has no pixel line present, depending 
on the result). Instead of setting the flag in storage element 
381, block 302 may be identified in some embodiments as 
having a pixel line present therein, by including an identifier 
of block 302 in a list 1501 of identifiers (FIG. 10) in memory 
1012. 
0070. After performance of act 223 (FIG. 2), processor 
1013 may return to act 221, e.g. if the pixel-line-presence test 
has not yet been applied to any block, in a set of blocks formed 
by identification of MSERs of the image. Alternatively, act 
221 may be performed repeatedly (prior to act 222), for all 
blocks in the set of blocks, followed performance of acts 222 
and 223 repeatedly (e.g. in a loop), for all blocks in the set of 
blocks that have been binarized in act 221. 
(0071. After operation 220, processor 1013 of some 
embodiments performs operation 230 wherein a block 302 
which has been marked as pixel-line-present is tested for 
possible merger with one or more blocks that are adjacent to 
block 302, e.g. by applying one or more predetermined rules. 
Processor 1013 of some embodiments is programmed to per 
forman operation 230 (also called “merger operation') which 
includes at least three acts 231, 233 and 233 as follows. In act 
231, each block which has no intervening block between 
itself and a pixel-line-present block, and which is located at 
less than a specified distance (e.g. half of height of pixel-line 
present block), is identified and marked in memory 1012 as 
“adjacent.” 
0072. In some embodiments of act 231, mobile device 200 
uses each block 302 that has been marked as pixel-line 
presentinact 222, to start looking for and marking in memory 
1012 (e.g. in a list 1502 in FIG. 10), any block (pixel-line 
present or pixel-line-absent) that is located physically adja 
cent to the block 302 (which is marked pixel-line-present and 
has no other block located there-between). For example, per 
formance of act 231 with block 403 in FIG. 4B as the pixel 
line-present block results in blocks 402, 404 and 405 being 
marked in a memory as “adjacent blocks. Act 231 is per 
formed repeatedly in a loop in some embodiments, until all 
adjacent blocks in an image are identified followed by the act 
232, although other embodiments repeat the act 231 after 
performance of acts 232 and 233 (described next). 
0073. In act 232 of some embodiments, processor 1013 
merges a pixel-line-present block with a block adjacent to it, 
as identified in act 231. On completion of the merged, pixels 
in the merged block include at least pixels in the pixel-line 
present block and pixels in the adjacent block (which may or 
may not have a pixel line present therein). A specific tech 
nique that is used in act 231 to merge two adjacent blocks can 
be different, depending on the embodiment, etc. 
0074. In some embodiments, a first list of positions of 
pixels of a first region 403R in a block 403 (FIG. 4B, also 
called “first block') that has been marked as pixel-line 
present is merged with a second list of positions of pixels of a 
second region 405R in a block 405 located above thereto 
(FIG. 4B, also called “second block”), to obtain a merged list 
of positions of a block 422 (FIG. 4D). In the block 422 (FIG. 
4D, also called “merged block”), pixels of the first region 
403R and pixels of the second region 405R (FIG. 4C) do not 
contact one another, because each region itself constitutes a 
connected component, unconnected to any other Such region. 
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The merged list of positions may then be used to identify the 
four corners of a rectangular block that tightly fits the merged 
region, in the manner described above in reference to act 212 
(based on largest and Smallest Xandy coordinates of positions 
in the merged list). In some embodiments, the positions of the 
four corners of the merged block are stored in memory 1012, 
as per act 233. Furthermore, a mean intensity is computed in 
Some embodiments, across all pixels in two blocks being 
merged and this value is also stored in memory 1012 in act 
233, as the mean intensity of the merged block (e.g. for use in 
identifying binarizable values of pixels therein). 
(0075. After act 233, processor 1013 of some embodiments 
returns to act 231 to identify an additional block that is located 
adjacent to the merged block. The additional block which is 
adjacent to the merged block (e.g. formed by merging a first 
block and a second block) may be a third block which has a 
third region therein. Therefore, in act 232 of some embodi 
ments, processor 1013 merges a merged set of positions of the 
merged block with an additional set of positions of the third 
region in the third block. Depending on the image, the addi 
tional block which is adjacent to a merged block may itself be 
another merged block (e.g. formed by merging a third block 
with a third region therein and a fourth block with a fourth 
region therein). At least one of the third block and the fourth 
block is marked as pixel-line-present (for these two blocks to 
have been merged to form the additional block). Hence, act 
232 in this example merges two blocks each of which is itself 
a merged block. Accordingly, the result of act 232 is a block 
that includes positions of pixels in each of the first block, the 
second block, the third block and the fourth block. 
0076. In some embodiments, act 232 is performed condi 
tionally, only when certain predetermined rules are met by 
two blocks that are adjacent to one another. Specifically, in 
such embodiments, whether or not two adjacent blocks can be 
merged is typically decided by application of one or more 
rules that are predetermined (called “clustering rules”), 
which may be based on attributes and characteristics of a 
specific script, Such as Devanagari script. The predetermined 
rules, although based on properties of a predetermined script 
of a human language, are applied in operation 230 of some 
embodiments, regardless of whether the two or more blocks 
being tested formerger are text or non-text. Different embodi 
ments use different rules in deciding whether or not to merge 
two blocks, and hence specific rules are not critical to several 
embodiments. The one or more predetermined rules applied 
in operation 230 either individually or in combination with 
one another, to determine whether or not to merge a pixel 
line-present block with its adjacent block may be different, 
depending on the embodiment, and specific examples are 
described below in reference to FIGS. 4A-4F. 

0077. As noted above, it is not known to processor 1013, at 
the time of performance of operation 220, whether any region 
(s) in a block 403 (FIG. 4B, also called “pixel-line-present 
block) on which operation 220 is being performed, happens to 
be text or non-text. Specifically, operation 230 is performed 
prior to classification as text or non-text, which is performed 
in operation 250. Hence, in many embodiments, it is not 
known, at the time of performance of operation 230, whether 
two blocks being merged, are text or non-text. More specifi 
cally, on completion of operation 220, when a block 403 
(FIG. 4B) has just been marked as pixel-line-present, it is not 
known to processor 1013 whether any region within block 
403 is text or non-text. 
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0078. Depending on the content of the image, a block 
which is marked by operation 220 as pixel-line-present may 
have a region representing a non-text feature in the image, e.g. 
a branch of a tree, or a light pole. Another block of the image, 
similarly marked by operation 220 as pixel-line-present, may 
have a region representing a text feature in the image, e.g. text 
with the format strike-through (in which a line is drawn 
through middle of text), or underlining (in which a line is 
drawn through bottom of text), or shiro-rekha (a headline in 
Devanagari script). So, operation 220 is performed prior to 
classification as text or non-text, any pixels in the regions that 
are being processed in operation 220. 
0079. In some embodiments, block 302, which is marked 
in memory 1012 as “pixel-line-present, contains an MSER 
whose boundary may (or may not) form one or more charac 
ters of text in certain languages. In some languages, charac 
ters of text may contain and/or may be joined to one another 
by a line segment formed by pixels in contact with one 
another and spanning across a word formed by the multiple 
characters, as illustrated in FIG. 3A. Therefore, a merged 
block formed by operation 230 which may contain text, or 
alternatively non-text, is subjected to an operation 240 (also 
called “verification' operation). 
0080 Specifically, in some embodiments, after operation 
230, mobile device 200 performs operation 240 which 
includes several acts that are performed normally prior to 
OCR, such as geometric rectification of scale (by converting 
parallelograms into rectangles, re-sizing blocks to a predeter 
mined height, e.g. 48 pixels) and/or detecting and correcting 
tilt or skew. Hence, depending on the embodiment, a merged 
block obtained from operation 230 may be subject to skew 
correction, with or without user input. For example, skew 
may be detected and corrected via user input as described in 
U.S. patent application Ser. No. 13/748,562, Attorney Docket 
No. Q112726USos, filed concurrently herewith, entitled 
“Detecting and Correcting Skew In Regions Of Text In Natu 
ral Images” which is incorporated herein by reference in its 
entirety, above. 
0081. Operation 240 (for verification) of several embodi 
ments further includes re-doing the binarization in act 241 
(see FIG. 11; initially done in act 221 above), this time for a 
merged block. Operation 240 of several embodiments addi 
tionally includes re-doing the pixel-line-presence test in act 
252 (see FIG. 11; initially done inact 222 above), this time for 
the merged block. Accordingly, Some embodiments check 
whether an additional test is satisfied by the merged block, for 
presence of the pixels with a common binary value along 
another straight line passing through the merged block. 
0082 Pixel intensities that are used in binarization and in 
pixel-line-presence test in operation 240 (FIG. 2) are of all 
pixels in the merged block, which may include pixels of a 
pixel-line-present block (which contains a core portion of 
text) and pixels of an adjacent block which may be a pixel 
line-absent block (which contain(s) supplemental portion(s) 
of text, such as accent marks). As noted above, pixels in a 
merged block on which operation 240 is being performed 
have not yet been classified as text or non-text, hence the 
pixel-line-presence test may or may not be met by the merged 
block, e.g. depending whether or not a line of pixels is present 
therein (based on the blocks being merged). 
0083. Accordingly, in several embodiments, binarization 
and pixel-line-presence test are performed twice, a first time 
in operation 220 and a second time in operation 240. So, a 
processor 1013 is programmed with computer instructions in 
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Some embodiments, to re-do the binarization and pixel-line 
presence test, initially on pixels in at least one block and 
Subsequently on pixels in a merged block (obtained by merg 
ing the just-described block and one or more blocks adjacent 
thereto). Note that at the time of performance of each of 
operations 220 and 240 it is not known whether or not the 
pixels (on which the operations are being performed) are text 
or non-text. This is because classification of pixels as text or 
non-text in operation 250 is performed after performance of 
both operations 220 and 240. Performing binarization and 
pixel-line-presence test twice, while the pixels are not yet 
classified as text/non-text, as described is believed to improve 
accuracy subsequently, in operations 250 and 260 (described 
below). 
I0084. A merged block that passes the pixel-line-presence 
test in operation 240 is thereafter subject to classification as 
text or non-text, in an operation 250. Operation 250 may be 
performed in the normal manner, e.g. by use of a classifier that 
may include a neural network. Such a neural network may use 
learning methods of the type described in, for example, U.S. 
Pat. No. 7,817,855 that is incorporated by reference herein in 
its entirety. Alternatively, operation 250 may be performed in 
a deterministic manner, depending on the embodiment. 
I0085. After operation 250, a merged block that is classi 
fied as text is processed by an operation 260 to perform 
optical character recognition (OCR) in the normal manner. 
Therefore, processor 1013 supplies information related to a 
merged block (such as coordinates of the four corners) to an 
OCR system, in some embodiments. During OCR, processor 
(s) 1013 of certain embodiments obtains a sequence of sub 
blocks from the merged block in the normal manner, e.g. by 
subdividing (or slicing). Sub-blocks may be sliced from a 
merged block using any known method e.g. based on height 
of the text region, and a predetermined aspect ratio of char 
acters and/or based on occurrence of spaces outside the 
boundary of pixels identified as forming an MSER region but 
within the text region. The result of slicing in operation 260 is 
a sequence of Sub-blocks, and each Sub-block is then subject 
to optical character recognition (OCR). 
I0086 Specifically, in operation 260, processor(s) 1013 of 
some embodiments form a feature vector for each sub-bock 
and then decode the feature vector, by comparison to corre 
sponding feature vectors of letters of a predetermined alpha 
bet, to identify one or more characters (e.g. alternative char 
acters for each block, with a probability of each character), 
and use one or more sequences of the identified characters 
with a repository of character sequences, to identify and store 
in memory 1012 (and/or display on a touch-sensitive screen 
1001 or a normal screen 1002) a word identified as being 
present in the merged block. 
I0087 As noted above, it is not known in operation 220, 
whether or not block 302 (FIG. 3A) which is being checked 
contains any text, and it is also not known in operation 230 
whether any blocks being merged contain text. Therefore, 
when a pixel-line-present block is merged with an adjacent 
block, the two blocks may contain pixels that represent a 
non-text feature in an image of the real world, such as a light 
pole. Even so, several embodiments of the type described 
herein are based on an assumption that a block 302 with one 
or more rows of pixels 303I-303N (FIG.3A) that form a line 
segment 305 contains characters of text, rather than details of 
natural features (such as leaves of a tree or leaves of plants, 
shrubs, and bushes) that are normally present in a natural 
image. Presence of text of certain languages in a natural 
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image results in pixels 303A-303N (FIG. 3A) that may form 
a line segment 305 in block 302. 
0088. Note however, that even when text is actually con 
tained in block 302, a line segment 305 of pixels that is 
detected in operation 220 may be oriented longitudinally 
relative to a block 302 (FIG.3A), or oriented laterally relative 
to block 302, or block 302 may contain both longitudinally 
oriented lines and laterally-oriented lines of pixels. In an 
illustrative example, shown in FIG. 4B, block 403 has one 
longitudinal line of black pixels 403T (FIG. 4C) and two 
lateral lines of black pixels 403A and 403B (FIG. 4B), while 
block 404 has three lateral lines of black pixels (not labeled) 
and one longitudinal line of black pixels (not labeled). 
0089. Depending on the font and the script of the text in an 
image, lines of pixels of a common binary value that traverse 
a block need not be strictly longitudinal or strictly lateral. 
Instead, a longitudinally-oriented line of pixels can be but 
need not be longitudinal. So, alongitudinally-oriented line in 
a block may be at a small angle (e.g. less than 20° or 10) 
relative to a top side (or bottom side) of the block, depending 
on a pose of (i.e. position and orientation of) camera 1011 
relative to a scene. When block 302 has its longitudinal direc 
tion oriented parallel (or within the Small angle) to the X-axis 
(e.g. after geometric rectification, Scaling and tilt correction), 
a longitudinal pixel line through block 302 has a constanty 
coordinate, which is tested in some embodiments by setting 
slope m to Zero and using a series of values of constant “c”, as 
described above. 

0090. A pixel-line-presence test used in act 222 (FIG.2) of 
Some embodiments may be selected based on a language 
likely to be found in an image, as per act 202 described next. 
In some embodiments, selection of a pixel-line-presence test 
is made in act 202 based on a language that is identified in 
memory 1012 as being used by a user of mobile device 200 
(e.g. in user input), or as being used in a geographic location 
at which mobile device 200 is located in real world (e.g. in a 
table). For example, memory 1012 in mobile device 200 of 
Some embodiments includes user input wherein the user has 
explicitly identified the language. In another example, 
memory 1012 includes a table with one entry therein that 
maps the language Hindi as being used in the city Mumbai, 
India, and another entry therein that maps the language Ara 
bic as being used in the city Riyadh, Saudi Arabia. Hence, 
processor 1013 of some embodiments performs a look-up on 
the just-described table, using a city in which mobile device 
200 is located, which is identified as follows: processor 1013 
uses bus 1113 to operate an in-built GPS sensor, such as 
sensor 1003 (FIG.10) to obtain location coordinates, and then 
uses the location coordinates with map data (in disk 1008) to 
identify the city. 
0091. In certain illustrative embodiments, the language 
identified by processor 1013 is Hindi, and the pixel-line 
presence test that is selected in act 202 (FIG. 2) is used 
identically when each of blocks 402,403 and 404 (FIG. 4B) 
is evaluated by act 211 (FIG. 2) to identify presence of a pixel 
line that is a characteristic of the language Hindi, namely a 
shiro-rekha (also called “header line'). Hence, the pixel-line 
presence test that is selected may test for pixels of a common 
binary value arranged to form a line segment 305 that is 
aligned with a top side of block 302 and located in an upper 
portion of block 302 (e.g. located within an upper one-third of 
the block, as described below in reference to a peak-location 
preset criterion in reference to FIG. 3A). 
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0092. On completion of operation 220 (FIG. 2), a block 
403 (FIG. 4B) that is marked as pixel-line-present may have 
one or more adjacent blocks such as block 405 that contain 
one or more portions of text, such as an accent mark. Due to 
the image being captured by a camera from a scene, there may 
be numerous other blocks (not shown in FIG.4B) in the image 
which may have a similar configuration (in pixel intensities 
and locations), but such other blocks may (or may not) con 
stitute details of natural features (such as leaves of plants, 
shrubs, and bushes), rather than portions of text. 
0093. Accordingly, accuracy in identifying text regions of 
a natural image (or video frame) is higher when using blocks 
that have been merged (based on presence of a pixel line in or 
between multiple characters) than the accuracy of prior art 
methods known to the inventors. For example, OCR accuracy 
of block 425 (FIG. 4F, also called “merged block) is higher 
than OCR accuracy when each of blocks 402-405 (FIG. 4B) 
and blocks 411-413 (FIG. 4C) are OCR processed individu 
ally. In some embodiments, operation 240 may start by per 
forming connected component analysis on each block 
received as input, e.g. So that an accent mark 406 that happens 
to be not included in any of blocks 402-405 and 411, 412 and 
413 is likely to be included in a block that is classified as text 
and output by operation 240, for input to the OCR system. 
0094. As noted above in reference to act 222 of operation 
220, FIG. 3A illustrates a block 302 of an image in memory 
1012 of some embodiments of mobile device 200, wherein a 
selected test is applied to detect pixel line presence. An 
example of such a pixel-line-presence test is illustrated in 
FIG. 3B, and described next. After initialization in acts 311 
and 312 (to select a row of pixels 303A-303N in block 302 
and select as a current pixel, the pixel 303I in the selected 
row), the intensity of pixel 303I is checked (inact313 of FIG. 
3B) againstone or more criteria that are based on other pixels 
in block 302. For example, some embodiments compare a 
current pixels intensity with the mean intensity of pixels in 
block, and also to the mean intensity of pixels in one or more 
MSERs included in the block, and if the current pixels inten 
sity is closer to the mean intensity of MSER(s) then the 
current pixel’s binary value is set to 1 (in act314 in FIG. 3B), 
else the binary value is set to 0 (in act 315 in FIG. 3B). 
0.095 The just-described binarization technique is just one 
example, and other embodiments may apply other techniques 
that are readily apparent in view of this disclosure. In a sim 
pler example, the current pixels intensity may be compared 
to just a mean intensity across all pixels in block 302, and if 
the current pixels intensity exceeds the mean, the current 
pixel is marked as 1 (in act 314) else the current pixel is 
marked as 0 (in act 315). Hence, mobile device 200 may be 
programmed to binarize pixels by 1) using pixels in a block to 
determine a set of one or more thresholds that depend on the 
embodiment, and 2) compare each pixel in the block with this 
set of thresholds, and 3) subsequently set the binarized value 
to 1 or 0 based on results of the comparison. 
(0096. On completion of acts 314 and 315, control returns 
to act 312 to select a next pixel for binarizing, and the above 
described acts are repeated when not all pixels in the current 
row have been visited (as per act316). When act316 finds that 
all pixels in a row of the block have been binarized, the 
number of pixels with value 1 in binary (e.g. black pixels) in 
each row “J” of block 302 is counted (as per act 317 in FIG. 
3B) and stored in an array 371 (FIG.3A) of memory 1012, as 
a projection count NJ. After projection count NJ is com 
puted for a current row J, control returns to act 301 to select 
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another row J-1 for generation of the projection count. When 
all rows have been processed (as per act 318 in FIG. 3B), 
projection count N.J., if plotted in a graph for human under 
standing, appears as graph 310 (FIG. 3A) that conceptually 
shows profile 311 of a histogram, although note that graph 
310 is normally not plotted by mobile device 200. 
0097. Instead, after projection count NJ is computed for 

all rows of a block 302 to form the histogram, the looping 
ends, and control transfers to operation 320 that computes 
attributes at the level of blocks, e.g. in acts 321 and/or 322. In 
act 321, mobile device 200 identifies a row Hp that contains a 
maximum value Np of all projection counts NO-N450 in 
block 302, i.e. the value of peak 308 in graph 310 in the form 
of a histogram of counts of black pixels (alternatively counts 
of white pixels). At this stage, a row Hp (e.g. counted in bin 
130 in FIG. 3A) in which peak 308 occurs is also known. 
Similarly, in act 322, mobile device 200 computes a mean 
Nm, across the projection counts NO-N450. 
0098. Thereafter, mobile device 200 checks (in act 331) 
whether the just-computed values Nm and Np satisfy a preset 
criterion on intensity of a peak 308. An example of such a 
peak-intensity preset criterion is Nm/Np21.75, and if not 
then the block 302 is marked as “pixel-line-absent in act332 
and if so then block 302 may be marked as “pixel-line 
present in act 334 (e.g. in a location in memory 1012 shown 
in FIG. 3A as storage element 381). In certain illustrative 
embodiments, when the preset criterion is met in act 331, 
another act 333 is performed to check whether a property of 
profile 311 satisfies an additional preset criterion. 
0099. In some embodiments, the additional preset crite 
rion is on a location of peak 308 relative to a span of block 302 
in a direction perpendicular to the direction of projection, e.g. 
relative to height of block 302. Specifically, a peak-location 
preset criterion may check where a row Hp (containing peak 
308) occurs relative to height H of the text in block 302. For 
example, such peak-location preset criterion may be satisfied 
when Hp/Hsr wherein r is a predetermined constant, such as 
0.3 or 0.4. Accordingly, presence of a line of pixels is tested in 
some embodiments within a predetermined rage, such as 30% 
from an upper end of a block. 
0100 When one or more such preset criteria are satisfied 
in act 334, mobile device 200 then marks the block as “pixel 
line-present” and otherwise goes to act 332 to mark the block 
as “pixel-line-absent.” Although illustrative preset criteria 
have been described, other such criteria may be used in other 
embodiments of act 334. Moreover, although certain values 
have been described for two preset criteria, other values and/ 
or other preset criteria may be used in other embodiments. 
0101. Note that a 0.33 value in the peak-location preset 
criterion described above results in act 334 testing for pres 
ence of a peak in the upper '/3rd region of a block, wherein a 
pixel line called header line (also called shiro-rekha) is nor 
mally present in Hindi language text written in the Devana 
gari script. However, as will be readily apparent in view of 
this disclosure, specific preset criteria used in act334 may be 
different, e.g. depending on the language and script of text to 
be detected in an image. 
0102 Specifically, in some embodiments, blocks of con 
nected components that contain pixels of text in Arabic are 
marked as “pixel-line-present’ or “pixel-line-absent in the 
manner described herein, after applying the following two 
preset criteria. A first preset criterion for Arabic is same as the 
above-described peak-intensity preset criterion for Devanagri 
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(namely Nm/Np>1.75). A second preset criterion for Arabic 
is a modified form of Devanagri's peak-location preset crite 
rion described above. 
0103 For example, the peak-location preset criterion for 
Arabic may be 0.4s.<Hp/Hs0.6, to test for presence of a 
peak in a middle 20% region of a block, based on profiles for 
Arabic text shown and described in an article entitled “Tech 
niques for Language Identification for Hybrid Arabic-English 
Document Images” by Ahmed M. Elgammal and Mohamed 
A. Ismail, believed to be published 2001 in Proc. of IEEE 6th 
International Conference on Document Analysis and Recog 
nition, pages 1100-1104, which is incorporated by reference 
herein in its entirety. Note that although certain criteria are 
described for Arabic and English (see next paragraph), other 
similar criteria may be used for text in other languages 
wherein a horizontal line is used to interconnect letters of a 
word, e.g. text in the language Bengali (or Bangla). 
0104 Furthermore, other embodiments may test for pres 
ence of two peaks (e.g. as shown in FIG. 3C for English text) 
in act 334, so as to mark blocks of MSERs that satisfy the 
two-peak test, as “pixel-lines-present or “pixel-lines-ab 
sent followed by merging thereto of adjacent block(s) when 
certain predetermined rules are satisfied (for the English lan 
guage), and followed by re-doing the two-peak test, in the 
manner described herein. Therefore, several such criteria will 
be readily apparent to the skilled artisan in view of this dis 
closure, based on one or more methods known in the prior art. 
0105. Accordingly, while various examples described 
herein use Devanagari to illustrate certain concepts, those of 
skill in the art will appreciate that these concepts may be 
applied to languages or scripts other than Devanagari. For 
example, embodiments described herein may be used to iden 
tify characters in Korean, Chinese, Japanese, Greek, Hebrew 
and/or other languages. 
0106. After marking a block in one of acts 332 and 334, 
processor 1013 of some embodiments checks (in act 336 in 
FIG. 3B) if all blocks have been marked by one of acts 332 
and 334 by performing an act 335. If the answer in act 335 is 
no, then some embodiments of processor 1013 checks 
whether a preset time limit has been reached in performing 
the method illustrated in FIG. 3B and if not returns to act301 
and otherwise exits the method. In act335 if the answer is yes, 
then processor 1013 goes to act 337 to identify adjacent 
blocks (as per act 231) that may be merged a rule in a plurality 
of predetermined rules (“clustering rules) is met. 
0107 FIG. 4A illustrates an example of an image 401 in 
the prior art. 
0.108 Image 401 is processed by performing a method of 
Some embodiments as described above, and as illustrated in 
FIGS. 4B-4F, to form a merged block. Note that initialization 
in act 212 identifies MSERS to form blocks 402-405, and in 
doing so an accent mark 406 of this example happens to be not 
identified as being included in any MSER, and therefore not 
included in any block. 
0109 More specifically, in act 212, a block 402 (also 
called “first block”) is identified in the example of FIG. 4B to 
include a first region c5 in the image 401 with a first plurality 
of pixels (identified by a first set of positions) that are con 
tiguous with one another and include a first local extrema of 
intensity in the image 401. Also in act 212, a block 403 (also 
called “second block”) is identified in the example of FIG.4B 
to include a second region 3T in the image 401 with a second 
plurality of pixels (identified by a second set of positions) that 
are contiguous with one another and include a second local 
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extrema of intensity in the image 401. In this manner, each of 
blocks 402-405 illustrated in FIG. 4B is identified in act 212. 
Although an MSER method is used in some embodiments of 
act 212, other embodiments of act 212 use other methods that 
identify connected components. 
0110. In several of the described embodiments, blocks 
402-405 are thereafter processed for pixel line presence 
detection, as described above in reference to operation 220 
(FIG. 2). On completion of operation 220, blocks 402, 404 
and 404 are tagged (or marked) as being 'pixel-line-present 
(see FIG. 4B), and block 405 is tagged (or marked) as being 
“pixel-line-absent.” 
0111. Next, image 401, has the polarity (or intensity) of its 
pixels reversed (as would be readily apparent to a skilled 
artisan, so that white pixels are changed to black and vice 
versa) and the reversed-polarity version of image 401 is then 
processed by act 212 (FIG. 2) to identify blocks 411-413 
(FIG. 4C). Blocks 411-413 are then processed by act 223 to 
mark them as pixel-line-absent. 
0112 Next, as per operation 230, each of blocks 402-4.04 
(also called the pixel-line-present blocks) are checked for 
presence of any adjacent blocks that can be merged. Specifi 
cally, on checking the block 402 which is identified as pixel 
line-present, for any adjacent blocks, a block 411 (FIG. 4C) is 
found. Therefore, the blocks 402 and 411 are evaluated by 
application of one or more clustering rules 503 (FIG. 10) in 
block merging module 141B (FIG. 10). The clustering rules 
503 can be different for different scripts, e.g. depending on 
language to be recognized, in the different embodiments. 
0113 Clustering rules 503 to be applied in operation 230 
may be pre-selected, e.g. based on external input, Such as 
identification of Devanagri as a script in use in the real world 
scene wherein the image is taken. The external input may be 
automatically generated, e.g. based on geographic location of 
mobile device 200 in a region of India, e.g. by use of an 
in-built GPS sensor as described above. Alternatively, exter 
nal input to identify the Script and/or the geographic location 
may be received by manual entry by a user. Hence, the iden 
tification of a script in use can be done differently in different 
embodiments. 
0114 Based on an externally-identified script, one or more 
clustering rules 503 (FIG. 10) are predetermined for use in 
operation 230. In this example, assuming the clustering rules 
503 are met, blocks 402 and 411 are merged with one another, 
to form block 421 (see FIG. 4D). Similarly, block 403 which 
has been identified as pixel-line-present, is checked for any 
adjacent blocks and block 405 is found. Therefore, the blocks 
403 and 405 are evaluated by use of clustering rule(s) 503 in 
block merging module 141B (FIG. 10), and the rules are met 
in this example, so blocks 403 and 405 are merged by block 
merging module 141B to form block 422 in FIG. 4D. Finally, 
on checking the block 404 also identified as pixel-line 
present for any adjacent blocks, a block 413 is found. There 
fore, the blocks 404 and 413 are evaluated by use of clustering 
rule(s) 503 in block merging module 141B (FIG. 10), and the 
rules are met in this example, so blocks 404 and 413 are 
merged by block merging module 141B to form block 423 
(also called “merged' block) in FIG. 4D. 
0115 Merged blocks that are generated by block merging 
module 141B as described above may themselves be further 
processed in the manner described above in operation 230. 
For example, block 421 (also called “merged' block) is used 
to identify any adjacent block thereto, and block 422 is found. 
Then, the block 421 (also called “merged' block) and block 
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422 are evaluated by use of clustering rule(s) in block merg 
ing module 141B, and assuming the rules are met in this 
example, so block 421 (which is a merged block) and block 
422 are merged by block merging module 141B to form block 
424 (also called “merged' block) in FIG. 4E. Similarly, block 
423 (also called “merged' block) is used to identify any 
adjacent block, and therefore block 424 (also a “merged 
block) is found. Next, the blocks 423 and 424 (both of which 
are merged blocks) are evaluated by use of clustering rule(s) 
in block merging module 141B, and the rules are met in this 
example, so blocks 423 and 424 are merged by block merging 
module 141B to form block 425 in FIG. 4F. Block 425 (also 
a merged block) is thereafter processed by operation 230, and 
on finding no adjacent blocks, it is then processed by opera 
tion 240 (see FIG. 2) in the normal manner. 
0116. One or more predetermined rules (“clustering 
rules') 503 are used in some embodiments of operation 230 
(described above, also called “merger operation) by block 
merging module 141B to decide whether or not to merge a 
block that is known to have a pixel line present therein (such 
as block 403) in an image, with one or more blocks adjacent 
to it (such as block 405), by performance of a method illus 
trated in FIG. 5. Specifically, after initialization in acts 501 
and 502 to select a pixel-line-present block as the first block, 
and select as the second block any block that is located adja 
cent to the pixel-line-present block (i.e. first block), three 
predetermined rules are applied by block merging module 
141B in operations 510, 520 and 530 respectively, as 
described below. 

0117. Although a specific order of operations is illustrated 
in FIG. 5 for some embodiments, namely operation 510 to 
apply a first rule (which is formulated based on accent marks 
or modifiers, called “maatras in Devanagri script), followed 
by operation 520 to apply a second rule (which is formulated 
based on a broken word), followed by operation 530 to apply 
a third rule (which is formulated based on half letters), other 
embodiments may perform these operations (or other Such 
operations) in a different order relative to one another, or may 
omit one or more of these operations or perform additional 
operations, as will be readily apparent, to decide whether or 
not to merge blocks. 
0118. In some embodiments, when any one rule is satis 
fied, in a corresponding one of the operations 510, 520 and 
530, then operation 230 (also called “merger operation) is 
performed, regardless of whether or not the blocks have text 
therein. On completion of operation 230, in some embodi 
ments the merged block is itself marked as pixel-line-present 
by block merging module 141B, and therefore eligible for 
selection as the first block in act 501 (followed by act 502 in 
which an adjacent block is selected as the second block). In 
several embodiments, operation 230 is performed prior to 
classification and therefore it is not known to processor 1013 
at the time of operations 510,520 and 530, whether the blocks 
that are being merged have pixels that represent text or non 
text in the image. When no rule is found to be satisfied in any 
ofoperations 510,520 and 530, act 541 is performed to check 
if all blocks adjacent to the pixel-line-present block (i.e. first 
block) have been checked, and if not control returns to act 502 
and another block that is adjacent to the first block is then 
selected as the second block. 

0119. In act 541, when all blocks that are adjacent to the 
pixel-line-present block (i.e. first block) have been checked, 
control transfers to act 542 to check if all pixel-line-present 
blocks have been checked in the just-described manner and if 
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not, control transfers to act 501 to select another pixel-line 
present block as the first block. When all pixel-line-present 
blocks have been checked (for merger with their respective 
adjacent blocks), then control transfers to operation 240 (also 
called “verification' operation) to continue with further pro 
cessing. Such as geometric rectification of scale and/or tilt, 
followed by binarization of merged blocks, which is then 
followed by pixel-line-presence test on merged block(s). 
Operation 240 is followed by operation 250 wherein classi 
fication of merged blocks (as well as unmerged blocks) as text 
or non-text, is performed (as described above), which is then 
followed by optical character recognition. 
0120 Operations 510,520 and 530 of some embodiments 
check for of overlap between projections (see projection over 
lap rules 503P in FIG.10) of a pixel-line-present block and its 
adjacent block on to straight lines that are perpendicular to 
each other, e.g. X-axis and y-axis. A projection of a block on 
to a straight line (also called “Support') can be same as a 
'span of the block along the Straight line, e.g. when the 
straight line is at an edge of the block. Hence, a block's left 
edge and the y-axis may be coincident, in which case the 
Vertical projection and the vertical span are identical, or the 
block's bottom edge and the X-axis may be coincident, in 
which case the horizontal projection and the horizontal span 
are identical. 
0121 AS noted above, at this stage, during performance of 
operations 510,520 and 530 prior to operation 240, it is not 
known to processor 1013 whether or not the blocks include 
text or non-text regions of the image. Applying clustering 
rules 503 to blocks that happen to be adjacent, one of which 
has a pixel line present, but neither of which has yet been 
classified as text/non-text, enables processor 1013 to generate 
merged blocks on which verification is performed, followed 
by classification and OCR which is found to be more success 
ful than in the prior art, as described below. 
0122. In a first example of applying a clustering rule (e.g. 
projection overlap rule 503P in FIG. 10), operation 510 per 
forms a test (also called “first test”) to check for a first pre 
determined percentage of overlap (e.g. 100% overlap) 
between horizontal projections 621H and 622H (on to a 
straight line, e.g. the horizontal line 625H) and performs 
another test (also called “second test”) to check for a second 
predetermined percentage of overlap (e.g. 0% overlap) 
between vertical projections 621V and 622V (on to an addi 
tional straight line, e.g. the vertical line 625V) of blocks 621 
and 622. Note that blocks 621 and 622 being used in the 
just-described tests are selected such that they do not them 
selves overlap one another, as shown in FIG. 6D. In a second 
example of applying a clustering rule (e.g. projection overlap 
rule 503P in FIG. 10), operation 520 checks for a third pre 
determined percentage of overlap (e.g. 0% overlap) between 
horizontal projections 621H and 620H, and a fourth prede 
termined percentage of overlap (e.g. 100% overlap) between 
vertical projections 621V and 620V. of blocks 621 and 620 
that do not themselves overlap one another, as shown in FIG. 
7B. Any two blocks do not overlap one another, when pixels 
of one block are not present in the other block and vice versa, 
and Such blocks are used in tests of these two examples. 
0123 Hence, processor 1013 is programmed to use such 
clustering rules 503 that are predetermined, as described 
more completely below, to select two blocks to merge in 
block merging module 141B, when the two blocks do not 
overlap one another, regardless of whether the blocks contain 
text or non-text. Merger of two or more non-overlapping 
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blocks by block merging module 141Bs, when the predeter 
mined rules are met as just described, results in a merged 
block on completion of operation 230 (FIG. 2) which is then 
subjected to verification in operation 240. 
0.124 Specifically, in one illustrative example, operation 
510 includes acts 611-617, described next. In act 611 (FIG. 
6A), mobile device 200 evaluates for merger with one 
another: a pixel-line-present (“first) block (e.g. block 621 in 
FIG. 6B) and another (“second) block (e.g. block 622 in FIG. 
6C) that is adjacent thereto, which do not overlap one another. 
Hence, processor 1013 is programmed (e.g. to implement the 
projection overlap rule 503P in FIG. 10) to check if a projec 
tion (“horizontal projection') 621H of block 621 (FIG. 6B) 
on horizontal line 625H satisfies a test of overlap with a 
horizontal projection 622H of block 622 (FIG. 6C) on the 
same horizontal line 625H, e.g. a test for 100% overlap 
between projections. A test for overlap of projections of 
blocks is satisfied in some examples, when a projection of a 
block 622 that is adjacent (e.g. horizontal projection 622H on 
to horizontal line 625H, or x-axis in FIG. 6C) is overlapped 
partially or wholly by a projection of block 621 that is marked 
pixel-line-present (e.g. horizontal projection 621H on the 
x-axis in FIG. 6B). When such a horizontal projection overlap 
test, using only X-coordinates, is found to be met by block 
merging module 141B, control transfers from act 611 to act 
612. Three illustrative examples of such a horizontal projec 
tion overlap test (e.g. to implement the projection overlap rule 
503P in FIG. 10) are described next. 
(0.125. A 100% horizontal projection overlap condition is 
tested by block merging module 141B in one example of act 
611 by use of x-coordinates x1 and x2 of bottom left and 
bottom right corners of block 621 that is marked pixel-line 
present (which identify the horizontal projection of block 
621), and x-coordinates X3 and X4 of the bottom left and 
bottom right corners of block 622 that is adjacent (which 
identify the horizontal projection of block 622) as follows, is 
the following condition met: x1<x3<x4<x2 by the x-coordi 
nates of the corners of the two blocks. The just-described 
condition on overlap of projections is based on geometric 
attributes of the two blocks subject to the test, namely two 
specified coordinates (on a coordinate axis, e.g. X-axis) of two 
specified corners of one block with two specified coordinates 
of two specified corners of the other block (on the same 
coordinate axis). 
0.126 The just-described horizontal projection overlap 
condition of 100% can be satisfied in some situations (as 
illustrated in FIG. 6D) wherein the two blocks are aligned 
with horizontal line 625H, but this condition is not satisfied in 
other situations. For example, an angular offset between the 
blocks and the horizontal line, such as angle 629 in FIG. 6D 
may be sufficiently large that the 100% overlap condition 
(described above) is not satisfied. To accommodate such other 
situations, processor 1013 is programmed to implement the 
block merging module 141B by using less stringent condi 
tions in some embodiments of a horizontal projection overlap 
condition (in projection overlap rule 503P in FIG. 10), as 
follows. 
I0127. A left-partial horizontal projection overlap condi 
tion is tested by block merging module 141B in one example 
of act 611 when X3<x1<x4<x2, and the ratio (x4-X1)/(x4 
X3) is greater than a predetermined fraction, e.g. 0.5. A right 
partial horizontal projection overlap condition is tested by 
block merging module 141B in another example of act 611, 
when X1<x3<x2<x4, and the ratio (x2-X3)/(x4-X3) is greater 
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than a predetermined fraction, e.g. also 0.5. The just-de 
scribed two conditions are also based on geometric attributes 
of the two blocks, as noted above. 
0128. In act 612 (FIG. 6A), mobile device 200 checks if a 

first additional projection (e.g. Vertical projection) of the first 
block (e.g. block 621 in FIG. 6B) and a second additional 
projection (e.g. Vertical projection) of the second block (e.g. 
block 622 in FIG. 6C) satisfy a second test for overlap on an 
additional straight line (e.g. the y-axis) which is perpendicu 
lar to the straight line used in act 611 (e.g. the x-axis). When 
block merging module 141B finds that such a vertical projec 
tion overlap test is met, e.g. using only the y-coordinates of 
the corners of the two blocks (which identify vertical projec 
tions), control transfers from act 612 to act 613. Illustrative 
examples of Such a vertical projection overlap test are 
described next. 
0129. A 0% vertical projection overlap condition is tested 
by block merging module 141B in one example of act 612 
(see FIG. 6D), assuming the second block is located in the 
image above the first block, by use of a y-coordinate y3 of 
bottom-left corner of block 622 (also called “second block”. 
i.e. bottom coordinate y3 of vertical projection 622V) and the 
y-coordinate y2 of the top-right corner of block 621 (also 
called “first block', i.e. top coordinate y2 of vertical projec 
tion 621V), as follows: y2<y3. A less stringent, partial verti 
cal projection overlap condition is tested in another example 
of act 612 when y2 y3, if the ratio (y2-y3)/(y2-yl) is less 
than a predetermined fraction, e.g. 0.1. 
0130. Alternatively, if the above-described conditions are 
not met in act 612 mobile device 200 may check a similar 
condition under the assumption that the second block is 
located in the image below the first block, by block merging 
module 141B using the bottom lefty-coordinate y1 of block 
621 (also called “first block, FIG. 6B) and the top lefty-co 
ordinate y3 of block 622 (also called “second block, FIG. 
6C), as follows: y4<y1. A less stringent, partial vertical pro 
jection overlap condition is tested by block merging module 
141B in another example of act 612 when y4>y 1, if the ratio 
(y4-yl)/(y2-yl) is less than a predetermined fraction, e.g. 0.1. 
0131) Another predetermined test in such a clustering rule, 
e.g. aspect ratio rule 503A (FIG. 10) may cause block merg 
ing module 141B to check as per act 613 that the aspect ratio 
of the second block (or adjacent block) 622 lies within a 
predetermined range e.g. Thresh 1sLength:Breadth of 
blocks.Thresh2 wherein Thresh1 and Thresh2 are constants 
that are empirically determined In the example illustrated in 
FIG. 6C, the aspect ratio (x4-X3)/(y4-y3) is computed by 
block merging module 141B and then checked against the 
limits 0.8 and 1.2. The just-described condition is based on a 
geometric attribute of the second block, namely an aspect 
ratio of the block. Note that the act 613 does not use any 
information on the first block (e.g. block 621, marked as pixel 
line present), other than the fact that second block (e.g. block 
622) is adjacent thereto. 
0.132. Yet another predetermined test in a clustering rule, 
such as a relative heights rule 503R (FIG. 10) may cause 
block merging module 141B to check, as per act 614, that the 
height of an adjacent (second) block (“Maatra Height') is 
within a certain percentage of the height of the pixel-line 
present (first) block (“Word Height'). For example, the fol 
lowing condition is checked by block merging module 141B 
in some embodiments of first tests: Thresh3*Word 
Heights Maatra Heights.Thresh4*Word Height, wherein 
Thresh3 and Thresh4 are constants that are empirically deter 
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mined. The just-described condition is again based on geo 
metric attributes of the two blocks subject to the test, in this 
example it is a comparison of heights of the two blocks (i.e. 
relative heights). Note that the ratio Maatra Height/Word 
Height (e.g. ratio (vertical projection 622V/vertical projec 
tion 621V) in FIG. 6B) may be computed by block merging 
module 141B and checked against the range Thresh3 
Thresh4 in some embodiments of act 614. So, an additional 
test for merger of blocks 403 and 405 is satisfied when the 
height of block 405 (also called “second block) is between 
two predetermined fractions (namely Thresh 3 and Thresh 4) 
of the height of block 403 (also called “first block). 
0.133 Still another first type of clustering rule, such as 
spacing rule 503S may cause block merging module 141B to 
check, as per act 615 performed by mobile device 200 of some 
embodiments, that the location of the adjacent (second) block 
(e.g. block 622 in FIG. 6D or block 632 in FIG. 6E) is above 
(or below depending on the rule) the pixel-line-present (first) 
block (e.g. block 621 in FIG. 6D or block 631 in FIG. 6E 
respectively) within a predetermined distance, e.g. check for 
less than 10% vertical projection overlap between the two 
blocks (in addition to more than 90% horizontal projection 
overlap). The just-described condition is again based on geo 
metric attributes of the two blocks, namely overlap of projec 
tions. Some embodiments of block merging module 141B 
check whether an additional rule is satisfied by a predeter 
mined geometric attribute (e.g. aspect ratio) of at least one 
block (e.g. pixel-line-absent block) relative to another block 
(e.g. pixel-line-present block). In response to finding that 
Such rules are satisfied, the two blocks are merged in some 
embodiments. 

I0134. When a result of act 615 is that the adjacent (second) 
block is located above the pixel-line-present (first) block, 
mobile device 200 performs act 617 and else performs act 
616. In act 617, block merging module 141B in mobile device 
200 checks if the distance between the adjacent (second) 
block and the pixel-line-present (first) block is less than 
Thresh5*Word Height, wherein Thresh5 is an above-block 
limit (also called “first predetermined limit’) that is predeter 
mined empirically, and Word Height is the height of the 
pixel-line-present (first) block (e.g. vertical projection 621V 
in FIG. 6B). The just-described condition is once again based 
on geometric attributes of the two blocks, namely vertical 
separation (or gap) above the pixel-line-present block. 
I0135) In act 616, block merging module 141B in mobile 
device 200 checks if the distance between the adjacent (sec 
ond) block and the pixel-line-present (first) block is less than 
Threshö*Word Height, wherein Threshé is a below-block 
limit (also called “second predetermined limit’) that is also 
predetermined empirically. The just-described condition is 
once again based on geometric attributes of the two blocks, 
namely vertical separation (or gap) below the pixel-line 
present block. If the answer is yes in either of acts 616 and 
617, control transfers to operation 230, and otherwise control 
transfers to operation 520. In some embodiments, the acts 614 
and 615 may further check that the adjacent (second) block is 
marked as pixel-line-absent. 
0.136. At this stage, in operation 520, as noted above it is 
not known to processor 1013 (at this stage) whether the 
blocks have text or non-text. Even so, a second clustering rule 
(FIG. 7A) is used in some embodiments of operation 520, 
based on an assumption that two pixel-line-present blocks 
that are located adjacent to one another constitute a word, 
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with a broken header line in Hindi (or base line in Arabic) 
resulting in two separate connected components for the single 
word. 

0.137 For example, one test in the second clustering rule, 
such as projection overlap rule 503P may cause block merg 
ing module 141B to check for 0% horizontal projection over 
lap and 95% vertical projection overlap between the two 
pixel-line-present blocks (e.g. see acts 711 and 712 in FIG. 
7A). Therefore, in the example shown in FIG. 7B, the hori 
Zontal projections 620H, 621H and 623H in FIG. 7B) may be 
checked by block merging module 141B for Zero overlap 
among each other, and the vertical projections 620V. 621V 
and 623 V may be checked for 100% overlap with each other. 
Another second type of clustering rule may cause block merg 
ing module 141B to check that a height difference between 
the two pixel-line-present blocks, as a percentage of the 
height of one of the blocks is less than 5%, e.g. see act 713 in 
FIG. 7A. The two conditions in this paragraph are also based 
on geometric attributes of the two blocks, namely projections 
and height differences. 
0.138. In the example of FIG. 7B, differences between 
pairs of vertical projections (620V, 621V), (620V, 623V) and 
(621V, 623V), which are also called vertical spans, may be 
computed by block merging module 141B and checked to see 
if they are less than 5% of one of the spans used to compute 
the difference, e.g. 620V. 620V and 621V respectively. Yet 
another second type of clustering rule may cause block merg 
ing module 141B to check, as per act 714 in FIG. 7A that the 
horizontal distance of separation between the two line 
present blocks, as a percentage of the length of one of the 
blocks is less than 5%. In the example of FIG. 7B, differences 
between pairs of horizontal projections (620H, 621H) and 
(621H, 623H) which are also called horizontal spans may be 
computed by block merging module 141B and checked to see 
if they are less than 5% of one of the spans used to compute 
the difference, e.g. 620H and 621V respectively. 
0.139. A third clustering rule (FIG. 8A) checks if a second 
block constitutes a half letter of text within the pixel-line 
present block. For example a testina third clustering rule may 
cause block merging module 141B to check for 100% hori 
Zontal projection overlap and 100% vertical projection over 
lap between the adjacent block and the line-present block as 
per acts 811 and 812, because a broken letter in the language 
Hindi is normally embedded within a main word. Therefore, 
this is an example wherein the second block completely over 
laps the first (pixel-line-present) block, although as noted 
above most tests check that the two blocks do not overlap one 
another. 

0140 Specifically, as illustrated in FIG. 8B, the coordi 
nates of the four corners of block 822 (also called “second 
block) may be checked by block merging module 141B rela 
tive to the coordinates of the four corners of block 821 (also 
called “first block) in acts 811 and 812, to ensure 100% 
overlap in both horizontal projections (the projection 822H 
fully overlaps the projection 821H) and vertical projections 
(the projection 822V fully overlaps the projection 821V). As 
another example, one more test in the third clustering rule 
may cause block merging module 141B to check as per act 
813 that a height difference between the first (pixel-line 
present) block (e.g. block 821) and the second block (e.g. 
block 822), as a percentage of the height of one of the blocks 
is less than 5%. Specifically, as illustrated in FIG.8B, the ratio 
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of the height of projection 822V (also called “vertical span’) 
and the height of projection 821V (also called “vertical span’) 
is checked to be within 95%. 

0141 Furthermore, another test in the third clustering rule 
may cause block merging module 141B to check, as per act 
814 that the aspect ratio (i.e. the ratio Length/Breadth) of the 
second block is between 0.7 and 0.9 (denoting a half-charac 
ter of smaller width than a single character) while the aspect 
of the first (pixel-line-present) block is greater than 2 (denot 
ing multiple characters of greater width than a single charac 
ter). In the example of FIG. 8B, the ratio of the height of 
projection 822V (also called “vertical span) and the width of 
projection 822H (also called “horizontal span') is checked by 
block merging module 141B to be between 0.7 and 0.9 and 
the ratio of the height of projection 821V (also called “vertical 
span) and width of projection 821H (also called “horizontal 
span) is checked to be greater 2. Still another test in the third 
clustering rule may cause block merging module 141B to 
check as per act 815 in FIG. 8A that the center of the second 
block and the center of the first (pixel-line-present) block 
have y-coordinates, differ from each other by less than 5%. In 
the example of FIG. 8B, the difference between the y-coor 
dinate at center of projection 822V (also called “vertical 
span) and the y-coordinate at center of projection 821V (also 
called “vertical span) may be checked by block merging 
module 141B to be within 5% of projection 822V. 
0.142 Moreover, in some aspects of the described embodi 
ments, classification of blocks into text or non-text is per 
formed by use of a neural network in operation 230 using 
parameters 911-915 illustrated in FIG.9, for a merged block. 
For example, parameter 911 is the relative location of a line 
910 (such as a header line or shiro-rekha in text written in 
Devanagri script), computed as Hp/H (as discussed above in 
reference to act 333 of FIG.3B). Moreover, parameter 912 is 
the relative strength of this line 910, computed as Np/Nm (as 
discussed above in reference to act331 of FIG.3B). Further 
more, the number of vertical lines 901, 902 . . .905 . . .909 
(FIG.9) is counted, e.g. as peaks in a vertical projection and 
a ratio of this number to the length L (also called width) of the 
block is another parameter 913 that is also used in the neural 
network classifier. 

0.143 An example of another attribute of a merged block is 
indicative of another mean of another number of transitions in 
a predetermined direction (e.g. longitudinal direction), from 
the second binary value to the first binary value (e.g. from 
value 1 to value 0), in a row in a set of rows. Specifically, in 
Some embodiments, during classification, two numbers are 
counted, namely white-to-black transitions and black-to 
white transitions in a predetermined direction, with each 
number being another attribute of the merged block. Some 
embodiments use an attribute of the merged block that is 
indicative of a ratio of (A) a mean of a number of transitions 
in a predetermined direction (e.g. horizontal direction) from a 
first binary value (e.g. value 1 for a black colored pixel) to a 
second binary value (e.g. value 0 for a white colored pixel), in 
each row in a set of rows in the merged block and (B) a width 
of the merged block. 
0144. In one illustrative example, two numbers of transi 
tion are counted for a subset of rows in the merged block that 
are located at specified position(s) relative to a position of a 
peak in the block (e.g. at which the header line of a word of 
text in Hindi occurs, if present in a pixel-line-present block), 
as follows. In the illustrative example, a peak's position (rela 
tive to a vertical span of the block) may be used to identify 
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rows in the block that are located below the peak by at least a 
predetermined distance (e.g. specified as a percentage of the 
block height) as belonging to the Subset. In a Subset of rows 
that are identified by use of the block's pixel line, in some 
embodiments, two types of transitions are averaged (namely 
a number of transitions from value 0 in binary to value 1 in 
binary and another number of transitions from value 1 in 
binary to value 0 in binary), and the resulting means (i.e. 
averages) are used as parameters 914 and 915 which are input 
to a neural network classifier, e.g. implemented by a proces 
sor executing the classifier software 552 used in operation 
250. As noted below, a neural network classifier is just one 
example of the type of classifier that can be programmed to 
use one or more of parameters 911-915 in different aspects of 
the described embodiments. 

0145. In some embodiments, the operation 220 (for pixel 
line presence detection) and operation 230 are performed 
assuming that a longitudinal direction of a connected com 
ponent of text is well-aligned (e.g. within angular range of 
+5° and -5°) relative to the longitudinal direction of the block 
containing that connected component. Accordingly, in Such 
embodiments, blocks in which the respective connected com 
ponents are misaligned may not be marked as 'pixel-line 
present and therefore not be merged with their adjacent 
“pixel-line-absent blocks. 
0146 Accordingly, in some embodiments, skew of one or 
more connected components relative to blocks that contain 
them may be identified by performing geometric rectification 
(e.g. re-sizing blocks), and skew correction (of the type per 
formed in operation 240). Specifically, an operation 270 to 
detect and correct skew is performed in Some embodiments as 
illustrated in FIG. 12 (after initialization operation 210), fol 
lowed by operation 220. Operation 270 (FIG. 12) may be 
based on prompting for and receiving user input on tilt or 
skew in some embodiments, while other embodiments (de 
scribed in the next paragraph, below) automatically search 
coarsely, followed by searching finely within a coarsely deter 
mined range of tilt angle. Hence, in several embodiments it is 
the skew-corrected blocks that are subjected to operation 220 
(for pixel line presence detection) and operation 230, as 
described above. In some embodiments, operation 270 to 
determine skew also identifies presence of a line of pixels, and 
hence acts 221-223 are performed as steps within operation 
270. A specific manner in which skew is corrected in opera 
tion 270 can be different in different embodiments, and hence 
not a critical aspect of many embodiments of operation 220. 
0147 In some embodiments, processor 1013 is pro 
grammed to select blocks based on variance in stroke width 
and automatically detect skew of selected blocks as follows. 
Processor 1013 checks whether at a candidate angle, one or 
more attributes of projection profiles meet at least one test for 
presence of a straight line of pixels, e.g. test for presence of 
straight line 304 (FIG. 3A) of pixels in block 302 with a 
common binary value (e.g. pixels of a connected component). 
Some embodiments detect a peak of the histogram of block 
302at the candidate angle by comparing a highest value Np in 
the counters to a mean Nm of all values in the counters e.g. by 
forming a ratio therebetween as Np/Nm, followed by com 
paring that ratio against a predetermined limit (e.g. ratio 
>1.75 indicates peak). When a peak is found (e.g. the prede 
termined limit is exceeded by the ratio), a y-coordinate of the 
peak (see Hip in FIG.3A) is compared with a height of the box 
Hb to determine whether the peak occurs in an upper 30% (or 
upper 20% or 40% in alternative embodiments) of the block. 
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If so, the candidate angle is selected for use in a Voting 
process, and a counter associated with the candidate angle is 
incremented. Processor 1013 repeats the process described in 
this paragraph with additional blocks of the image, and after 
a sufficient number of such votes have been counted (e.g. 10 
Votes), the candidate angle of a counter which has the largest 
number of votes is used as the skew angle, which is then used 
to automatically correct skew in each block (among the mul 
tiple blocks used in the skew computation). 
0148 Classification of the type described herein in opera 
tion 250 may be implemented using machine learning meth 
ods (e.g. neural networks) as described in a webpage at http:// 
en.wikipedia.org/wiki/Machine learning. Other methods of 
classification in operation 240 that can also be used are 
described in, for example the following, each of which is 
incorporated by reference herein in its entirety: 
0149 a. Matteo Pardo and Giorgio Sberveglieri, “Learn 
ing From Data: A Tutorial With Emphasis on Modern 
Pattern Recognition Methods.” IEEE Sensors Journal, Vol. 
2, no. 3, June 2002; 

0.150 b. Lasse Holmstrom, Petri Koistinen, Jorma Laak 
sonen and Erkki Oja, “Neural and Statistical Classifiers— 
Taxonomy and Two Case Studies.” IEEE Transactions on 
Neural Networks, vol. 8, no. 1, January 1997. 

0151. Several operations and acts of the type described 
herein are implemented by a processor 1013 (FIG. 10) that is 
included in a mobile device 200 capable of identifying blocks 
of connected components in which a pixel line is present, 
followed by merger of adjacent blocks. Mobile device 200 
may include a camera 1011 to generate an image 107 (or 
frames of a video, each of which may be image 107) of a scene 
in the real world. Mobile device 200 may further include 
sensors 1003, such as accelerometers, gyroscopes, GPS sen 
sor or the like, which may be used to assist in determining the 
pose (including position and orientation) of the mobile device 
200 relative to a real world scene. 
0152 Also, mobile device 200 may additionally include a 
graphics engine 1004, an image processor 1005, and a posi 
tion processor. In addition to memory 1012, mobile device 
200 may include one or more other types of memory such as 
flash memory (or SD card) 1008 and/or a hard disk and/or an 
optical disk (also called “secondary memory') to store data 
and/or software for loading into memory 1012 (also called 
“main memory”) and/or for use by processor(s) 1013. 
0153. Mobile device 200 may further include a circuit 
1010 (e.g. with wireless transmitter and receiver circuitry 
therein) and/or any other communication interfaces 1009. A 
transmitter in circuit 1010, which may be an IR or RF trans 
mitter or a wireless a transmitter enabled to transmit one or 
more signals over one or more types of wireless communica 
tion networks such as the Internet, WiFi, cellular wireless 
network or other network. 
0154 It should be understood that mobile device 200 may 
be any portable electronic device such as a cellular or other 
wireless communication device, personal communication 
system (PCS) device, personal navigation device (PND), Per 
sonal Information Manager (PIM), Personal Digital Assistant 
(PDA), laptop, camera, Smartphone, tablet (Such as iPad 
available from Apple Inc) or other suitable mobile platform 
that is capable of creating an augmented reality (AR) envi 
rOnment. 

(O155. Note that input to mobile device 200 can be in video 
mode, where each frame in the video is equivalent to the 
image input which is used to identify connected components, 
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and to compute a skew metric as described herein. Also, the 
image used to compute a skew metric as described herein can 
be fetched from a pre-stored file in a memory 1012 of mobile 
device 200. 

0156. A mobile device 200 of the type described above 
may include an optical character recognition (OCR) system 
as well as Software that uses "computer vision” techniques. 
The mobile device 200 may further include, in a user inter 
face, a microphone and a speaker (not labeled) in addition to 
touch-sensitive screen 1001 or normal screen 1002 for dis 
playing captured images and any text/graphics to augment the 
images. Of course, mobile device 200 may include other 
elements unrelated to the present disclosure, such as a read 
only-memory 1007 which may be used to store firmware for 
use by processor 1013. 
O157 Mobile device 200 of some embodiments includes, 
in memory 1012 (FIG. 10) computer instructions in the form 
of software 141 that is used to process an image 107 of a scene 
of the real world, as follows. Specifically, in such embodi 
ments, a region identifier 141R (FIG. 10) is coupled to the 
locations in memory 1012 wherein image 107 is stored. 
Region identifier 141R (FIG. 10) is implemented in these 
embodiments by processor 1013 executing computer instruc 
tions to implement any method of identifying MSERs, 
thereby to generate a set of blocks 302 in memory 1012. 
0158. Furthermore, a pixel line presence tester 141T (FIG. 
10) is implemented in several embodiments by processor 
1013 executing computer instructions to use any test (e.g. by 
selecting the test based on user input) to check whether each 
block, in the set of blocks 302 satisfies the test. As noted 
above, such a test may be selected by identification of a script 
of a specific language, designed to identify presence of a line 
of pixels in each block. Pixel line presence tester 141T of 
Some embodiments includes a binarization module (not 
shown) and a histogram generator (also not shown), for use in 
generating a profile of the number of pixels having a common 
binary value (relative to one another) and located along each 
row (or each column), depending on the language identified 
by user input 141U. 
0159 Moreover, a pixel line presence marker 141M (FIG. 
10) is implemented in several embodiments by processor 
1013 executing computer instructions to receive a result from 
pixel line presence tester 141T and respond by storing in 
memory 1012, e.g. a list 1501 of identifiers of blocks that are 
marked as “line-present blocks. Blocks not identified in the 
list 1501 are treated, in some embodiments of software 141, 
as line-absent blocks. 

0160. Furthermore, an adjacent block identifier 141A 
(FIG. 10) is implemented in several embodiments by proces 
sor 1013 executing computer instructions to use a block that 
is marked in list 1501 of identifiers as being line-present, to 
identify from among the set of blocks 302, one or more blocks 
that are located adjacent to the line-present block e.g. as 
another list 1502 of identifiers of adjacent blocks. Also, pro 
cessor 1013 on execution of software 141 implements a block 
merging module 141B that uses the lists 1501 and 1502 to 
merge two blocks, and that then Supplies a merged block to 
storage module 141S. As noted above, some embodiments of 
block merging module 141B implements the clustering rules 
503, including projection overlap rules 503P relative heights 
rules 503R, aspect ratio rules 503A and spacing rules 503S. 
Storage module 141S is implemented by execution of soft 
ware 141 by processor 1013 to store the merged block in 

Aug. 1, 2013 

memory 1012, e.g. as a list of positions 504 that identify four 
corners of each merged block. 
0.161. In some embodiments, software 141 may include a 
classifier software 552 that when executed by processor 1013 
classifies unmerged blocks and/or merged blocks as text or 
non-text (after binarization based on pixel values in image 
107 to identify connected components therein), and any block 
classified as text is supplied to OCR software 551. 
0162 Although various aspects are illustrated in connec 
tion with specific embodiments for instructional purposes, 
the described embodiments are not limited thereto. For 
example, although mobile device 200 shown in FIG. 2 of 
some embodiments is a hand-held device, in other embodi 
ments are implemented by use of one or more parts that are 
stationary relative to a real world Scene whose image is being 
captured by camera 1011. 
(0163 As noted above, in some embodiments, when a limit 
on time spent in processing an image as per the method of 
FIG. 3B is exceeded, processor 1013 exits the method. On 
exiting in this manner, processor 1013 may then rotate the 
image through an angle (automatically, or based on user 
input, or a combination thereof), and then re-initiate perfor 
mance of the method illustrated in FIG. 3B. 

0164 Moreover, in certain embodiments, processor 1013 
may check for presence of a line of pixels oriented differently 
(e.g. located in a column in the block) depending on the 
characteristics of the language of text that may be included in 
the image. 
0.165 Although a test for pixels arranged in a straight line 
has been described in some embodiments, as will be readily 
apparent in view of this detailed description, such a line need 
not be straight in other embodiments (e.g. a portion of the line 
inside a block may be wavy, or form an arc of a circle or 
ellipse). 
0166 Note that input to mobile device 200 can be in video 
mode, where each frame in the video is equivalent to the 
image input which is used to identify blocks of connected 
components and to check for overlap as described herein. 
Also, the image used to compute a skew metric as described 
herein can be fetched from a pre-stored file in a memory 1012 
of mobile device 200. 

0.167 Depending on the embodiment, various functions of 
the type described herein may be implemented in software 
(executed by one or more processors or processor cores) or in 
dedicated hardware circuitry or in firmware, or in any com 
bination thereof. Accordingly, depending on the embodi 
ment, any one or more of pixel line presence tester 141T, pixel 
line presence marker 141M, adjacent block identifier 141A, 
block merging module 141B (including computer instruc 
tions to implement the clustering rules 503, such as projection 
overlap rules 503P relative heights rules 503R, aspect ratio 
rules 503A and spacing rules 503S), storage module 141S and 
verification module 141Villustrated in FIG.10 and described 
above can, but need not necessarily include, one or more 
microprocessors, embedded processors, controllers, applica 
tion specific integrated circuits (ASICs), digital signal pro 
cessors (DSPs), and the like. The term processor is intended 
to describe the functions implemented by the system rather 
than specific hardware. Moreover, as used herein the term 
“memory” refers to any type of non-transitory computer Stor 
age medium, including long term, short term, or other 
memory associated with a mobile platform, and is not to be 
limited to any particular type of memory or number of memo 
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ries, or type of media upon which information (such as Soft 
ware and clustering rules) may be stored. 
0168 Accordingly, in Some embodiments, block merging 
module 141B (including computer instructions to implement 
the clustering rules 503) implements means for checking 
whether a first block and a second block that are adjacent to 
one another and do not overlap are such that a first projection 
of the first block on a straight line and a second projection of 
the second block on the straight line satisfy a test for overlap. 
Moreover, block merging module 141B of several such 
embodiments additionally implements means formerging the 
first block and the second block to obtain a merged block, 
based at least on an outcome of the test for overlap. In certain 
embodiments, storage module 141S implements means for 
storing in at least one memory, information related to the 
merged block, which information is received from block 
merging module 141B. 
0169 Hence, methodologies described herein may be 
implemented by various means depending upon the applica 
tion. For example, these methodologies may be implemented 
in firmware in read-only-memory 1007 (FIG.10) or software, 
or hardware or any combination thereof. For a hardware 
implementation, the processing units may be implemented 
within one or more application specific integrated circuits 
(ASICs), digital signal processors (DSPs), digital signal pro 
cessing devices (DSPDs), programmable logic devices 
(PLDs), field programmable gate arrays (FPGAs), proces 
sors, controllers, micro-controllers, microprocessors, elec 
tronic devices, other electronic units designed to perform the 
functions described herein, or a combination thereof. For a 
firmware and/or software implementation, the methodologies 
may be implemented with modules (e.g., procedures, func 
tions, and so on) that perform the functions described herein. 
0170 Any machine-readable medium tangibly embody 
ing computer instructions may be used in implementing the 
methodologies described herein. For example, software 141 
(FIG. 10) may include program codes stored in memory 1012 
and executed by processor 1013. Memory 1012 may be 
implemented within or external to the processor 1013. If 
implemented in firmware and/or software, the functions may 
be stored as one or more computer instructions or code on 
non-transitory computer readable medium. Examples include 
non-transitory computer readable storage media encoded 
with a data structure (such as a sequence of images) and 
non-transitory computer readable media encoded with a com 
puter program (Such as Software 141 that can be executed to 
perform the method of FIGS. 2, 3B, and 7). 
0171 One or more non-transitory computer readable 
media include physical computer storage media. A computer 
readable medium may be any available medium that can be 
accessed by a computer. By way of example, and not limita 
tion, non-transitory computer readable storage media can 
comprise RAM, ROM, Flash Memory, EEPROM, CD-ROM 
or other optical disk storage, magnetic disk storage or other 
magnetic storage devices, or any other medium that can be 
used to store program code in the form of Software instruc 
tions (also called “processor instructions” or “computer 
instructions') or data structures and that can be accessed by a 
computer, disk and disc, as used herein, includes compact 
disc (CD), laser disc, optical disc, digital versatile disc 
(DVD), floppy disk and blu-ray disc where disks usually 
reproduce data magnetically, while discs reproduce data opti 
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cally with lasers. Combinations of the above should also be 
included within the scope of one or more non-transitory com 
puter readable storage media. 
0172 Although certain aspects are illustrated in connec 
tion with specific embodiments for instructional purposes, 
the described embodiments are not limited thereto. Hence, 
although mobile device 200 shown in FIG. 10 of some 
embodiments is a hand-held device, other embodiments are 
implemented by use of form factors that are different, e.g. in 
certain other embodiments the mobile device 200 is a mobile 
platform (such as a tablet) while still other embodiments are 
implemented by use of any electronic device or system. Illus 
trative embodiments of Such an electronic device or system 
may include multiple physical parts that intercommunicate 
wirelessly, Such as a processor and a memory that are portions 
of a stationary computer, such as a lap-top computer, a desk 
top computer, or a server computer communicating over one 
or more wireless link(s) with sensors and user input circuitry 
enclosed in a housing that is Small enough to be held in a hand. 
0173 Various adaptations and modifications may be made 
without departing from the scope of the described embodi 
ments. Therefore, the spirit and scope of the appended claims 
should not be limited to the foregoing description. 

1. A method to determine whether to merge blocks of 
regions of an image, the method comprising: 

checking whether a first block and a second block that are 
located adjacent to one another and not overlapping one 
another in the image are such that a first projection of the 
first block on a straight line and a second projection of 
the second block on the straight line satisfy a test of 
overlap: 

wherein the first block comprises a first region in the image 
with a first plurality of pixels that are contiguous with 
one another and comprising a first local extrema of 
intensity in the image: 

wherein the second block comprises a second region in the 
image with a second plurality of pixels that are contigu 
ous with one another and comprising a second local 
extrema of intensity in the image: 

merging a first set of positions indicative of the first region 
in the first block with a second set of positions indicative 
of the second region in the second block to obtain a 
merged set of positions in a merged block, based at least 
on an outcome of the test of overlap: 

wherein the first region and the second region do not con 
tact one another in the merged block; 

wherein the merged block comprises at least the first plu 
rality of pixels in the first block and the second plurality 
of pixels in the second block; and 

storing information related to the merged block in a 
memory; 

wherein at least one of the checking, the merging and the 
storing are performed by one or more processors. 

2. The method of claim 1 wherein: 
the second projection is Smaller than the first projection; 

and 
the test of overlap is satisfied when the second projection is 

entirely overlapped by the first projection. 
3. The method of claim 1 wherein the test of overlap is 

hereinafter first test, and the method further comprises: 
checking whether a first additional projection and a second 

additional projection of the first block and the second 
block respectively on an additional straight line perpen 
dicular to the straight line satisfy a second test; 
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wherein the merging is further based on at least the out 
come of the second test. 

4. The method of claim 3 wherein: 
the first test is satisfied when a portion of the second pro 

jection overlapped by the first projection, is less than a 
first predetermined percentage; and 

the second test is satisfied when the portion of the second 
additional projection overlapped by the first additional 
projection, is greater than a second predetermined per 
centage. 

5. The method of claim 1 further comprising: 
checking whether an additional test comparing a height of 

the first block to the height of the second block is satis 
fied; 

wherein the height of the first block and the height of the 
second block are both in a first direction that is perpen 
dicular to a second direction of the straight line; 

wherein the merging is further based on at least the out 
come of the additional test. 

6. The method of claim 5 wherein: 
the second projection is Smaller than the first projection; 

and 
the additional test is satisfied when the height of the second 

block is between two predetermined fractions of the 
height of the first block. 

7. The method of claim 1 further comprising: 
checking whetheran additional test on an aspect ratio of the 

second block is satisfied, when the second projection is 
Smaller than the first projection; 

wherein the merging is further based on at least the out 
come of the additional test. 

8. The method of claim 1 further comprising: 
checking whether an additional test is satisfied, on a space 

between the first block and the second block in a direc 
tion perpendicular to the straight line; 

wherein the merging is further based on at least the out 
come of the additional test. 

9. The method of claim 8 wherein: 
when the second block is located above the first block, the 

additional test compares a distance of the space to a first 
predetermined limit thereon; and 

when the second block is located below the first block, the 
additional test compares the distance of the space to a 
second predetermined limit thereon. 

10. The method of claim 1 wherein: 
the second projection is Smaller than the first projection; 
the method further comprises checking whether an addi 

tional test is satisfied, for presence of the pixels of a 
common binary value inabinarized version of the image 
along an additional Straight line passing through at least 
the first block; and 

wherein the merging is further based on at least the out 
come of the additional test. 

11. The method of claim 1 wherein: 
prior to the checking, the first block and the second block 

are not classified as text or non-text; 
the method further comprises verification of the merged 

block, followed by classifying the merged block as text 
Or non-text. 

12. The method of claim 11 wherein: 
the Verification comprises additionally checking whether 

an additional test is satisfied by the merged block, for 
presence of the pixels with a common binary value along 
another straight line passing through the merged block. 
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13. The method of claim 12 wherein the additionally 
checking comprises: 

using a peak in a profile obtained by projection of intensi 
ties of the pixels in the merged block along a predeter 
mined direction. 

14. The method of claim 13 wherein the additionally 
checking comprises: 

using a location of the peak relative to a span of the profile. 
15. The method of claim 11 wherein the verification com 

prises: 
binarizing each pixel in the merged block by assigning one 

of two binary values, based on comparison of an inten 
sity of the pixel with a threshold determined by use of the 
pixels in the merged block; and 

using an attribute of the merged block indicative of a ratio 
of (A) a mean of a number of transitions in a predeter 
mined direction from a first binary value to a second 
binary value in each row in a set of rows in the merged 
block and (B) a width of the merged block. 

16. The method of claim 15 wherein the verification further 
comprises: 

using another attribute of the merged block; 
wherein said another attribute is indicative of another mean 

of another number of transitions in the predetermined 
direction, from the second binary value to the first binary 
value in said row in the set of rows. 

17. The method of claim 11 wherein the classifying com 
prises: 

using an attribute of the merged block indicative of a ratio 
of (A) a number of vertical lines in the merged block and 
(B) a length of the merged block. 

18. A mobile device comprising: 
a Camera, 
a memory operatively connected to the camera to receive at 

least an image therefrom; 
at least one processor operatively connected to the memory 

to execute a plurality of computer instructions stored in 
the memory, to Supply information related to a merged 
block, the merged block being obtained by the at least 
one processor executing the plurality of computer 
instructions to merge a first block with a second block 
that is located adjacent to and not overlapping the first 
block; 

wherein the plurality of computer instructions cause the at 
least one processor to check whether a first projection of 
the first block on a straight line and a second projection 
of the second block on the straight line satisfy a test for 
overlap; and 

wherein the first block and the second block comprise a 
first region and a second region in the image having 
pixels contiguous with one another and comprising a 
local extrema of intensity in the image. 

19. The mobile device of claim 18 wherein: 
the second projection is Smaller than the first projection; 

and 

the test is satisfied when the second projection is entirely 
overlapped by the first projection. 

20. The mobile device of claim 19 wherein the plurality of 
computer instructions when executed cause the at least one 
processor to: 

further check whether a first additional projection and a 
second additional projection of the first block and the 
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second block respectively on an additional straight line 
perpendicular to the straight line satisfy an additional 
test; 

wherein execution of the plurality of computer instructions 
to merge is based on at least an outcome of the additional 
test. 

21. One or more non-transitory computer readable storage 
media comprising computer instructions, which when 
executed in a handheld device, cause one or more processors 
in the handheld device to perform operations, the computer 
instructions comprising: 

first instructions to check whethera first block and a second 
block located adjacent to one another in an image and 
not overlapping one another are such that a first projec 
tion of the first block on a straight line and a second 
projection of the second block on the straight line satisfy 
a test for overlap; and 

wherein the first block and the second block comprise a 
first region and a second region in the image having 
pixels contiguous with one another and comprising a 
local extrema of intensity in the image; 

second instructions to merge the first block and the second 
block to obtain a merged block, based at least on an 
outcome of the test; 

wherein pixels in the merged block comprise at least a first 
plurality of pixels in the first block and a second plurality 
of pixels in the second block; and 

third instructions to store information related to the merged 
block in a memory; 

wherein one or more of the first instructions, the second 
instructions, and the third instructions are to be executed 
by at least one processor among the one or more proces 
SOS. 

22. The one or more non-transitory computer readable 
storage media of claim 21 wherein: 

the second projection is Smaller than the first projection; 
and 

the test is satisfied when the second projection is entirely 
overlapped by the first projection. 
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23. The one or more non-transitory computer readable 
storage media of claim 22 wherein the computer instructions 
further comprise: 

instructions to further check whether a first additional pro 
jection and a second additional projection of the first 
block and the second block respectively on an additional 
straight line perpendicular to the Straight line satisfy an 
additional test; 

wherein execution of the second instructions is based on at 
least the outcome of the additional test. 

24. An apparatus for identifying regions of text, the appa 
ratus comprising: 

a memory storing an image of an environment outside the 
apparatus; 

means, coupled to the memory, for checking whether a first 
block and a second block that are adjacent to one another 
and do not overlap are Such that a first projection of the 
first block on a straight line and a second projection of 
the second block on the straight line satisfy a test for 
overlap; and 

wherein the first block and the second block comprise a 
first region and a second region in the image having 
pixels contiguous with one another and comprising a 
local extrema of intensity in the image: 

means for merging the first block and the second block to 
obtain a merged block, based at least on an outcome of 
the test; 

wherein pixels in the merged block comprise at least a first 
plurality of pixels in the first block and a second plurality 
of pixels in the second block; and 

means for storing in at least one memory, information 
related to the merged block. 

25. The apparatus of claim 24 wherein: 
the second projection is Smaller than the first projection; 

and 
the test is satisfied when the second projection is entirely 

overlapped by the first projection. 
k k k k k 


