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(57) Abstract: A system and method for a media access control (MAC) scheduling algorithm having a distributed, self-coordinating
approach to provide use fairness and service differentiation in an ad hoc network by using control RTS/CTS messages carrying node
status information. A local scheduling algorithm uses the overheard RTS/CTS information with attributes specifying nodes’ status
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& through different data channels. If the system uses a single channel, the corresponding information may be carried by using DATA.
& o ACK messages. The algorithm measures the offered load, carried load, and backlogged load in the neighborhood to adjust the
channel access timer to provide use fairness among different nodes, different links, and different streams. The algorithm can further
both calculate the priority level based on the node queue status, and calculate the priority level based on the neighbor status, to break

the contention tiers and enable the service differentiation.
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System And Method To Provide Fairness And Service Differentiation In Ad-Hoc Networks

[0001] This application claims benefit under 35 U.S.C. § 119(e) from U.S. Provisional
Patent Application Serial No. 60/476,168, filed on June 6, 2003, the entire content of which is

incorporated herein by reference.

BACKGROUND OF THE INVENTION

Field of the Invention:

[0002] The present invention relates to a medium access control (MAC) protocol in a
wireless ad hoc network system. Specifically, a communications system and method with a
handshaking protocol is used for data exchange in a single or multi-channe], multihop
wireless network including a local scheduling algorithm to resolve fairness and service

differentiation problems in a fully distributed system.

Description of the Related Art:

[0003] Wireless communications networks, such as mobile wireless telephone networks,

have become increasingly prevalent over the past decade. These wireless communications
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networks are commonly referred to as “cellular networks”, because the network infrastructure
is arranged to divide the service area into a plurality of regions called “cells”. A terrestrial
cellular network includes a plurality of interconnected base stations, or base nodes, that are
distributed geographically at designated locations throughout the service area. Each base
node includes one or more transceivers that are capable of transmitting and receiving
electromagnetic signals, such as radio frequency (RF) communications signals, to and from
mobile user nodes, such as wireless telephones, located within the coverage area. The
communications signals include, for example, voice data that has been modulated according
to a desired modulation technique and transmitted as data packets. As can be appreciated by
one skilled in the art, network nodes transmit and receive data packet communications na
multiplexed format, such as time-division multiple access (TDMA) format, code-division
multiple access (CDMA) format, or frequency-division multiple access (FDMA) format,
which enables a single transceiver at the base node to communicate simultaneously with
several mobile nodes in its coverage area.

[0004] In recent years, a type of mobile communications network known as an “ad-hoc”
network has been developed for use by the military. In this type of network, each mobile
node is capable of operating as a base station or router for other mobile nodes, thereby
eliminating the need for a fixed infrastructure of base stations. Details of an ad-hoc network
are set forth in U.S. Patent No. 5,943,322 to Mayor, the entire content of which is
incorporated herein by reference.

[0005] More sophisticated ad-hoc networks are also being developed which, in addition
to enabling mobile nodes to communicate with each other as in a conventional ad-hoc
network, further enable the mobile nodes to access a fixed network and communicate with
other mobile nodes, such as those on the public switched telephone network (PSTN), and on
other networks, such as the Internet. Details of these advanced types of ad-hoc networks are
described in U.S. Patent Application Serial No. 09/897,790 entitled “Ad Hoc Peer-to-Peer
Mobile Radio Access System Interfaced to the PSTN and Cellular Networks”, filed on June
29, 2001, in U.S. Patent Application Serial No. 09/815,157 entitled “Time Division Protocol
for an Ad-Hoc, Peer-to-Peer Radio Network Having Coordinating Channel Access to Shared
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Parallel Data Channels with Separate Reservation Channel”, filed on March 22, 2001, and in
U.S. Patent Application Serial No. 09/815,164 entitled “Prioritized-Routing for an Ad-Hoc,
Peer-to-Peer, Mobile Radio Access System”, filed on March 22, 2001, the entire content of
each being incorporated herein by reference.

[0006] Communication between nodes, however, is often subject to errors due to
interference, multipath and fading effects and collisions. Avoidance of many such errors can
be achieved using a control-signal handshake between transmitting and receiving nodes. A
communication protocol, such as multiple access with collision avoidance (MACA), uses
such a handshake technique between nodes consisting of a request-to-send (RTS) control
packet sent from a source node to a destination node which in response, replies with a clear-
to-send (CTS) control packet. However, a MACAW algorithm typically handles ARQ
retransmissions for corrections of such errors by repeating the whole request-to-send/clear-to-
send (RTS/CTS) channel access sequence. In addition, MACAW introduced data-sending
(DS) messages to form RTS-CTS-DS-DATA-ACK message exchange and a new backoff
algorithm. The IEEE 802.11 MAC is a variation of CSMA/CA protocol that implements
both carrier sensing and virtual (RTS-CTS exchange) carrier sensing with acknowledgment
messages to improve reliability.

[0007] Accordingly, a need exists for a medium access control protocol that can detect
and schedule communications in a wireless ad hoc network system to avoid such errors
described above, and eliminate the complications associated with corrections.

[0008] As discussed in U.S. Patent No. 6,556,582 issued to Redi, the entire content of
which is being incorporated herein by reference, a method to avoid multiple access collision
in 2 MACA based wireless network is described. This collision avoidance scheme is
proposed for a system with multiple transceivers, i.e. data channel and reservation channel
transceivers. Since the transceivers work simultaneously, no reservation channel transmission
is missed. NCTS messages are used to inform other nodes that the intended destination node
is busy. Accordingly, a need exists to resolve the problems related to having one transceiver
and one or multiple data channels, such as missing reservation data. The method described in

the Redi Patent includes also using a priority field in RTS messages. However, processing of
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this information is based on an absolute comparison, ie. the relative status of the
transmissions in the neighborhood is not used and fairness is not studied.

[0009] As discussed in U.S. Patent No. 6,118,788 issued to Kermani et al., the entire
content of which is being incorporated herein by reference, a method to provide fairness in
MACA based wireless networks is described. The system considered in the Kermani Patent
has only one channel where transmission durations are not distributed in RTS-CTS messages
but via an end-of-the burst control frame after the transmission. Accordingly a need exists for
address and channel monitoring that includes multiple data channel systems where
transmission durations are advertised via RTS-CTS messages. The main objective in the
Kermani Patent is to solve hidden terminal problems, but not to also resolve the problems
related to having one transceiver and multiple data channels, such as missing reservation
data. The proposed system in the Kermani Patent is based on the fact that the neighbors will
have the full knowledge of the number, or some other information, of possible and logical
connections in the neighborhood by distributing this information. For example, it is suggested
that the neighbors that hear an advertised window size will adjust theirs accordingly.
However if this information is not correct, this may cause every node to decrease their
backoff time and increase the collision. Accordingly a need exists for a method and system
that uses feedback from transmissions and receiver assistant information correction to
complete the information about the neighborhood and the link. Service differentiation is not
studied in the Kermani Patent.

[0010] As discussed in U.S. Patent Application Publication No. 20020154653, issued to
Benveniste, the entire content of which is being incorporated herein by reference, a method
with backoff adaptation to traffic for CSMA networks is described. The system considered is
one-hop system with one chammel. The method aims to improve IEEE 802.11 type ne_tworks
in terms of contention delay and service differentiation. The method is mainly based on the
estimation of the traffic intensity from the number of failed transmission attempts. However,
in multihopping systems, one important cause of channel access delay is that many streams
may be aggregated at one relaying node (such as wireless routers that do not have central

controlling capabilities as access points in one-hop systems) and the relaying node may be
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busy. Therefore, although channel and address monitoring decrease the collision probability
(hence, decrease the number of failed transmission attempts), the offered traffic intensity may
be high. This delay may cause short term unfairness and slow down TCP type traffic, hence
change the actual traffic intensity. Accordingly a need exists for a node weight to alleviate
this problem.

[0011] Furthermore, a need exists to differentiate reservation channel and data channel
collisions for a system with multiple channels. Another point is that, unlike the method
described in the Benveniste Publication, streams to different next hops may exist at relaying
nodes and therefore a backlogged packet due to the next hop busy status or link failure may
be scheduled later than a newer packet destined to another next hop. Incomplete
neighborhood information is a major problem in multihop, one or multiple channel networks
and accordingly, a need exists for a system and method of comparison of local measurements

(via unicast messaging) to alleviate these problems.

SUMMARY OF THE INVENTION

[0012] An object of the present invention is to provide a system and method of media

access control (MAC) which includes a local scheduling algorithm, specifically a two-way
scheduling technique, to provide fairness and service differentiation in an ad hoc network by
using RTS/CTS control messages carrying node status information.

[0013] Another object of the present invention is to provide a local scheduling algorithm
which can measure a single node’s information using RTS/CTS message information, and
assigning a weight factor to the single node based upon the measured information.

[0014] Another object of the present invention is to provide a local scheduling algorithm
which can measure a single node’s neighbor node information using RTS/CTS message
information, and assigning a weight factor to each neighbor node of the single node based
upon the measured information.

[0015] Another object of the present invention is to provide a local scheduling algorithm

which can execute at least two scheduling schemes, including a first stateless scheme using
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only a single node’s weight factor, and a second stateful scheme using a single node’s weight
factor and a neighbor node’s weight factor.

[0016] Another object of the present invention is to provide a local scheduling algorithm
which can execute at least two scheduling schemes to adjust channel access to provide fair
use among nodes, different links, and different streams.

[0017] These and other objects are substantially achieved by providing a system and
method for a MAC algorithm having a distributed, self-coordinating approach to provide use
fairness and service differentiation in an ad hoc network by using control RTS/CTS messages
carrying node status information. A local scheduling algorithm is provided and uses the
overheard RTS/CTS information with attributes specifying nodes’ status to maximize the
awareness of the neighborhood. The system may consist of a single channel or multiple
channels where data and ACK messages are transmitted through different channels. The
algorithm measures the offered load, carried load, and backlogged load in the neighborhood
to adjust the channel access timer to provide use fairness among different nodes, different
links, and different streams. The algorithm can further both calculate the priority level based
on the node queue status, and calculate the priority level based on the neighbor status, to

break the contention tiers and enable the service differentiation.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] These and other objects, advantages and novel features of the invention will be

more readily appreciated from the following detailed description when read in conjunction
with the accompanying drawings, in which:

[0019] Fig. 1 is a block diagram of an example ad-hoc packet switched wireless
communications network including a plurality of nodes in accordance with an embodiment of
the present invention; and

[0020] Fig. 2 is a block diagram illustrating an example of a mobile node employed in the

network shown in Fig. 1.
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DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

[0021] In the embodiment of the present invention described below, a communications

system and method are disclosed including a handshaking protocol for data exchange in a
single/multi-channel, multihop wireless network. A local scheduling algorithm is provided at
one or more nodes to solve channel use fairness and service differentiation problems in a
fully distributed system such as network 100 of Fig. 1.

[0022] Fig. 1 is a block diagram illustrating an example of an ad-hoc packet-switched
wireless communications network 100 employing an embodiment of the present invention.
Specifically, the network 100 includes a plurality of mobile wireless user terminals 102-1
through 102-n (referred to generally as nodes 102 or mobile nodes 102), and can, but is not
required to, include a fixed network 104 having a plurality of access points 106-1, 106-2,
...106-n (referred to generally as nodes 106 or access points 106), for providing nodes 102
with access to the fixed network 104. The fixed network 104 can include, for example, a core
local access network (ILAN), and a plurality of servers and gateway routers to provide
network nodes with access to other networks, such as other ad-hoc networks, the public
switched telephone network (PSTN) and the Internet. The network 100 may also include a
plurality of fixed routers 107-1 through 107-n (referred o generally as nodes 107 or routers
107) for routing data packets between other nodes 102, 106 or 107. It is noted that for
purposes of this discussion, the nodes discussed above can be collectively referred to as
“nodes 102, 106 and 107", or simply “nodes” or “terminals”. As can be appreciated by one
skilled in the art, the nodes 102, 106 and 107 are capable of communicating with each other
directly, or via one or more other nodes operating as routers for packets being sent between
nodes, as described in US Patent No. 5,943,322 to Mayor, and in U.S. Patent Application
Serial Nos. 09/897,790, 09/815,157 and 09/815,164, referenced above.

[0023] As shown in Figure 2, each node 102, 106 and 107 includes a transceiver 108
which is coupled to an antenna 110 and is capable of receiving and transmitting signals, such

as packetized signals, to and from the node 102, 106 or 107, under the control of a controller
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112. The packetized data signals can include, for example, voice, data or multimedia
information, and packetized control signals, including node routing and update information.
[0024] Each node 102, 106 and 107 further includes a memory 114, such as a random
access memory (RAM), that is capable of storing, among other things, routing information
pertaining to itself and other nodes in the network. The nodes 102, 106 and 107 periodically
exchange respective routing information, referred to as routing advertisements, with each
other via a broadcasting mechaﬁism at various intervals, such as when a new node enters the
network, or when existing nodes in the network move.

[0025] As further shown in Figure 2, certain nodes, especially mobile nodes 102, can
include a host 116 which may consist of any number of devices, such as a notebook computer
terminal, mobile telephone unit, mobile data unit, or any other suitable device. Each node
102, 106 and 107 also includes the appropriate hardware and software to perform Internet
Protocol (IP) and Address Resolution Protocol (ARP), the purposes of which can be readily
appreciated by one skilled in the art. The appropriate hardware and software to perform
transmission control protocol (TCP) and user datagram protocol (UDP) may also be included.
Additionally, each node includes the appropriate hardware and software protocols to perform
automatic repeat request (ARQ) functions and media access control (MAC), including a local
scheduling algorithm provided to solve fairness and service differentiation problems as set
forth in greater detail below.

[0026] In the network 100 of Fig. 1, each node 102, 106 and 107, can act as a local
scheduler by self-coordinating based on measured quantities in time. This function can be
achieved through the use of a “scheduling algorithm”, which can be implemented in different
ways depending on measured quantities of offered and carried loads, by balancing the
tradeoff between performance and complexity. A local scheduling table is kept at every node
and is updated by using address and channel monitoring results. Furthermore, each receiving
node can control scheduling by using its own table and replying with a tuning factor. An
example for tuning factor is given in the example algorithms. The embodiment described

below therefore solves numerous problems related to hidden and exposed nodes, and
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problems related to mobility, by using a two-way scheduling technique that is initiated by the
sender and coordinated by the receiver.

[0027] In the embodiment of the present invention described below, a single channel may
be used as well as multiple channels. The examples are given for multiple-channel systems.
Ina ﬁulti-chmnel multihop network such as network 100 of Fig. 1, “request-to-send” (RTS)
and “clear-to-send” (CTS) messages are transmitted through reservation channels, while data
and “acknowledgment” (ACK) messages are transmitted via selected data channels.
However, in a single channel system, these messages are transmitted over the same channel.
The RTS/CTS messages can also include neighbor status information, which can include
source and destination MAC addresses, current packet length, data channel rate, selected data
channel, weighted queue length computed from the packet priority levels (i.e. a combination
of precedence, retransmission attempts, packet age and so forth).

[0028] In the present embodiment, at least two scheduling schemes can be adopted based
upon the information derived from the RTS/CTS messages described above. “Stateless”
scheduling can be implemented by using a node’s own self priority level only, also known as
anode’s “weight”. “Stateful” scheduling can be implemented by further adjusting according
to neighbor nodes’ weight values as well. In performing Stateful scheduling, each node can
maintain neighborhood (i.e. neighbor node) information from the RTS/CTS control messages
sent.

[0029] In the embodiments of the present invention described below, a local scheduling
algorithm is provided to control channel access times and backoff delays by using at least one
of a node’s own current status, and a node’s neighbor nodes’ current status information.
Furthermore, the scheduling algorithm provides a service differentiation by adapting these
timers according to the priority indices.

[0030] The local scheduling algorithm is based upon a two-way distributed, self-
coordinating approach to provide fairness and service differentiation in an ad hoc network by
using reservation data information. The resulting distributed scheduling in the wireless ad
hoc network, including any number of mobile nodes, can be achieved through the following

steps in accordance with a first and second embodiment of the present invention.
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[0031] In a first step, a weighted factor of traffic load and priority is measured at each
node. In a second similar step, at each node a weighted factor of traffic load and priority is
measured for each neighbor node. These values are used alone, or in combination in a third
step to compute at a sending node an access time interval based on the traffic at the sending
node, and the sending node’s neighbor nodes’ traffic conditions. This comprises part one of
the two-way scheduling that is initiated by the sender, and coordinated by the receiver as
described below in steps four and five.

[0032] In a fourth step at a receiving node, an equivalent bandwidth and access time
interval for each remote node is computed based on measured traffic obtained from
unintended RTS and CTS as described in the examples, followed by a fifth step of
determining at the receiving node whether to send CTS or NCTS with adjusted channel
access times (i.e. a tuning factor to decrease or increase the channel access attempts) based
upon node access according to the computed values. This comprises part two of the two-way
scheduling that is initiated by the sender, and coordinated by the receiving node.

[0033] The five steps of the two-way scheduling algorithm described above carl be
applied as either a first or second embodiment in either Stateless or Stateful scheduling
algorithm depending upon the scheduling scheme desired. As noted above, two scheduling
schemes can be adopted. Stateless scheduling can be implemented by using a node’s own
weight, and Stateful scheduling can be implemented by further adjusting according to
neighbor nodes’ weight values as well. |

[0034] In a first embodiment of the scheduling algorithm, only address and channel
monitoring are used for collected information and scheduling the transmission time after the
address and/or channel becomes free. In a second embodiment of the scheduling algorithm,
each node collects information about the traffic sent by each connection for a certain period
of time and updates the weight values in its local table for future scheduling. Since the
reservations are done by sending control messages through the reservation channel, every
neighbor node tuned to the reservation channel can updates its local table.

[0035] The measured quantities of collected information for the first and second

embodiment can include various metrics related to a node’s or neighbor nodes’ offered and
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carried load, and are described in greater detail below. It can be assumed that in at least one
of the embodiments of the present invention, different priorities can correspond to different
bandwidth requirements, delay requirements and packet loss rates, and may be defined for
each traffic class or flow. In both embodiments, we can differentiate according to different
priorities. The main difference is that in the second embodiment, additional neighborhood
information distributed via control frames is used to compute the channel access times.
[0036] The measured quantities can be derived from RTS and CTS messages, and can
include, but are not limited to information about packet length, data channel rate, source
MAC address, destination MAC address, channel used (i.e. CTS, RTS, broadcast), packet
priority level and weighted queue length. The destination MAC address can indicate the next
hop node address, and the packet priority level can be a combined value computed from
precedence, backoff counter, age, and so forth, and can be optional and used by the receiving
node to preempt the current request. The weighted queue length can be a value weighted
according to priority levels and traffic/stream indices to inform queued loads to be
transmitted in subsequent times. The classification can be done in terms of traffic classes or
flows.

[0037] In the first embodiment of the scheduling algorithm, each node that overhears an
RTS and CTS message exchange will update its local traffic table by computing channel
holdoff time based upon packet length and data channel rate, and address holdoff time based
upon source and destination address busy time.

[0038] In the second embodiment of the scheduling algorithm, each node that overhears
an RTS and CTS message exchange will update its local traffic table by computing channel
holdoff time based upon packet length and data channel rate, address holdoff time based upon
source and destination address busy time, and weight values.

[0039] Based on this information, in both the first and second embodiments each node
schedules the next channel access time for use. If an unintended RTS or CTS message is
heard, the node computes a release time for the corresponding addresses and channel. This
release time depends on the packet duration and a random time interval, which in turn

depends on the node weight. The random interval can be, for example, a uniformly
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distributed time interval minus the normalized node weight, which can be normalized to have
positive proportional time intervals. A packet weight may depend on the precedence, number
of transmission, age, and so forth. The maximum value of the node weight depends on the
individual packet weight values, buffer size and rate limiting algorithms used for each class
or flow.

[0040] Each node finishing a transmission attempt can schedule a next attempt by setting
these channel and destination release times to the values calculated above. The packet will be
transmitted if the destination and at least one channel are available. The timers are uniformly
distributed with different ranges depending on the node weight, weighted previous packet
transmission time and previous transmission status, either failure or success.

[0041] In the first scheduling scheme, Stateless scheduling, the node weight is computed
as explained for the monitoring case for both the first and second embodiment of the
scheduling algorithm. In the second scheduling scheme, Stateful scheduling, when the node
tries to schedule its own channel access case for both the first and second embodiment of the
scheduling algorithm, it will check its own rank in the local table to compute the channel
access timer. Only when its channel access time is due, and no other node grabs the channel,
can the node send an RTS message to contend the channel. If there is another transmission
attempt during this channel access time, the node will reset the channel access timer, and will
schedule a new channel access based on the new information.

[0042] For both the first and second embodiment of the scheduling algorithm, if the
previous transmission attempt is failed because of an incomplete RTS-CTS handshake, the
channel access time will be increased to decrease the possibility of collision. The increment
may be exponential. If the previous transmission attempt is failed because of the negative
ACK or ACK timeout, the node weight can be increased to compensate the channel
impairments.

[0043] One function of both scheduling algorithms described above is to decrease the
channel access timer when the node’s weight is larger and increase the channel access timer
in remaining situations. Ideally, the system should be fair to nodes with traffic of the same

priority, even with different offered loads. This can be achieved from the computation of
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maximum and minimum timer values, neighbor node aggregated traffic status and rate
limiting algorithms.

[0044] For both the first and second embodiment of the scheduling algorithm, when
executing the second scheduling scheme, Stateful scheduling, the algorithms can also include
a function for tracking the carried load of different nodes.

[0045] Specifically, in a first situation when a node receives an RTS message, regardless
of whether the RTS message is intended for that node, the algorithm computes address busy
time, and offered load based on packet length and data rate, at specified priority levels. If the
destination is not a neighbor node, this indicates that the source, but not the destination, is
within the communication range of the node. In both cases, the information in the RTS
message such as packet length, source, destination, and priority, is useful to measure offered
traffic load.

[0046] In a second situation, when a node receives a CTS message which is not for that
node, the algorithm computes address and channel busy time, and carried load based on
packet length and data rate, at specified priority levels.

[0047] In a third situation, when a node sends an RTS message, the algorithm cbmputes
that nodes’ offered load at a specified priority level.

[0048] Finally, in a fourth situation, when a node receives a CTS message, the algorithm
computes that nodes’ carried load at a specified priority level.

[0049] If the receiving node detects that the carried load of the receiving node exceeds
the allowed value, upon the reception of an RTS requiring transmission the receiving node
can decide to send a CTS or a NCTS message to slow down the sending node by carrying a
tuning factor. This eliminates many of the problems related to hidden terminals, such as
source related unfair channel and destination access, and mobility, such as source related
unfair access due to the lack of knowledge about neighborhood when a source moves to a
new neighborhood. The sender can adjust its new channel access time by using the receiving
node adjustment.

[0050] Additionally, both the first and second embodiment of the scheduling algorithm

allow nodes in the same neighborhood to schedule the channel access to take service
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differentiation and fairness into consideration by checking the priority level and weighted
queue length. The precedence and weighted queue length can help adjust the channel access
delay by giving higher priority to the nodes with high precedence and large weiéhted queue
length, while the packet age factor in the priority level can be used to adjust the channel
access delay to avoid the starvation of the nodes with low precedence traffic and light traffic
load.

[0051] The embodiments of the present invention described above disclose a distributed,
self-coordinating approach to provide fairness and service differentiation in an ad hoc
network by using control RTS/CTS messages carrying node status information. The local
scheduling algorithm described above, uses the overheard RTS/CTS information with
attributes specifying nodes status to maximize the awareness of the neighborhood status for a
multi-channel system where data and ACK messages are transmitted through different data
channels. Both the first and second embodiment of the scheduling algorithm measures the
. offered load, carried load, and backlogged load in the neighborhood to adjust the channel
access timer to provide fairness among different nodes, different links, and different streams.
Each algorithm can also calculate both the priority level based on the node queue status, and
the priority level based on the neighbor status, to break the contention tiers and enable the
service differentiation, and use the receiving node to coordinate the distributed scheduling
decision based on the receiving node’s better view about the neighborhood to avoid starving
nodes with low traffic load.

[0052] The following is an illustrative description of an embodiment of the present
invention with examples. The following examples illustrate the first and second algorithms
where the node (source or relaying node) has a set of traffic classes (c). In these examples,
the fairness interval is computed after each transmission attempt while channel and address
monitoring are done upon a reception of unintended RTS or CTS (i.e. RTS or CTS not
intended for this node). The examples cover transmission of a unicast message. Note that the
computation of backoff values, priority levels and measurements may be changed, and the

examples are given for clarification.
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First algorithm
[0053] Transmission of a packet:
[0054] 1) An aggregated “weight” is computed as the summation of the priority values of
the packets in the Packet Store. The priority of a packet may be computed as the weighted
summation of the precedence, number of attempts and age of the packets.

W, = Zpi

p; = w;nc pr; +wn, na, +wa, a,
where W; is the aggregated weight for node j, p; is the priority level of i™ packet, Wpe, WH,
and wa, are the weight factors for precedence (pr;), number of attempts (na;) and age (a;) of
the packet that is in the queue assigned for the class ¢, respectively. Note that the weight
corresponds to the offered load. Although the relationships between a node’s weight and
priority information are linear in the given example, other type of relationships can be used,
such as exponential or logarithmic. Similarly, various modifications and variations of the
present invention such as the fairness interval computations may be made in light of these
examples.
[0055] 2) If the node is ready to transmit a packet with fresh route to the destination and
idle next hop then transmit the RTS including the set of available data channels, transmission
duration, source and next hop addresses. Note that since this is a multihop system, a fresh
route should be available before transmission. Any change in the route may change the
packet to be transmitted.
[0056] 3) IfCTS istimeout or NCTS is received, update the fairness interval Tf.

If =wf (ULRf 1+ Mf —Wn;)
where wf is a positive number (if exponential backoff is used, wf is increased by 2 at every
CTS reception failure), Rf and Mf are positive numbers, U/] denotes uniform distribution.
Why is the normalized weight so that Mf-Wn;=n where n is a positive number. For example for
n=0; Wn=( W; Mf)/ Wiax where Wa is the maximum weight value.
[0057] 4) If CTS is received, decrease wf or set wf'=1. CTS includes the selected data

channel, transmission duration, source and next hop addresses. Check if the receiver sent a
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new wyvalue for this node. Note that the tuning factor may include other parameters used in
the backoff formulas.
[0058] 5) If ACK is received, update the fairness interval.

If =wf (U[Rf 1+ Mf —Wn; +wt pk _time)
where wt is the weight factor for packet transmission duration pk time. Note that if one
wants to provide fairness in sharing the relaying nodes, a fairness interval for the use of a

next hop may be computed similar to channel fairness interval.

[0059] Address and channel monitoring:
[0060] 1) Upon reception of an unintended RTS, wait for the CTS and mark both source
and next hop addresses busy for a time interval Ta.

Ta = pk _time +wf (U[Rf |+ Mf —Wn,)
where pk_time is the duration of the transmission including the corresponding overhead due
to the handshake technique. Rf and Mf may be different for fairness computation and
monitoring.
[0061] 2) Upon reception of an unintended CTS, mark both source and next hop
addresses and the channel busy for a time interval Ta.

Ta = pk _time+wf (U[Rf 1+ Mf —Wn,)

where Rf and Mf may be different for address and channel monitoring.

Second algorithm

[0062] Transmission of a packet:

[0063] 1) Anaggregated “weight” is computed as the summation of the priority values of
the packets in the Packet Store. The priority of a packet may be computed as the weighted
summation of the precedence, number of attempts and age of the packets. Note that every

node distributes its weight value via RTS and CTS messages.
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Wj = ZP:‘

i
D; = Wp, pr; +wn, na; +wa, a,
w;

jz;Wk

where W; is the aggregated weight for node j, p; is the priority level of ith packet, wp., wrn,

Wt

and wa, are the weight factors for precedence (pr;), number of attempts (na;) and age (a;) of
the packet that is in queue c, respectively and % is the node weight normalized according to
the neighbor nodes’ weight.
[0064] 2) If the node is ready to transmit a packet with fresh route, idle next hop then
transmit the RTS including the set of available data channels, transmission duration, source
and next hop addresses, the node weight and channel access/throughput information.
[0065] 3) If CTS is timeout or NCTS is received, update the fairness interval 7.

If = wf (UIRf ]+ Mf —Win,)
where wf is a positive number (if exponential backoff is used, wf'is increased by 2 at every
CTS reception failure), Rf and Mf are positive numbers, U/] denotes uniform distribution.
Win; is the normalized weight so that Mf-Win;>n where n is a positive number. Note that, the
ranges for the parameters should be different than those of the first algorithm. Same symbols
are used for simplification.
[0066] 4) If CTS is received, decrease wf or set wf=1. Check if the receiver sent a new
wyvalue for this node. Note that the tuning factor may include other parameters used in the
backoff formulas.
[0067] 5) If ACK is received, update the fairness interval.

If = wf (ULRf ]+ Mf —Win; + wt pk _time)
where wt is the weight factor for packet transmission duration pk_time.
[0068] 6) After the reception of ACK, update the node channel occupancy time. Other

parameters such as throughput can also be used.

CT,(t)=(1-)Y.a' pk_time(t —1)
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where « is the forgetting factor and / is the last time CT; was updated. Note that & may be
dependent on the mobility, e.g. may be selected according to the changing rate of the
neighbor table. Note that if one wants to provide fairness in sharing the relaying nodes, a
fairness interval for the use of a next hop may be computed similar to channel fairness

interval.

[0069] Address and channel monitoring:
[0070] 1) Upon reception of unintended an RTS, wait for the CTS and mark both source
and next hop addresses busy for a time interval 7a.

Ta = pk _time +wf (U[Rf 1+ Mf —Win,)
where pk_time is the duration of the transmission including the corresponding overhead due
to the handshake technique. Rf and Mf may be different for fairness computation and
monitoring. Update W} and CT} values for this node. Compare the CT; and W values with
CT;and W; values to update wy values. Note that the weight corresponds to offered load while
channel occupancy information corresponds to carried load.
[0071] 2) Upon reception of an unintended CTS, mark both source andn next hop
addresses and the channel busy for a time interval 7a. Update W) and CT} values for this node
if not updated for RTS. "

aTa = pk _time+wf (U[Rf 1+ Mf —Wtn;)

where Rf and Mf may be different for address and channel monitoring. Compare the CT} and
Wi values with CTjand W; values to update wy values.

[0072] Although only a few exemplary embodiments of the present invention have been
described in detail above, those skilled in the art will readily appreciate that many
modifications are possible in the exemplary embodiments without materially departing from
the novel teachings and advantages of this invention. Accordingly, all such modifications are

intended to be included within the scope of this invention.
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What is claimed is:

1. A method for performing media access control (MAC) scheduling for nodes in
an ad-hoc multi-hopping peer-to-peer wireless communication network, the method
comprising:

controlling a node attempting a transmission to assess its priority level weight
based on information included in received request to send (RTS) and clear to send (CTS)
messages; and

scheduling the transmission of the node based on the assessed priority level

weight.

2. A method as claimed in claim 1, wherein:

the controlling step further includes assessing priority level weights of neighboring
nodes based on received RTS and CTS messages; and

the scheduling step schedules the transmission based on the assess priority level

weight of the node and the assessed priority level weights of the neighboring nodes.

3. A method as claimed in claim 1, wherein:
the information included in the RTS and CTS messages comprises at least one of the
following: source and destination MAC addresses, current packet length, data channel rate,

selected data channel, and weighted queue length computed from the packet priority levels.

4. A method as claimed in claim 1, wherein:
the information included in the RTS and CTS messages can be carried in DATA and
ACK messages respectively if the system uses a single channel and RTS/CTS is not enabled

for the transmission.

5. A method as claimed in claim 2, wherein:
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the information included in the RTS and CTS messages can be carried in DATA and ACK
messages respectively if the system uses a single channel and RTS/CTS is not enabled for the

transmission.

6. A method as claimed in claim 3, wherein:
the information included in the RTS and CTS messages can be carried in DATA and ACK
messages respectively if the system uses a single channel and RTS/CTS is not enabled for the

transmission.

7. A method as claimed in claim 1, wherein:

the node is a mobile node.
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