Title: IMAGING-BASED SCANNER INCLUDING BORDER SEARCHING FOR IMAGE ACQUISITION

Abstract: A method utilizing an imaging-based bar code reader to identify a desired acquisition area within a captured image frame, the desired acquisition area including a target bar code and an extent of the desired acquisition area bounded by a border featuring: identifying a region of the captured image frame corresponding to an image of the target bar code; determining a reference point within the imaged target bar code; determining a reference point within an image of the desired acquisition area; searching for an image of the border of the desired acquisition area; identifying the imaged border of the desired acquisition area; and saving in memory a portion of the captured image frame corresponding to an image within the imaged border.
IMAGING-BASED SCANNER INCLUDING BORDER SEARCHING FOR IMAGE ACQUISITION

TECHNICAL FIELD

[0001] The present disclosure relates to a method and apparatus for image acquisition of a form utilizing an imaging-based bar code reader and, more specifically, to a method and apparatus for imaging the form utilizing the reader wherein the form is marked by a border and includes a target bar code of a known size and location within the form and an image processing system of the reader analyzes a captured image frame, relates a size and location of an imaged target bar code to the known size and location of the target bar code in the form and then searches for the border of the form to accurately determine the extent of the imaged form.

BACKGROUND

[0002] Existing portable barcode readers are hand held and can be moved with respect to a target barcode, to image and decode the bar code. Target objects, e.g., a product package that includes a target barcode, are brought within a field-of-view (FV) of the barcode reader by aiming a visible aiming pattern to strike the package at a region of the barcode. In stationary bar code readers the situation is reversed, i.e. the product is moved through a stationary field of view. The barcode reader typically provides an audible and/or visual signal to indicate the target barcode has been successfully imaged and decoded.

[0003] Both stationary and portable imaging-based barcode readers include at an imaging system that includes at least one camera assembly for capturing image frames of a field of view of the camera assembly. A typical camera assembly includes a pixel or sensor array having photosensitive elements such as a charge coupled device (CCD) or
complementary metal oxide semiconductor (CMOS) device and an imaging lens assembly for projecting and focusing the field of view onto the sensor array. The camera assembly may be augmented with an illumination system having light emitting diodes (LEDs) or a cold cathode fluorescent lamp (CCFL) that directs illumination toward a target object. In certain cases, the target object may be a form or document, the extent of the form or document is sometimes referred to as a desired image acquisition area. The form or document may also include a target bar code within the confines of the form or document.

[0004] If the target object is within the field of view of the camera assembly, light reflected from the target object is focused through the imaging lens assembly such that focused light is concentrated onto the sensor array of photosensitive elements. The pixels of the sensor array are sequentially read out by image processing circuitry of the imaging system, generating an analog signal representative of a captured image frame. The analog signal is amplified by a gain factor and the amplified analog signal is digitized by an analog-to-digital converter. A digitized version of the captured image frame is stored in a memory, the digital values stored in memory for a captured image frame corresponding to light received during an exposure period by individual sensors or pixels of the sensor array.

[0005] The image processing system operates on the captured image frame to: 1) identify the imaged bar code within the captured image frame and attempt to decode the imaged bar code; and 2) identify the extent or bounds of the imaged form or document such that the portion of the captured image frame corresponding to the imaged form or document can be saved and/or subject to further processing, i.e. signature verification. Stated another way, in addition to identifying and decoding an imaged target bar code
within a captured image frame, the image processing system additionally seeks to identify an area of the captured image frame (an array of pixels of the sensor array) that corresponds to or is congruent with the desired image acquisition area, that is, that corresponds to the form or document which was sought to be imaged.

[0006] One problem faced by designers of imaging-based bar code readers that are used for both bar code reading, that is, imaging and decoding a target bar code, and for image acquisition is that of accurately determining the extent of the imaged form or document. In conventional bar code readers that are used for image processing of a form wherein a bar code is located within the form, information is provided to the image processing system relating the size and location of the target bar code and the size and location of the form with respect to the target bar code. For example, information may be provided which relates the size and location of the form to a predetermined point of the target bar code, for example, the center of the target bar code. When the image processing system identifies the imaged target bar code within a captured image frame, the center of the imaged bar code can be identified and when combined with the previously supplied information regarding the size and location of the form with respect to the center of the target bar code, the image processing system can attempt to scale and extrapolate the extent or bounds of the imaged form within the captured image frame outwardly from the center of the imaged bar code.

[0007] The foregoing conventional method of scaling and extrapolating the extent or bounds of the imaged form is problematic. The size of the target bar code with respect to the size of the form may be greatly different, for example, the form may be 10 times (or more) the size of the target bar code within the form, thus, even small errors of a few pixels in determining the center of the imaged target bar code in a captured image frame
will be magnified by a factor of 10 or more by the extrapolation process thereby causing unacceptably large errors in determining the extent or bounds of the imaged form. For example, if the corners of the imaged bar code are used as base points to predict or extrapolate where the corners of the imaged form will be, even small errors on the order of a few pixels with regard to the location of the corners of the imaged bar code will be greatly magnified when attempting to extrapolate out to the corners of the imaged form.

Thus, accurate identification of the extent or bounds of an imaged desired acquisition area, such as an imaged form, an imaged document, or an imaged label remains a challenge for designers of imaging-based bar code readers.

SUMMARY

An exemplary embodiment of the present disclosure includes an imaging-based system, apparatus and method of accurately identifying a desired acquisition area within a captured image frame wherein the desired acquisition area is a form, label or document or portion thereof, is bounded by a peripheral border and includes a target bar code within the desired acquisition area. An example embodiment of the present disclosure features a method of utilizing an imaging-based bar code reader to identify a desired acquisition area within a captured image frame, the desired acquisition area including a target bar code and an extent of the desired acquisition area bounded by a border, the imaging-based bar code reader including an imaging system for imaging a field of view and generating image frames of the field of view of the imaging system, a memory for storing a digitized representation of a captured image frame, and an image processing system operating on the digitized representation of the captured image frame, the steps of the method including: identifying a region of the captured image frame corresponding to an image of the target bar code; determining a reference point within the
imaged target bar code utilizing information provided to the imaging system regarding a size of the target bar code; determining a reference point within an image of the desired acquisition area utilizing information provided to the imaging system regarding a location of the target bar code within the desired acquisition area and the determined reference point within the imaged target bar code; searching for an image of the border of the desired acquisition area utilizing information provided to the imaging system relating the size of the target bar code to a size of the desired acquisition area and the determined reference point within the imaged desired acquisition area; identifying the imaged border of the desired acquisition area; and saving in memory a portion of the captured image frame corresponding to an image within the imaged border.

[0010] Another example embodiment of the present disclosure features a method of utilizing an imaging-based bar code reader to identify a desired acquisition area within a captured image frame, the desired acquisition area including a target bar code and an extent of the desired acquisition area bounded by a border, the steps of the method including: identifying a region of the captured image frame corresponding to an image of the target bar code; determining information regarding a size of the target bar code and a location of the target bar code within the desired acquisition area and the determined reference point within the imaged target bar code and relating the size of the target bar code to a size of the desired acquisition area; determining a reference point within the imaged target bar code; determining a reference point within an image of the desired acquisition area; searching for an image of the border of the desired acquisition area; identifying the imaged border of the desired acquisition area; and saving in memory a portion of the captured image frame corresponding to an image within the imaged border.
Another example embodiment of the present disclosure features an imaging-based bar code reader for imaging a desired acquisition area, the desired acquisition area including a target bar code and an extent of the desired acquisition area bounded by a border, the reader including: an imaging system including a sensor array and an imaging lens assembly for imaging a field of view of the imaging system and projecting light from the field of view onto the sensor array, the imaging system generating image frames of the field of view of the imaging system; a memory for storing a digitized representation of a captured image frame; and an image processing system operating on the digitized representation of the captured image frame to: identify a region of the captured image frame corresponding to an image of the target bar code; utilize information regarding a size of the target bar code to determine a reference point within the imaged target bar code; utilize information regarding a location of the target bar code within the desired acquisition area and the determined reference point within the imaged target bar code to determine a reference point within an image of the desired acquisition area; utilize information relating the size of the target bar code to a size of the desired acquisition area and the determined reference point within the imaged desired acquisition area to search for an image of the border of the desired acquisition area; and identify the imaged border of the desired acquisition area and save in memory a portion of the captured image frame corresponding to an image within the imaged border.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other features and advantages of the present disclosure will become apparent to one skilled in the art to which the present disclosure relates upon
consideration of the following description of the invention with reference to the accompanying drawings, wherein like reference numerals, unless otherwise described refer to like parts throughout the drawings and in which:

[0013] Figure 1 is a schematic side elevation view of an exemplary embodiment of an imaging-based bar code reader of the present disclosure;

[0014] Figure 2 is a schematic front elevation view of the bar code reader of Figure 1;

[0015] Figure 3 is a schematic top plan view of the bar code reader of Figure 1;

[0016] Figure 4 is a schematic view partly in section and partly in side elevation of a camera assembly of an imaging assembly of the bar code reader of Figure 1;

[0017] Figure 5 is a schematic block diagram of the bar code reader of Figure 1;

[0018] Figure 6 is a schematic view of a captured image frame including an imaged form stored in a memory of the reader of Figure 1 and operated on by an image processing system to identify a portion of the captured image frame corresponding to the imaged form; and

[0019] Figure 7 is a schematic flow diagram showing selected steps of a method or process utilized by the image processing system to identify a portion of a captured image frame corresponding to an imaged form.
DETAILED DESCRIPTION

[0020] The present disclosure relates to a system for more accurately imaging a desired image acquisition area, such as a form or a portion of a form. In particular, the system of the present disclosure comprises an apparatus and method to a method and apparatus for imaging a form utilizing an imaging-based bar code reader or scanner wherein the form is marked by a border and includes a target bar code of a known size and location within the form and an image processing system of the reader analyzes a captured image frame, relates a size and location of an imaged target bar code to the known size and location of the target bar code in the form and then searches for the border of the form to accurately determine the extent of the imaged form.

[0021] In one example embodiment illustrated in FIG. 1, an imaging-based bar code reader or scanner 10 is a hand-held, portable imaging-based imager and bar code reader that is adapted for use in imaging a target or desired image acquisition area 100 and reading a target bar code 102 within the desired acquisition area 100. The desired acquisition area 100 may be a form, a label, or a document or some portion thereof. A form 106, which is affixed to a package 104, is shown as an exemplary desired acquisition area 100 in the Figures. One use of the reader 10 is in the package delivery service wherein the package 104 being delivered includes the form 106 affixed to the package by the package delivery service. The form 106 includes an outline or peripheral border 108, a signature block region 110 for signature by the recipient acknowledging safe receipt of the package 104. The form 106 also includes a target bar code 102 printed within the extent of the form 106, that is, within the bounds of the border 108.
The target bar code 102 printed on the form 106 has encoded a unique identification number used by the package delivery service in identifying and tracking the package 104. After delivery of the package 104 and signature of the recipient in the signature block region 110, it is desired to use the reader 10 to: 1) Capture an image of the form 106, including the recipient's signature 112. The recipient's signature 112 may, for example, be subject to further processing, e.g., signature verification. 2) Capture an image 102' (shown schematically in Figure 6) of the target bar code 102 on the form 106 to confirm receipt of the package 104 at its destination to the package delivery service and/or to the sender.

A first exemplary embodiment of an imaging-based bar code reader of the present invention is shown schematically at 10 in Figures 1-5. The bar code reader 10 includes an imaging system 12 and a decoding system 14 mounted in a housing 16. The reader 10 is capable of imaging target objects such as the form 18 and reading, that is, imaging and decoding, encoded indicia in the target bar code 14 printed on the form 18. Typically the target bar code will be in the form of a target ID (e.g., Code 128) bar code or 2D (e.g., DataMatrix) bar code. As used herein, a target bar code will be understood to encompass both 1D and 2D bar codes.

The imaging system 12 is adapted to capture image frames of a field of view FV of the imaging system 12 and the decoding system 14 is adapted to decode encoded indicia within a captured image frame, i.e., an image 102' of the target bar code 102, hereinafter referred to as imaged target bar code 102'. The housing 16 supports circuitry 18 of the reader 10 including the imaging and decoding systems 12, 14 within an interior region 17 of the housing 16.
The imaging system 12 comprises a modular scan engine or imaging camera assembly 20 and associated imaging circuitry 22 supported within a camera housing 24. The camera assembly 20 includes a pixel or sensor array 28 and an imaging lens assembly 30. The imaging lens assembly 30 focuses or project light from a field of view FV extending in a direction forward F (Figure 1) of the imaging lens assembly onto a light receiving portion 28a of the sensor array 28. The sensor array 28 comprises an array of photosensors or pixels and is positioned rearward or in a direction rearward R (Figure 1) of the imaging lens assembly 30. The camera housing 24 additionally supports an illumination assembly 40 for projecting an illumination pattern IP toward the field of view FV to illuminate the field of view and an aiming pattern assembly 45 for projecting an aiming pattern AP toward the field of view FV to aid a user of the reader 10 in properly aiming the reader at the desired image acquisition area 100, namely, the form 106.

The illumination assembly 40 may include one or more LEDs 42 mounted on a front face 24b of the camera housing 24. The illumination pattern IP is generally congruent with an extent of the field of view FV. The aiming pattern assembly 45 includes a laser diode or laser chip 46 and a refractive or diffractive optical element 47 that facilitates projection of an aiming pattern AP for aligning the scan engine/camera assembly 20 with the desired acquisition area 100.

The camera assembly 20 may be modular in that the camera housing 24 may be removed or inserted as a unit into the reader housing 16, allowing the ready substitution of camera assemblies having different imaging characteristics, e.g., camera assemblies having different focal distances, working ranges, and fields of view. A working range WR (Figure 3) is a distance range in front of or forward (in a
direction F in Figure 1) of the camera assembly 20 within which a target object of interest, such as the form 106, may be successfully imaging and within which a target bar code of interest, such as target bar code 102, may be successfully imaged and decoded.

[0028] The imaging lens assembly 30 may comprise a plurality of lenses 31 and/or one or more apertures 31a supported in a lens holder 32. The lens holder 32 may be supported in a support 33 affixed to a front surface of the PC board 24a. The imaging lens assembly 30 and the sensor array 28 define the field of view of the imaging system 12. The field of view FV is often referred to in angular terms, for example, a field of view that is 30° in the horizontal direction and 20° in the vertical direction would indicate the extent of the field of view FV projected onto the sensor array surface 28a. Optically, the field of view FV is a ratio of the size of the light receiving portion 28a of the sensor array 28 divided by a focal length of the imaging lens assembly 30.

[0029] In one exemplary embodiment, the imaging system 12 is a two dimensional (2D) imaging system and the sensor array 28 is a 2D sensor array. The sensor array 28 is enabled during an exposure period to capture an image of a target object of interest, such as the form 105, within the field of view FV of the imaging system 12. The field of view FV of the imaging system 12 is a function of both the configuration of the sensor array 28 and the imaging lens assembly 30 and the distance and orientation between the array 28 and the imaging lens assembly.

Housing 16

[0030] The housing 16 includes a gripping portion 16a adapted to be grasped by a user's hand and a forward or scanning head portion 16b extending from an upper
part 16c of the gripping portion 16a. A lower part 16d of the gripping portion 16a is adapted to be received in a docking station 19 positioned on a substrate 19a such as a table or sales counter. The scanning head 16b supports the imaging system 12 within an interior region 17a (Figure 4) of the scanning head 16b. As can best be seen in Figure 2, looking from the front of the housing 16, the scanning head 16b is generally rectangular in shape and defines a horizontal axis H and a vertical axis V. The vertical axis V being aligned with a general extent of the gripping portion 16a.

[0031] Advantageously, the reader 10 of the present invention is adapted to be used in both a hand-held mode and a fixed position mode. In the fixed position mode, the housing 16 is received in the docking station 19 and the target object of interest such as the form 106 (Figure 1) is brought within one of the field of view FV of the reader's imaging system 12 in order to have the reader 10 image the form 106 and image and read the target bar code 102 imprinted on the form 106. Advantageously, the imaging system 12 may include motion-triggered operation, that is, the imaging system is always on or operational such that it is ready to image and decode any target bar code presented to the reader 10 within a detection region. The detection region may correspond, for example, to a working range within a field of view FV of the imaging system. The docking station 19 is plugged into an AC power source and provides regulated DC power to circuitry 11 of the reader 10. Thus, when the reader 10 is in the docking station 19 power is available to keep the imaging system 12 on continuously. The docking station 19 may facilitate a wired connection between the reader 10 and, for example, a host computer.

[0032] In the hand-held mode, the housing 16 is removed from the docking station 19 so the reader 10 can be carried by a user and positioned such that the form
106 is within the field of view FV of the imaging system 12. In the hand-held mode, imaging is instituted by the operator depressing a trigger 16e extending through an opening near the upper part 16c of the gripping portion 16a.

**Imaging System 12**

[0033] The imaging system 12 is part of the bar code reader circuitry 11 which operates under the control of a microprocessor 11a (Figure 5). When removed from the docking station 19, power is supplied to the imaging and decoding systems 12, 14 by a power supply 11b. The imaging and decoding systems 12, 14 of the reader 10 may be embodied in hardware, software, electrical circuitry, firmware embedded within the microprocessor 11a or the modular camera assembly 20, on flash read only memory (ROM), on an application specific integrated circuit (ASIC), or any combination thereof as would be understood by one of skill in the art.

[0034] The imaging circuitry 22 may be disposed within, partially within, or external to the camera assembly housing 24. A back end of the housing 24 may be comprised of a printed circuit board 24a. The camera housing 24 is supported within the scanning head interior region 17a in proximity to a transparent window 70 (Figure 4) defining a portion of a front wall 16f of the scanning head 16b. The window 70 is oriented such that its horizontal axis is substantially parallel to the scanning head horizontal axis H. The vertical axis of the window 70 is tilted slightly to avoid specula reflection.

**Sensor Array 28**

[0035] The imaging system 12 includes the sensor array 28 of the imaging camera assembly 20. The sensor array 28 comprises a charged coupled device (CCD), a complementary metal oxide semiconductor (CMOS), or other imaging pixel
array, operating under the control of the imaging circuitry 22. In one exemplary embodiment, the sensor array 28 comprises a two-dimensional (2D) mega pixel CMOS array with a typical size of the pixel array being on the order of 1280 x 1024 pixels. Each pixel is comprised of a photosensitive element or photosensor that receives light and stores a charge proportional to the intensity of the light received and then is periodically discharged to generate an electrical signal whose magnitude is representative of the charge on the photosensitive element during an exposure period.

[0036] The illumination-receiving pixels of the sensor array 28 define the light receiving sensor array surface 28a (best seen in Figure 4). The sensor array 28 is secured to the printed circuit board 24a, in parallel direction for stability. The sensor array surface 28a is substantially perpendicular to the optical axis OA of the imaging lens assembly 30. The pixels of the sensor array surface 28a are disposed substantially parallel to a plane defined by the X-Y axis (Figure 2).

[0037] As can be seen in Figure 4, the imaging lens assembly 30 focuses light reflected and scattered from the form 106 and the package 104 onto the sensor array surface 28a of the sensor array 28. Thus, the lens assembly 30 focuses an image of the field of view FV onto the array of pixels comprising the light receiving surface 28a of the sensor array 28. As can be seen in the Figures, the field of view FV is two dimensional and includes both a horizontal component FV_H (Figure 3) and a vertical component FV_Y (Figures 1 and 4).

Operation of Imaging and Decoding Systems 12, 14

[0038] When actuated to read a desired acquisition area such as the target form 106, the imaging system 12 captures a series of image frames, generally shown schematically as 82 in Figure 5, which are stored in a memory 84. As can be seen
schematically in Figure 6, assuming the form 106 is within the field of view during an imaging session, each captured image frame of the series of image frames 82, e.g., image frame 82a, image frame 82b, image frame 83c, etc., includes a digital representation of an image of the form 106. As shown schematically in Figure 6, for a given captured image frame, say image frame 82, stored in memory 84, the digitized imaged representation of the form 106 will be referred to as the imaged form 106', the digitized imaged representation of the bar code 102 will be referred to as the imaged bar code 102', etc. As can be seen in Figure 6, captured image frame 82 includes the imaged form 106', as well as an imaged portion 104' of the package 104 above and to the left of the form 106, that was within the field of view FV.

[0039] Electrical signals are generated by reading out of some or all of the pixels of the sensor array 28 after an exposure period. After the exposure time has elapsed, some or all of the pixels of sensor array 28 are successively read out thereby generating an analog signal 85 (Figure 5). In some sensors, particularly CMOS sensors, all pixels of the sensor array 28 are not exposed at the same time, thus, reading out of some pixels may coincide in time with an exposure period for some other pixels.

[0040] The analog image signal 85 represents a sequence of photosensor voltage values, the magnitude of each value representing an intensity of the reflected light received by a photosensor/pixel during an exposure period. The analog signal 85 is amplified by a gain factor, generating an amplified analog signal 86. The imaging circuitry 22 further includes an analog-to-digital (A/D) converter 87. The amplified analog signal 86 is digitized by the A/D converter 87 generating a digitized signal 88. The digitized signal 88 comprises a sequence of digital gray scale values 89 typically
ranging from 0-255 (for an eight bit image, i.e., \(2^8 = 256\)), where a 0 gray scale value would represent an absence of any reflected light received by a pixel during an exposure or integration period (characterized as low pixel brightness) and a 255 gray scale value would represent a very high intensity of reflected light received by a pixel during an exposure period (characterized as high pixel brightness).

[0041] The digitized gray scale values 89 of the digitized signal 88 are stored in the memory 84. The digital values 89 corresponding to a read out of the sensor array 28 constitute an image frame 82a, 82b, 82c, etc., which is representative of the image projected by the imaging lens assembly 30 onto the sensor array 28 during an exposure period.

[0042] The imaging system 12 of the present disclosure includes an image processing system 60 that analyzes captured image frames 82 to determine if a captured image frame, say image frame 82a, includes an image of a desired image acquisition area 100, such as an imaged form 106'. If so, the image processing system 60, utilizes the imaged bar code 102' within the imaged form 106', the imaged border 108', and certain information, as will be described below, to accurately determine the extent of the imaged form 106' within the captured image frame 82a and store that portion of the captured image frame 82a corresponding to the imaged form 106' in the memory 84. On a real time basis or periodically, some or all of the digitized data corresponding to the imaged form 106' may be transmitted via a data output port 91 to an external terminal or computer for further processing for example, verification that the imaged signature 112' in the imaged signature block 110' is a valid signature of an authorized employee of the package recipient.
Additionally, the decoding circuitry 14 operates on a portion of the captured image frame 82a corresponding to the imaged target bar code 102' and attempts to decode the imaged bar code. If the decoding is successful, decoded data 90, representative of the data/information encoded in the target bar code 102 may be stored in the memory 84 and/or output via the data output port 91. Additionally, some or all of the decoded data may be displayed to a user of the reader 10 via a display 92. Upon achieving a successful imaging of the desired imaging acquisition area 100, that is, an imaged desired acquisition area 100' or imaged form 106' of sufficient sharpness and clarity and including the entirety of the desired acquisition area 100, and a successful imaging and decoding of the imaged target bar code 102', a speaker 93 and/or an indicator LED 94 may activated by the bar code reader circuitry 13 to indicate to the user that the form 106 has been successfully imaged and the target bar code 102 has been successfully read. If imaging or decoding is unsuccessful, another image frame, e.g., image frame 82b, 82c, etc., is selected and the imaging processing and decoding processes are repeated until a imaging of the desired image acquisition area 100 and decoding of the target bar code 102 are achieved.

**Operation of Image Processing System 60**

As discussed above, the image processing system 60 of the present disclosure sequentially analyzes captured image frames 82 generated by the camera assembly 20 during an imaging session and attempts to accurately identify an extent of the portion of a captured image frame, say image frame 82a, that corresponds to the image desired acquisition area 100', for example, imaged form 106'. As is shown in the schematic flow chart of Figure 7, the process or method utilized by the image processing system 60 is shown generally at 200. The process is started or initiated at
202 with an imaging session that yields a sequence of captured image frames 82 whose digital representations are stored in the memory 84, as described above.

[0045] At step 204, the image processing system 60 selects and analyzes a captured image frame, say image frame 82a. At step 206, the image processing system 60 determines if the selected captured image frame 82a includes the entirety of the imaged target bar code 102'. If the selected captured image frame 82a does not include the entirety of the imaged target bar code 102', then another captured frame, say image frame 82b, is selected by the image processing system 60 from memory 84 and steps 204 and 206 are repeated.

[0046] If the selected captured image frame 82a does include the entirety of the imaged target bar code 102', then at step 208, the extent or bounds of the imaged target bar code 102' is determined, both as to the width of the imaged bar code 102' and the height of the imaged bar code, typically measured in terms of pixels of the sensor array light receiving surface 28a. To confirm that a region of the image frame 82a that is identified as a potential imaged bar code is, in fact, the imaged bar code 102', the decoding system 14 is utilized to attempt to decode the imaged bar code 102'. If decoding is successful, then it can be confirmed that the region identified as a potential imaged bar code is indeed the imaged bar code 102'. If it is not possible to successfully decode the image bar code 102', it is most likely that the imaged bar code 102' and the imaged form 106' are too blurred to utilize, either due to mis-focus of the camera assembly 20 or excessive motion of the form 106 during the imaging session. In either event, upon failure to decode the imaged bar code 102' another captured image frame is selected for analysis by the image processing system 60.
Additionally, at step 208, input or stored and made accessible to the image processing system 60 is information regarding the width and height of the physical bar code 102, typically measured in terms of modules. A module is unit of measurement that is based on the smallest bar or unit of encoded information in the bar code. The image processing system 60 must essentially correlate the size of the physical bar code 102 in modules (e.g., the bar code is 100 modules in width by 20 modules in height) to the size of the imaged original bar code 102' in memory 84 (e.g., the imaged bar code is 300 image pixels in width by 60 pixels in height).

The width of the physical bar code 102 in terms of modules may be found from the decoding process. The width dimension of the physical bar code 102 is measured in units of bar code modules instead of convention units of measurement such as inches or mm. The measuring unit of the physical bar code 102 is defined in terms of modules, thus, conventional measurement is not required for measurement of the width, height, horizontal and vertical shift of the bar code. Because some symbologies, for example, a type of symbologies referred to as Delta Codes, such as Code 128, specify the exact mapping of the number of codeword characters and the number of modules for a bar code, the number of modules can be found in the decoding process. For some other symbologies, such as Code 39, this is not as straightforward. In these symbologies (generally called Binary Codes) the bar code width in modules can be estimated, but cannot be determined precisely through decoding.

Of course, this information could also be input to the reader circuitry 11 or pre-stored in advance of an imaging session if the width of the bar code in modules is a known constant. The height of the physical bar code 102 in terms of
modules is typically pre-stored in the reader circuitry 11 through a parameter. The information regarding physical characteristics or specifications of the physical form 106 and the bar code 102 imprinted thereon is typically provided by the form designer. Alternately, the physical characteristics or specifications of the physical form 106 may be measured via conventional measurement techniques (i.e., ruler, calipers, etc.) using a sample of the physical form 106.

[0050] The information regarding the physical characteristics of the form 106 and bar code imprinted thereon may be input to the reader circuitry 11 in a number of different ways: 1) The information may be obtained via the imaging system 12 reading a parameter bar code followed by one or more numeric value bar codes. A parameter bar code indicates to the reader circuitry 11 that a parameter is to be changed, for example, parameters relating to the physical characteristics of the form 106 that will subsequently be imaged. Following reading of the parameter bar code, one or more numeric value bar codes may be read which provide the reader circuitry 11 and the image processing system 60 with information relating to the specific physical characteristics of the form 106. 2) The information may be obtained via the imaging system 12 reading a single 2D bar code which both indicates to the reader circuitry 11 that parameters relating to the physical characteristics of the form 106 are to be changed and the information regarding the specific physical characteristics of the form 106. 3) The information may be sent to the reader 10 via wired or wireless communications means. The communications means that connect the reader 10 to a host computer (not shown) may be used for this purpose. Alternately, a different communications scheme may be used, for example, while the reader 10 may be connected to a host computer through a wired connection, the reader 10 may also be
connected to a back-office server via a wireless connection. 4) The information may be pre-packaged and pre-stored in the memory 84 or another reader circuitry memory. This is typical for a custom-built device that will be dedicated to reader a single type or limited group of forms. 5) The information may be input via input means provided on the reader 10, for example, a touch screen on the display 92 or a keypad (not shown) supported by the housing 16.

At step 210, the image processing system 60 determines a reference point of the imaged target bar code 102' using the information noted above regarding the size of the physical bar code 102 and data determined by the image processing system regarding the imaged bar code 102'. In one exemplary embodiment, the reference point may be geometric center or center point BCCP' of the imaged bar code 102'. Alternately, another reference point or points may be utilized, e.g., one or more corner points of the imaged bar code 102'.

At step 212, the image processing system 60 determines a reference point of the imaged form 106' using information regarding the derived input or stored and made accessible to the image processing system 60 regarding the relationship between the size and reference point or points (e.g., center point BCCP) of the physical bar code 102 and the size and reference point or points of the physical form 106. In one exemplary embodiment, the reference point of the physical form 106 may be a center point FCP of the form 106 and the determined reference point of the imaged form 106' may be the center point FCP' of the imaged form 106'. Input to the image processing system is information regarding the relationship between the location of the center point BCCP of the physical bar code 102 and the location of the center point FCP of the physical form 106. The information regarding physical
characteristics regarding the relationship between the size and center point of the physical form 106 and the size and center point of the physical bar code 102 imprinted thereon is typically provided by the form designer. In the physical form 106, the center point FCP is typically assumed to be (0,0), a datum point, not a derived value. All other points are determined or measured with respect to the form center point FCP.

[0053] At step 213, the image processing system 60 estimates the edge locations of the imaged form 106'. These edge locations should correspond to the imaged border 108' of the imaged form 106'.

[0054] Once the center point FCP' of the imaged form 106' is determined and an estimate of the edge locations of the imaged form 106' is made, at step 214, the image processing system 60 undertakes a search for the imaged border 108' of the imaged form 106' utilizing one or more box search techniques such as edge detection and/or line/edge tracking. Common edge detection methods, such as those invented by Roberts, Sobel and Kirsch, can be found in various textbooks, for example, Digital Image Processing, Third Edition, by William K. Pratt, Wiley-Interscience, John Wiley & Sons, Inc., Scientific, Technical, and Medical Division, 1978, ISBN 0-471-37407-5, specifically, Chapters 15 (Edge Detection) and Chapter 17 (Image Segmentation), particularly, section 17.4.2 (Boundary Detection) (pages 566-579). A straightforward line detection method may be constructed by adapting the direction line detection method discussed in the aforementioned Digital Image Processing book at pages 481-482 of Chapter 15. The adaption is based on the fact that a line is formed with two parallel edges with opposite edge direction and within a certain vicinity of each other.
The above-cited Digital Image Processing book is incorporated herein in its entirety by reference for any and all purposes.

[0055] For edge/line tracking, a threshold is dynamically determined from the edge strength measured in the image, where the edge strength is determined from any edge detection algorithm. The edge pixels above the threshold are tracked until the end (i.e., the end of the line constituting a side, for example a vertical side VB' or a horizontal side HB' of the imaged border 108'), or until the edge pixels start to move in a significantly different direction (i.e., a corner CR' of the imaged border 108' is encountered). For line tracking, a double-edge detection scheme (combining a positive and a negative edge in parallel and in close vicinity) is used to provide the base data, while the rest of the algorithm described above is used.

[0056] At step 216, assuming that horizontal and vertical sections or segments of the imaged border 108' are found in step 214, the image processing system 60 undertakes validation of the search for the imaged border 108' by identifying four aligned imaged border corner regions CR' which constitute intersections of imaged horizontal border sections HB' and vertical border sections VB' which are present in the imaged form 106'. If such a validation of the corner regions is not undertaken, horizontal border sections HB' and vertical border section VB' that are portions of non-border horizontal or vertical lines within the imaged form 106', for example, the horizontal and vertical lines defining the imaged signature block 110' could be mistaken as portions of the imaged border 108'.

[0057] At step 218, the image processing system 60 determines if the captured image frame 82a includes the entirety of the imaged form 106'. Stated another way, the image processing system 60 determines if an entirety of the imaged border 108'
has been identified including the four quadralinearly aligned imaged corner regions CR'. If the entirety of the imaged border 108' cannot be identified, the process returns to step 204 where another captured image frame, say 82b, is selected for analysis. If the entirety of the imaged border 108' has successfully been identified, the process continues to step 220 wherein the image processing system 60 causes portions of the captured image frame 82a corresponding to the imaged form 106' to be stored in the memory 84 and/or subject to further processing such as: 1) deskewing of the imaged form 106' wherein the quadralinear region is resampled to become a rectangular region, base on a perspective model built from the imaged form's borders 108' (this is to account for parallax - the imaged form 106' within a captured image frame may be skewed if the reader 10 is not positioned to be aligned with and orthogonal to the form 106 during imaging); 2) normalization of the imaged form 106' wherein the different parts of the image are analyzed, the relative brightness made uniform and the image's contrast enhanced; and/or 3) image compression, such as using a known JPEG compression format, so that it is easier to store and transmit the imaged form 106'. At step 222, the process or method of accurately imaging the desired acquisition area 100, that is, form 106, terminates.

[0058] It should be understood that the information relating to characteristics of the physical form 106 and the physical bar code 102 (size, location relationship, center points, etc.) imprinted on the form are typically supplied by the form designer. Information regarding these characteristics may be input to the reader 10 prior to use of the reader 10 for imaging the form 106, as shown schematically in step 230 in Figure 7 wherein the information regarding the physical form 106 and the physical bar code 102 is input in advance of an imaging session to the reader 10. In such an
exemplary embodiment, wherein the characteristics of the form 106 and the bar code 102 are input to the reader 10 prior to imaging, it is not absolutely necessary to first decode the imaged bar code 102’ prior to the image processing system 200 identifying the extent of the imaged form 106’ and storing the relevant portion of the captured image frame 82a corresponding to the imaged form 106’ in the memory 84. However, to provide for verification of that an identified region of the image frame 82a corresponding to the imaged bar code 102’ indeed includes the imaged bar code 102’, typically, decoding is undertaken to verify the presence of the imaged bar code.

[0059] Alternately, some or all of the characteristics of the form 106 and the bar code 102 may be encoded in the bar code 102. In such an exemplary embodiment, it would first be necessary to identify and decode the imaged bar code 102’ in order to obtain the information necessary for the image processing system 60 to complete the image acquisition method outlined in the Figure 7 flow chart. This is shown schematically in Figure 7, at step 232 wherein some or all of the information regarding the physical bar code 102 and the physical form 106 is obtain from decoding the imaged bar code 102’. In such an exemplary embodiment, the decoding of the imaged bar code 102’ must be undertaken prior to the image processing system 60 attempts to identified the extent of the imaged form 106’. It is the intent of the present disclosure to cover both such alternative embodiments or any combination thereof.

[0060] Without the use of the method 200 set forth above, attempts at accurately identifying that extent of an imaged desired acquisition area 100’, such as the imaged form 106’, would be subject to errors in extrapolation, that is, attempt to extrapolate the bounds of the form 106’ from a center or other predetermined point of the imaged bar
code 102' and imaged form 106' would be subject to extrapolation error. Such extrapolation error would be magnified if, as is often the case, the bar code 102 occupies a relatively small area compared to the total area or extent of the form 106 because very small errors in the identification of center points of the imaged bar code 102' and the imaged form 106' would be magnified by extrapolating from such inaccurate center points.

What have been described above are examples of the present invention. It is, of course, not possible to describe every conceivable combination of components or methodologies for purposes of describing the present invention, but one of ordinary skill in the art will recognize that many further combinations and permutations of the present invention are possible. Accordingly, the present invention is intended to embrace all such alterations, modifications and variations that fall within the spirit and scope of the appended claims.
CLAIMS

What is claimed is:

1. A method of utilizing an imaging-based bar code reader to identify a desired acquisition area within a captured image frame, the desired acquisition area including a target bar code and an extent of the desired acquisition area bounded by a border, the imaging-based bar code reader including an imaging system for imaging a field of view and generating image frames of the field of view of the imaging system, a memory for storing a digitized representation of a captured image frame, and an image processing system operating on the digitized representation of the captured image frame, the steps of the method comprising:

   identifying a region of the captured image frame corresponding to an image of the target bar code;

   determining a reference point within the imaged target bar code utilizing information provided to the imaging system regarding a size of the target bar code;

   determining a reference point within an image of the desired acquisition area utilizing information provided to the imaging system regarding a location of the target bar code within the desired acquisition area and the determined reference point within the imaged target bar code;

   searching for an image of the border of the desired acquisition area utilizing information provided to the imaging system relating the size of the target bar code to a size of the desired acquisition area and the determined reference point within the imaged desired acquisition area;

   identifying the imaged border of the desired acquisition area; and
saving in memory a portion of the captured image frame corresponding to an image within the imaged border.

2. The method of claim 1 wherein the desired acquisition area is a form or label or a portion of a form, document or label.

3. The method of claim 1 wherein the reference point within the imaged target bar code is a geometric center point within the imaged target bar code and the reference point within the imaged desired acquisition area is a geometric center point within the imaged desired acquisition area.

4. The method of claim 1 wherein the step of identifying a region of the captured image frame corresponding to an image of the target bar code includes the substep of decoding the imaged target bar code.

5. The method of claim 1 wherein the information provided to the imaging system regarding the size of the target bar code includes information regarding a width and a height of the target bar code in units of modules of the target bar code.

6. The method of claim 1 wherein the information provided to the imaging system regarding the size of the desired acquisition area includes information regarding a width and a height of the desired acquisition area in units of modules of the target bar code.

7. The method of claim 1 wherein the imaging processing system in searching for the image of the border of the desired acquisition area utilizes one or more of the following techniques: edge detection and line tracking.

8. A method of utilizing an imaging-based bar code reader to identify a desired acquisition area within a captured image frame, the desired acquisition area
including a target bar code and an extent of the desired acquisition area bounded by a border, the steps of the method comprising:

identifying a region of the captured image frame corresponding to an image of the target bar code;

determining information regarding a size of the target bar code and a location of the target bar code within the desired acquisition area and the determined reference point within the imaged target bar code and relating the size of the target bar code to a size of the desired acquisition area;

determining a reference point within the imaged target bar code;

determining a reference point within an image of the desired acquisition area;

searching for an image of the border of the desired acquisition area;

identifying the imaged border of the desired acquisition area; and

saving in memory a portion of the captured image frame corresponding to an image within the imaged border.

9. The method of claim 8 wherein the desired acquisition area is a form or label or a portion of a form, document, or label.

10. The method of claim 8 wherein the reference point within the imaged target bar code is a geometric center point within the imaged target bar code and the reference point within the imaged desired acquisition area is a geometric center point within the imaged desired acquisition area.

11. The method of claim 8 wherein the step of identifying a region of the captured image frame corresponding to an image of the target bar code includes the substep of decoding the imaged target bar code.
12. The method of claim 8 wherein the information regarding the size of the target bar code includes information regarding a width and a height of the target bar code in units of modules of the target bar code and the information regarding the size of the desired acquisition area includes information regarding a width and a height of the desired acquisition area in units of modules of the target bar code.

13. The method of claim 8 wherein the imaging processing system in searching for the image of the border of the desired acquisition area utilizes one or more of the following techniques: edge detection and line tracking.

14. An imaging-based bar code reader for imaging a desired acquisition area, the desired acquisition area including a target bar code and an extent of the desired acquisition area bounded by a border, the reader comprising:

   an imaging system including a sensor array and an imaging lens assembly for imaging a field of view of the imaging system and projecting light from the field of view onto the sensor array, the imaging system generating image frames of the field of view of the imaging system;

   a memory for storing a digitized representation of a captured image frame; and

   an image processing system operating on the digitized representation of the captured image frame to:

       identify a region of the captured image frame corresponding to an image of the target bar code;

       utilize information regarding a size of the target bar code to determine a reference point within the imaged target bar code;
utilize information regarding a location of the target bar code within the desired acquisition area and the determined reference point within the imaged target bar code to determine a reference point within an image of the desired acquisition area;

utilize information relating the size of the target bar code to a size of the desired acquisition area and the determined reference point within the imaged desired acquisition area to search for an image of the border of the desired acquisition area; and

identify the imaged border of the desired acquisition area and save in memory a portion of the captured image frame corresponding to an image within the imaged border.

15. The imaging-based bar code reader of claim 14 wherein the desired acquisition area is a form or label or a portion of a form, document or label.

16. The imaging-based bar code reader of claim 14 wherein the reference point within the imaged target bar code is a geometric center point within the imaged target bar code and the reference point within the imaged desired acquisition area is a geometric center point within the imaged desired acquisition area

17. The imaging-based bar code reader of claim 14 wherein the step of identifying a region of the captured image frame corresponding to an image of the target bar code includes the substep of decoding the imaged target bar code.

18. The imaging-based bar code reader of claim 14 wherein the information provided to the imaging system regarding the size of the target bar code includes information regarding a width and a height of the target bar code in units of modules of the target bar code.
19. The imaging-based bar code reader of claim 14 wherein the information provided to the imaging system regarding the size of the desired acquisition area includes information regarding a width and a height of the desired acquisition area in units of modules of the target bar code.

20. The imaging-based bar code reader of claim 14 wherein the imaging processing system in searching for the image of the border of the desired acquisition area utilizes one or more of the following techniques: edge detection and line tracking.
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