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(57) ABSTRACT 

Some embodiments provide a method of providing tools for a 
media-editing application. The method provides a first tool 
that, upon invocation for a first image, initiates an automated 
process that adjusts colors of pixel values of the first image 
based on analysis of the pixel values. The method provides a 
second tool that, upon selection of the first image and a 
second image, adjusts colors of the first image to match the 
colors of the second image. 
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COLOR WORKFLOW 

CLAIM OF BENEFIT TO PRIORAPPLICATIONS 

0001. This application claims the benefit of U.S. Provi 
sional Patent Application 61/443,718, filed Feb. 16, 2011, and 
U.S. Provisional Patent Application 61/443,730, filed Feb. 
17, 2011. The contents of each of these two applications are 
hereby incorporated by reference. 

BACKGROUND 

0002 Different media editors available in the market 
today provide different sets of tools for editing media, includ 
ing audio tools, video tools, trimming tools, etc. One particu 
lar set of tools provided by some media editors is color cor 
rection tools. Generally, color correction tools allow a user of 
a media editor to adjust the colors of media in order to accu 
rately reproduce what was originally shot, compensate for 
variations in the material (e.g., film errors, white balance, 
varying lighting conditions), optimize transfer for use of spe 
cial effects, create a desired look or appearance, enhance 
and/or alter the mood of a scene, etc. 
0003. Many of the different color correction tools provide 
different techniques for achieving the same result. Some 
color correction tools may provide a wide range of features 
that are cumbersome to use while other color correction tools 
may provide meager features that are easy to use. In addition, 
some color correction tools provide a combination of both 
types of tools. 

BRIEF SUMMARY 

0004 For a media-editing application that creates a com 
posite media presentation from several media clips, some 
embodiments of the invention provide a novel method that 
applies color correction operations (e.g., by using color cor 
rection tools) to modify the colors and effects within the 
media clips. A media clip contains media content that is 
stored on a computing device on which the media-editing 
application executes, or on a computing device to which the 
media-editing application has access. Examples of such con 
tent include audio data, video data, text data, pictures, and/or 
other media data. Accordingly, media clips are any kind of 
content clip (audio clip, video clip, picture clip, or other 
media clip) that can be used to create a composite presenta 
tion. 
0005 Each media clip that makes up the composite media 
presentation includes one or more frames that each displays a 
photographic image. A video clip may include several frames 
whereas a picture may include only one frame. The media 
editing application of Some embodiments allows the user to 
edit the pixels of each frame of a media clip using various 
color correction tools provided by the application. 
0006. Some embodiments provide a graphical user inter 
face (GUI) that allows a user of the media-editing application 
to perform various color correction operations including a 
color balance operation that automatically balances colors, a 
color matching operation that automatically matches the 
color and look of a particular clip, a primary color correction 
operation, a secondary color correction operation, etc. The 
user may follow an exemplary workflow of performing dif 
ferent color correction operations on images using this 
media-editing application. 
0007. The preceding Summary is intended to serve as a 
brief introduction to some embodiments of the invention. It is 
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not meant to be an introduction or overview of all inventive 
subject matter disclosed in this document. The Detailed 
Description that follows and the Drawings that are referred to 
in the Detailed Description will further describe the embodi 
ments described in the Summary as well as other embodi 
ments. Accordingly, to understand all the embodiments 
described by this document, a full review of the Summary, 
Detailed Description and the Drawings is needed. Moreover, 
the claimed subject matters are not to be limited by the illus 
trative details in the Summary, Detailed Description and the 
Drawing, but rather are to be defined by the appended claims, 
because the claimed subject matters can be embodied in other 
specific forms without departing from the spirit of the subject 
matterS. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0008. The patent or application file contains at least one 
drawing executed in color. Copies of this patent or patent 
application publication with color drawing(s) will be pro 
vided by the Office upon request and payment of the neces 
sary fee. 
0009. The novel features of the invention are set forth in 
the appended claims. However, for purposes of explanation, 
several embodiments of the invention are set forth in the 
following figures. 
0010 FIG. 1 conceptually illustrates a process of a work 
flow provided by the media-editing application of some 
embodiments. 
0011 FIG. 2 conceptually illustrates a graphical user 
interface (GUI) of a media-editing application that provides a 
color balancing tool of Some embodiments. 
0012 FIG. 3 conceptually illustrates GUI of a media-ed 
iting application that provides a color matching tool of some 
embodiments. 
0013 FIG. 4 conceptually illustrates the GUI of a media 
editing application that provides a color board tool of some 
embodiments. 
0014 FIG. 5 conceptually illustrates the GUI of a media 
editing application that provides a shape masking tool of 
Some embodiments. 
0015 FIG. 6 conceptually illustrates the GUI of a media 
editing application that provides a color masking tool of some 
embodiments. 
0016 FIG. 7 conceptually illustrates the GUI of a media 
editing application that provides a color waveform monitor of 
Some embodiments. 
0017 FIG. 8 conceptually illustrates a process of some 
embodiments for applying a color balance operation to 
frames of a media clip 
0018 FIG. 9 conceptually illustrates a process of some 
embodiments for analyzing colors of frames in a media clip. 
0019 FIG. 10 illustrates an example of a middle frame that 

is identified in a media clip. 
0020 FIG. 11 conceptually illustrates a process of some 
embodiments for identifying a frame in a media clip. 
0021 FIG. 12 conceptually illustrates a process of some 
embodiments for determining a color balance operation. 
0022 FIG. 13 conceptually illustrates a process of some 
embodiments for color balancing an image based on the 
image's luma. 
0023 FIG. 14 conceptually illustrates a process of some 
embodiments for determining transforms for color balancing 
an image based on the image's luma. 
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0024 FIG. 15 illustrates histograms of example distribu 
tions of luma component values of pixels for a target image. 
0025 FIG. 16 conceptually illustrates a process of some 
embodiments for identifying luma ranges for a target image. 
0026 FIG. 17 illustrates the luma ranges illustrated in 
FIG. 15 after a split operation and a merge operation have 
been performed according to Some embodiments of the 
invention. 
0027 FIG. 18 conceptually illustrates a process of some 
embodiments for splitting luma ranges. 
0028 FIG. 19 conceptually illustrates a process of some 
embodiments for merging luma ranges. 
0029 FIG. 20 conceptually illustrates a process of some 
embodiments for determining transforms for balancing col 
ors of an image. 
0030 FIG. 21 conceptually illustrates the luma ranges 
illustrated in FIG. 17 after gain and lift operations have been 
applied to an image according to some embodiments of the 
invention. 
0031 FIG.22 illustrates an example of a set of transforms 
that is generated for each luma range of a target image illus 
trated in FIG. 17 according to some embodiments of the 
invention. 
0032 FIG. 23 illustrates an example of a transformation 
matrix associated with each luma level of the target image 
illustrated in FIG.22 according to some embodiments of the 
invention. 
0033 FIG. 24 conceptually illustrates a process of some 
embodiments for determining gain and lift operations. 
0034 FIG. 25 conceptually illustrates a process of some 
embodiments for determining black balance and white bal 
ance operations. 
0035 FIG. 26 illustrates examples of average CbCr com 
ponent values based on histograms of example distributions 
of CbCr component values of an image. 
0036 FIG. 27 illustrates an example of black balance and 
white balance operations for balancing colors of an image. 
0037 FIG. 28 conceptually illustrates luma ranges of a 
target image that are defined by the middle of the luma ranges 
illustrated in FIG. 21 according to some embodiments of the 
invention. 
0038 FIG. 29 conceptually illustrates a process of some 
embodiments for determining Saturation operations. 
0039 FIG. 30 illustrates an example of saturation opera 
tions that balances the saturation of an image. 
0040 FIG. 31 conceptually illustrates a process of some 
embodiments for blending transforms. 
0041 FIG. 32 illustrates an example of blending a trans 
form associated with a luma level of a target image. 
0042 FIG. 33 conceptually illustrates a process of some 
embodiments for applying transforms to a target image. 
0043 FIG. 34 illustrates an example of determining new 
values for a pixel of an image. 
0044 FIG. 35 conceptually illustrates a GUI of a media 
editing application that provides a color matching tool of 
Some embodiments. 
0045 FIG. 36 conceptually illustrates a software architec 
ture of a color matching tool of some embodiments. 
0046 FIG. 37 conceptually illustrates a process of some 
embodiments for color matching images based on the 
images luma. 
0047 FIG.38 conceptually illustrates the GUI of a media 
editing application illustrated in FIG.35 that provides a color 
matching tool of Some embodiments. 

Aug. 16, 2012 

0048 FIG. 39 conceptually illustrates a software architec 
ture of a color matching tool of Some embodiments. 
0049 FIG. 40 conceptually illustrates a process of some 
embodiments for color matching images based on the 
images' hues. 
0050 FIG. 41 conceptually illustrates a process of some 
embodiments for color matching images by color segmenting 
the images. 
0051 FIG. 42 illustrates an example preview display area 
of a GUI of a media-editing application of some embodi 
mentS. 

0.052 FIG. 43 illustrates another example preview display 
area of a GUI of a media-editing application of some embodi 
mentS. 

0053 FIG. 44 conceptually illustrates a two-dimensional 
slider control of some embodiments. 
0054 FIG.45 conceptually illustrates another two-dimen 
sional slider control of Some embodiments. 
0055 FIG. 46 conceptually illustrates another two-dimen 
sional slider control of Some embodiments. 
0056 FIG. 47 conceptually illustrates another two-dimen 
sional slider control of Some embodiments. 
0057 FIG. 48 conceptually illustrates another two-dimen 
sional slider control of Some embodiments. 
0.058 FIG. 49 conceptually illustrates a GUI of an image 
processing application that includes a two-dimensional slider 
control of Some embodiments. 
0059 FIG. 50 conceptually illustrates a process for con 
trolling an operation of an application by using a two-dimen 
sional slider control of Some embodiments. 
0060 FIG. 51 conceptually illustrates a GUI of a media 
editing application of some embodiments that provide a two 
dimensional slider control with slider shapes for applying 
color adjustments. 
0061 FIG. 52 conceptually illustrates a GUI of a media 
editing application of some embodiments that provide a two 
dimensional slider control with slider shapes for applying 
saturation adjustments. 
0062 FIG. 53 conceptually illustrates a GUI of a media 
editing application of some embodiments that provide a two 
dimensional slider control with slider shapes for applying 
brightness adjustments. 
0063 FIG. 54 conceptually illustrates a GUI of a media 
editing application that provides a color masking tool of some 
embodiments. 
0064 FIG. 55 conceptually illustrates several states of a 
three-dimensional color space that correspond to several of 
the stages illustrated in FIG. 54 according to some embodi 
ments of the invention. 
0065 FIG. 56 conceptually illustrates a GUI of a media 
editing application that provides a color masking tool of some 
embodiments. 
0.066 FIG. 57 conceptually illustrates several states of a 
three-dimensional color space that correspond to several of 
the stages illustrated in FIG. 56 according to some embodi 
ments of the invention. 
0067 FIG. 58 conceptually illustrates a GUI of a media 
editing application that provides a color masking tool of some 
embodiments. 
0068 FIG. 59 conceptually illustrates several states of a 
three-dimensional color space that correspond to several of 
the stages illustrated in FIG. 58 according to some embodi 
ments of the invention. 
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0069 FIG. 60 conceptually illustrates a GUI of a media 
editing application of Some embodiments that provides a 
color waveform monitor for displaying luma information of 
pixels in an image. 
0070 FIG. 61 illustrates the GUI of a media-editing appli 
cation of some embodiments that provides a color waveform 
monitor for displaying chroma information of pixels in an 
image. 
0071 FIG. 62 illustrates the GUI of a media-editing appli 
cation of some embodiments that provides a color waveform 
monitor for displaying Y'CbCr information of pixels in an 
image. 
0072 FIG. 63 conceptually illustrates the GUI of a media 
editing application of Some embodiments that provides a 
color vectorscope for displaying Cb and Cr information of 
pixels in an image. 
0073 FIG. 64 conceptually illustrates a GUI of a media 
editing application of Some embodiments. 
0074 FIG. 65 conceptually illustrates a software architec 
ture of a media-editing application of some embodiments. 
0075 FIG. 66 conceptually illustrates an electronic sys 
tem with which some embodiments of the invention are 
implemented. 

DETAILED DESCRIPTION 

0076. In the following description, numerous details, 
examples and embodiments are set forth for purpose of expla 
nation. However, one of ordinary skill in the art will realize 
that the invention is not limited to the embodiments set forth 
and that the invention may be practiced without some of the 
specific details and examples discussed. 
0077. For a media-editing application that creates a com 
posite media presentation from several media clips, some 
embodiments of the invention provide a novel method that 
applies color correction operations (e.g., by using color cor 
rection tools) to modify the colors and effects within the 
media clips. A media clip contains media content that is 
stored on a computing device on which the media-editing 
application executes, or on a computing device to which the 
media-editing application has access. Examples of such con 
tent include audio data, video data, text data, pictures, and/or 
other media data. Accordingly, media clips are any kind of 
content clip (audio clip, video clip, picture clip, or other 
media clip) that can be used to create a composite presenta 
tion. 
0078 Each media clip that makes up the composite media 
presentation includes one or more frames that each displays a 
photographic image. A media clip may include several frames 
whereas a picture may include only one frame. The media 
editing application of Some embodiments allows the user to 
edit the pixels of each frame of a media clip using various 
color correction tools provided by the application. 
0079. Some embodiments provide a graphical user inter 
face (GUI) of a media-editing application that allows a user of 
the media-editing application to perform various color cor 
rection operations on a media clip. In some embodiments, the 
color correction operations include a color balance operation 
for automatically balancing colors of the media clip, a color 
matching operation for automatically matching the color and 
look of a particular clip (or image) to the media clip, manual 
color correction operations (e.g., hue? saturation/exposure 
adjustment operations, color masking operation, shape mask 
ing operation) for manually adjusting colors of the media clip, 
etc. The user may follow an exemplary workflow of perform 
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ing different color correction operations on the media clip 
using this media-editing application. 
0080 FIG. 1 conceptually illustrates a process 100 of a 
workflow provided by the media-editing application of some 
embodiments. This process will be explained by reference to 
FIGS. 2-7, which illustrate a GUI of a media-editing appli 
cation of some embodiments that provides this workflow. 
I0081. As shown, the process 100 begins by performing (at 
105) a color balance operation to an image (or a media clip). 
The color balance operation of Some embodiments balances 
the colors of the image by modifying the image to reduce or 
eliminate color casts in the image. In some embodiments, a 
color cast of an image is an unwanted color or range of colors 
that affects a substantial portion (e.g., 70%, 80%, 90%, or 
100%) of the image. Some embodiments reduce or eliminate 
color casts in the image by equalizing the distribution of 
chroma component values of pixels in the image. In some 
embodiments, the color balance operation balances the colors 
of the image by modifying the image to adjust the contrast of 
the image. For example, Some Such embodiments of the color 
balance operation adjust the contrast of the image by equal 
izing the distribution of luma component values of pixels in 
the image. Some embodiments of the media-editing applica 
tion provide a color balancing tool for applying the color 
balance operation to the image. In some embodiments, the 
media-editing application automatically performs the color 
balance operation on images and media clips (e.g., upon 
import of the images and media clips into the media-editing 
application). 
I0082 An example of such a color balancing tool is illus 
trated in FIG. 2. FIG. 2 conceptually illustrates a GUI 200 of 
a media-editing application that provides a color balancing 
tool of some embodiments. Specifically, this figure illustrates 
the GUI 200 at two different stages: a first stage 205 that 
shows the GUI 200 before a color balance operation has been 
applied to an image of a media clip and a second stage 210 that 
shows the GUI 200 after the color balance operation has been 
applied to the image of the media clip. As shown in this figure, 
the GUI 200 includes the image display area 215 and the color 
correction panel 220. 
I0083. The image display area 215 is for displaying an 
image or a frame of a media clip that the user of the media 
editing application is currently editing. Some embodiments 
allow the user to view the adjustments made to the image or 
media clip as the user performs different operations to the 
image using the various color correction tools provided by the 
media-editing application. 
I0084. The color correction panel 220 is an area in the GUI 
200 through which a user of the media-editing application can 
activate color correction tools for performing color correction 
operations on an image or a media clip. In the example of FIG. 
2, the color correction tools provided in the color correction 
panel 220 are presented as color correction options that the 
user can select (e.g., through a cursor controller operation, a 
finger tap on the screen of the electronic device, a keystroke, 
etc.) to activate a corresponding color correction tool. As 
shown, the color correction panel 220 includes a color cor 
rection option 225 for activating a color balancing tool. 
I0085. The operation of the GUI 200 will now be described 
by reference to the state of this GUI 220 during the first and 
second stages 205 and 210 that are illustrated in FIG. 2. In the 
first stage 205, the image display area 215 displays a visual 
representation of an image of a media clip that the user is 
editing. As shown, the image displayed in the display area 215 
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is of two children. In this example, the image displayed in the 
image display area 215 has a red color cast. 
I0086. The second stage 210 illustrates that the user has 
activated the color balancing tool by selecting the color cor 
rection option 225 (e.g., by performing a cursor operation 
Such as clicking amouse button, tapping a touchpad, or touch 
ing a touchscreen), as indicated by a highlighting of the color 
correction option 225. In some embodiments, when the 
media-editing application receives the selection of the color 
correction option 225, the media-editing application auto 
matically applies the color balance operation on the image 
(and the other images of the media clip in Some embodiments) 
and highlights the color correction option 225. As shown, the 
color balance operation has eliminated the red color cast and 
the color of the image appears more neutral and natural. 
0087. Different embodiments allow the user to select the 
color correction option 225 in different ways. For example, 
some embodiments allow the use to select the color correction 
option 225 through a keystroke, a selection of another item in 
the GUI, a selection of an option included in a pull-down 
menu or pop-up menu, etc. 
0088 Returning to FIG. 1, the process 100 then performs 
(at 110) a color matching operation to the image (or the media 
clip). In some embodiments, the color matching operation 
matches the colors of a target image to the colors of a source 
image by modifying the color attributes of pixels in the target 
image so that the colors of the target image appear the same or 
similar to the colors of the source image. Some embodiments 
of the media-editing application provide a color matching 
tool for automatically matching colors of an image (e.g., 
target image or destination image) or video clip to colors of 
another image (e.g., source image or reference image) or 
video clip. 
0089. An example of a color matching tool is illustrated in 
FIG. 3. FIG. 3 conceptually illustrates GUI 200 of a media 
editing application that provides a color matching tool of 
some embodiments. Specifically, this figure illustrates the 
GUI 200 at four different stages 305-320. As described above, 
the GUI 200 includes the image display area 215 and the color 
correction panel 220. 
0090 The image display area 215 displays an image of a 
frame in a media clip. The color correction panel 220, as 
described above, allows the user of the media-editing appli 
cation to activate color correction tools for performing color 
correction operation on an image or a media clip. As shown, 
the color correction panel 220 includes color correction 
option 330 for activating a color matching tool. 
0091. The operation of the GUI 200 will now be described 
by reference to the state of this GUI during the four different 
stages 305-320 that are illustrated in FIG. 3. The first stage 
305 illustrates the GUI 200 before a color matching operation 
has been applied to an image 335 of a media clip 325. As 
shown, the first stage 305 shows the image 335, which 
includes two children, displayed in the image display area 
215. In addition, the first stage 305 of the GUI 200 displays 
the media clip 325 in a portion of an event browser. In some 
embodiments, the event browser is an area of the GUI 200 for 
organizing and displaying media clips. 
0092. The second stage 310 illustrates that the user has 
activated the color matching tool by selecting the color cor 
rection option 330 (e.g., by performing a cursor operation 
Such as clicking amouse button, tapping a touchpad, or touch 
ing a touchscreen), as indicated by a highlighting of the color 
correction option 330. As shown, the second stage 310 also 
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illustrates that the image display area 215 displays a smaller 
version of the image 335 and a pop-up screen that instructs the 
user to select a frame in a media clip that has a color arrange 
ment to which the user wishes to match the colors of the 
image 335. In some embodiments, when the media-editing 
application receives the selection of the color correction 
option 330, the media-editing application displays the 
smaller version of the image 335 and the pop-up screen and 
highlights the color correction option 330. 
(0093. The third stage 315 illustrates that the user has 
selected a reference frame (e.g., by performing a cursor 
operation Such as clicking a mouse button, tapping a touch 
pad, or touching a touchscreen during a skim operation of the 
media clip to which the reference frame belongs) that has the 
color arrangement to which the user wishes to match the 
colors of the image 335. In addition, the third stage 315 shows 
that the image display area 215 displays an image 340 of the 
reference frame alongside the image 335 in a side-by-side 
fashion. Some embodiments of the media-editing application 
display the image 340 of the reference frame when the media 
editing application receives the selection of the reference 
frame. As shown, the image 340 of the reference frame is of a 
bridge in the daytime, and the colors of the image 340 of the 
reference frame contains more highlights and generally looks 
brighter than image 335. 
0094. In some embodiments, the user of the media-editing 
application may select a reference image by performing a 
skim operation on a media clip located on a timeline (not 
shown) or event browser and then selecting the desired frame. 
The user may skim through a variety of media clips until the 
user finds a color arrangement of interest. 
(0095. The third stage 315 also illustrates that the image 
display area 215 displays a user-selectable UI item 345 in the 
pop-up screen. In some embodiments, the UI item 345 is for 
performing a color match operation on the image 335 that 
matches the color and appearance of a selected reference 
frame to the color and appearance of the image 335. 
0096. The fourth stage 320 shows that the user has selected 
the UI item 345 (e.g., by performing a cursor operation such 
as clicking a mouse button, tapping a touchpad, or touching a 
touchscreen) in order to apply a color matching operation on 
the image 335 that matches the color and appearance of the 
image 340 of the reference frame to the color and appearance 
of the image 335. When the media-editing application 
receives the selection of the UI item 345, some embodiments 
of the media-editing application performs a color matching 
operation that matches the color and appearance of the image 
340 of the reference frame to the color and appearance of the 
image 335. As shown in the fourth stage 320, the color (not 
shown) and appearance of the image 335 has been brightened 
to match the color (not shown) and appearance of the image 
340 of the reference frame. 

(0097. Returning to FIG. 1, the process 100 performs (at 
115) a manual color correction operation to the image (or the 
media clip). In some embodiments, the manual color correc 
tion operation allows the user of the media-editing applica 
tion to manually adjust the colors of the entire image (also 
referred to as a primary color correction operation). Some 
embodiments of the manual color correction operationallows 
the user of the media-editing application to manually identify 
a region of the image and adjust the color of that region of the 
image without affecting the rest of the image (also referred to 
as a secondary color correction operation). 
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0098. Different embodiments of the media-editing appli 
cation provide different manual color correction tools for 
manually adjusting colors of an image. For instance, some 
embodiments provide a color board tool for adjusting colors 
(e.g., Saturation adjustments, exposure adjustments, hue 
adjustments, etc.) of an image. In some embodiments, the 
media-editing application provides a shape masking tool for 
identifying a spatial region in the image to which a color 
correction operation may be applied (e.g., by using the color 
board tool). The media-editing application of Some embodi 
ments provides a color masking tool for identifying colors in 
the image to which a color correction operation may be 
applied (e.g., by using the color board tool). 
0099. Some embodiments of the media-editing applica 
tion provide a color board tool that allows a user to manually 
adjust a clip's color properties (e.g., color, Saturation, expo 
sure, etc.). Specifically, the colorboard tool allows the user to 
adjust the color, the saturation, and/or exposure of all the 
pixels within the image or a select portion within the image 
(e.g., the pixels that correspond to highlights, midtones, and/ 
or shadows). 
0100. An example of a color board tool is illustrated in 
FIG. 4. FIG. 4 conceptually illustrates the GUI 200 of a 
media-editing application that provides a color board tool of 
some embodiments. Specifically, this figure illustrates the 
GUI 200 at three different stages 405-415. As described 
above, the GUI 200 includes the image display area 215 and 
the color correction panel 220. 
0101 The image display area 215 displays an image in a 
media clip. The color correction panel 220, as described 
above, allows the user of the media-editing application to 
activate color correction tools (e.g., a color balancing tool 
and/or a color matching tool) for performing color correction 
operations on an image. As shown, the color correction panel 
220 includes color correction option 485 for activating a color 
board tool. 

0102) The operation of the GUI 200 will now be described 
by reference to the state of this GUI during the three different 
stages 405-415 that are illustrated in FIG. 4. The first stage 
405 illustrates the GUI 200 before manual color corrections 
are applied to an image in a media clip. In the first stage 405. 
the image display area 215 displays an image of two children. 
0103) The second stage 410 illustrates that the user has 
activated the colorboard toolby selecting the color correction 
option 485 (e.g., by performing a cursor operation Such as 
clicking a mouse button, tapping a touchpad, or touching a 
touchscreen). The second stage 410 also illustrates that a 
color board panel 435 is displayed. When the media-editing 
application receives the selection of the color correction 
option 485. Some embodiments of the media-editing applica 
tion display the color board panel 435. 
0104. The color board panel 435 of some embodiments 
allows the user to manually adjust a media clip's color prop 
erties, such as the color, the Saturation, and the exposure, etc. 
As shown in this figure, the color board panel 435 includes 
three user-selectable tabs 445-455 for activating three corre 
sponding color board panes. The tab 445 is for activating a 
color board pane that allows the user to adjust an image's 
colors (e.g., hue, Saturation), the tab 450 is for activating a 
color board pane that allows the user to adjust an image's 
saturation, and the tab 455 is for activating a colorboard pane 
that allows the user to adjust an image's exposure (e.g., lumi 
nance). 
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0105. When the media-editing application receives a 
selection of one of the three tabs 445-455, the media-editing 
application of some embodiments displays the corresponding 
color board pane in the colorboard panel 435. As shown in the 
second stage 410 the color board pane corresponding to the 
tab 445 is displayed, as indicated by a darkening of the tab 
445. In some embodiments, when the media-editing applica 
tion receives the selection of the color correction option 485, 
the media-editing application display the color board pane 
that corresponds to the tab 445 by default. However, other 
embodiments of the media-editing application may display 
color board panels corresponding to one of the other tabs 450 
or 455 by default. 
0106. As shown, the colorboard pane corresponding to the 
tab 445 includes a sliding region 480. The sliding region 480 
includes four controls (or slidershapes): a global slider shape 
460 for adjusting colors of all of the pixels in the image, a 
highlights slidershape 465 for adjusting colors of pixels in the 
image that have high luminance values, a midtones slider 
shape 470 for adjusting colors of pixels in the image that have 
medium luminance values, and a shadows slider shape 475 
for adjusting colors of pixels in the image that have low 
luminance values. The user of the media-editing application 
may select these controls or slider shapes individually (or 
simultaneously in Some embodiments) and drag them in any 
direction (e.g., a non-collinear direction, an angular direction, 
etc.) across the sliding region 480 (e.g., via a cursor click 
and-drag operation). 
0107. In some embodiments, when the user selects a slider 
shape and slides the slidershape across the sliding region 480. 
the media-editing application of Some embodiments adjusts 
the colors of pixels in the image displayed in the image 
display area 215 according to which slider shape (e.g., global, 
highlights, midtones, shadows, etc.) is selected and the posi 
tion of the selected slider shape with respect to the sliding 
region 480. 
0108. The third stage 415 illustrates that the user has 
selected the global slider shape 460 and positioned the global 
slider shape 460 in the upper right hand corner of the sliding 
region 480. In this example, the upper right hand corner of the 
sliding region 480 corresponds to a red color (not shown). As 
mentioned above, some embodiments of the media-editing 
application adjust the colors of pixels in the image displayed 
in the image display area 215 according to which slider shape 
(e.g., global, highlights, midtones, shadows, etc.) has selected 
and the position of the selected slidershape with respect to the 
sliding region 480. Accordingly, when the global slider shape 
460 is positioned in the upper right hand corner of the sliding 
region 480, the media-editing application of some of these 
embodiments corresponding increases the colors of all the 
pixels in the image displayed in the image display area 215 
with the red color. 

0.109 As described above, FIG. 4 illustrates a manual 
color correction tool for performing primary color correction. 
As noted above. Some embodiments of the media-editing 
application provide a manual color correction tool for per 
forming secondary color correction. For example, in some 
embodiments, the media-editing application provides a shape 
masking tool that provides a shape mask for identifying a 
region of an image to which a color correction operation may 
be applied. In some embodiments, a shape mask is a manipu 
latable two-dimensional shape that is displayed over the 
image in order to identify the region in the image that is within 
the two-dimensional shape. 
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0110. An example of such a shape masking tool is illus 
trated in FIG. 5. Specifically, FIG. 5 conceptually illustrates 
the GUI 200 of a media-editing application that provides a 
shape masking tool of some embodiments. Specifically, this 
figure illustrates the GUI 200 at six different stages 505-530. 
As described above, the GUI 200 includes the image display 
area 215 and the color correction panel 220. 
0111. The image display area 215 displays an image in a 
media clip. The color correction panel 220, as described 
above, allows the user of the media-editing application to 
activate color correction tools (e.g., a color balancing tool, a 
color matching tool, and a colorboard tool) for perform color 
correction operations on an image or media clip. 
0112. The operation of the GUI 200 will now be described 
by reference to the state of this GUI during the six different 
stages 505-530 that are illustrated in FIG. 5. The first stage 
505 is the same as the first stage 405 illustrated in FIG.4. That 
is, the first stage 505 illustrates the GUI 200 before manual 
color corrections are applied to an image in a media clip. In 
addition, the image display area 215 displays an image of two 
children in the first stage 505. 
0113. The second stage 510 illustrates that the user has 
activated the shape masking tool by selecting a color correc 
tion option 570 (e.g., by performing a cursor operation Such 
as clicking a mouse button, tapping a touchpad, or touching a 
touchscreen) and then selecting a user-selectable UI item 535 
to activate (e.g., add) a shape mask 540. When the media 
editing application receives the selection of the UI item 535, 
some embodiments of the media-editing application displays 
the shape mask 540 in the image display area 215. 
0114. As noted above, some embodiments of the shape 
mask are for identifying a region of an image to which color 
correction operations may be applied. As shown, the shape 
mask 540 includes two concentric shapes. In this example, the 
shape mask 540 is for identifying a region of the image that is 
outside the outer concentric shape of the shape mask 540 to 
which color correction operations may be applied. In addi 
tion, the second stage 510 illustrates a set of shape mask 
controls, which are displayed on the shape mask 540, for 
manipulating the shape mask 540. 
0115 The third stage 515 illustrates that the user has 
manipulated the shape mask 540 (e.g., by using the set of 
shape mask controls) by Vertically elongating the shape of the 
shape mask 540 and moving the shape mask 540 within the 
image display area 215. In particular, the shape mask 540 has 
been manipulated such that the shape mask 540 closely sur 
rounds the two children, which is the region of interest in this 
example. 
0116. The fourth stage 520 illustrates that the user has 
activated the colorboard toolby selecting the color correction 
option 485 for activating the color board tool. As explained 
above, the media-editing application of some embodiments 
displays the color board panel 435 with the color board pane 
corresponding to the tab 445 by default when the media 
editing application receives the selection of the color correc 
tion option 485. 
0117. The fifth stage 525 illustrates that the user has 
selected the tab 455 to activate the corresponding color board 
pane that allows the user to adjust an image's exposure. As 
shown, the color board pane includes a sliding region 545 that 
is similar to the sliding region 480 except different slider 
shapes are included in the sliding region 545. The sliding 
region 545 includes three slider shapes for adjusting the expo 
Sure (e.g., luminance) of pixels in the image that is displayed 
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in the image display area 215. In particular, the sliding region 
545 includes a slider shape 565 that is for adjusting the expo 
Sure of pixels in the image that have low luminance values. 
0118. The sixth stage 530 illustrates that the user has 
applied a color correction operation to the image by selecting 
the slider shape 565 and moving the slider shape down with 
respect to the sliding region 545. In this example, the position 
of the slider shape 565 near the bottom of the sliding region 
545 corresponds to a decrease in exposure. Therefore, the 
exposure (e.g., luminance) of pixels in the image that have 
low luminance values is correspondingly decreased. As 
described above, the shape mask 540, in this example, is for 
identifying a region of the image that is outside the outer 
concentric shape of the shape mask 540 to which color cor 
rection operations may be applied. As such, the exposure of 
pixels outside the shape mask 540 are decreased, which is 
indicate by a darkening of the region outside the shape mask 
540 in the sixth stage 545. In some embodiments, when some 
embodiments of the media-editing application receive the 
selection of the slider shape 565 and receive the position of 
the slider shape 565 with respect to the sliding region 545, 
these embodiments of the media-editing application decrease 
the exposure (e.g., luminance) of pixels in the image dis 
played in the image display area 215 that have low luminance 
values. 
0119) Some embodiments of the media-editing applica 
tion provide a color masking tool that allows a user to select 
a particular region in the image. The color masking tool then 
defines pixels in the image that contains the same or similar 
color values as those in the selected region. The user may 
apply color correction operations to the region to adjust the 
color values of those pixels in the region. 
0.120. An example of such a color masking tool is illus 
trated in FIG. 6. FIG. 6 conceptually illustrates the GUI 200 
of a media-editing application that provides a color masking 
tool of some embodiments. Specifically, this figure illustrates 
the GUI 200 at five different stages 605-625. As described 
above, the GUI 200 includes the image display area 215 and 
the color correction panel 220. 
0121 The image display area 215 displays an image in a 
media clip. The color correction panel 220, as described 
above, allows the user of the media-editing application to 
activate color correction tools (e.g., a color balancing tool, a 
color matching tool, a color board tool, and a shape masking 
tool) to perform color correction operations on an image or a 
media clip. 
I0122) The operation of the GUI 200 will now be described 
by reference to the state of this GUI during the five different 
stages 605-625 that are illustrated in FIG. 6. The first stage 
605 illustrates the GUI 200 before a color correction opera 
tion is performed on an image of a media clip. In the first stage 
605, the image display area 215 displays an image of two 
children. 

I0123. The second stage 610 illustrates that the user has 
activated the color masking tool by selecting a color correc 
tion option 570 (e.g., by performing a cursor operation Such 
as clicking a mouse button, tapping a touchpad, or touching a 
touchscreen) and then selecting a user-selectable UI item 635. 
0.124. The third stage 615 illustrates an eyedropper 640 
displayed in the image display area 215. In some embodi 
ments, the media-editing application displays the eyedropper 
640 when the position of the cursor is within the image 
display area 215. Some embodiments of the eyedropper 640 
allow the user to select the color that the user wants to correct 
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by moving the eyedropper over the color in the image and 
then sampling the color (e.g., by performing a cursor opera 
tion Such as click-and-drag operation or performing a touch 
and-drag operation on a touchscreen). Some embodiments 
display a set of adjustable concentric circles when the user is 
sampling the desired color in the image. The colors included 
in the set of concentric circles when the user completes the 
sampling (e.g., by releasing the click for a click-and drag 
operation or lifting a finger from a touchscreen for a touch 
and-drag operation) are included in a color mask. The user 
may then control the range of variations in the selected color 
that are included in the color mask by controlling the size of 
the set of circles (e.g., through the drag of a click-and-drag 
operation or touch-and-drag operation) in some embodi 
mentS. 

0.125. In some embodiments, the user may also add color 
shades to the color mask by creating more eyedroppers (e.g., 
via selection of the selectable item 635) to select other color 
shades within the image. The user may also add more color 
shades to the color masks upon performing a keystroke and 
dragging the eyedropper on the sampled color. 
0126 The fourth stage 620 illustrates the selection of the 
sampled color within the image. As shown in this figure, the 
user has sampled the young girl's white shirt. Different 
embodiments may perform this selection differently (e.g., via 
a color keyer, via a numerical input that corresponds to a 
range of colors, etc.). As the user finishes sampling the 
desired color (e.g., by using the color mask), the user of the 
media-editing application may perform a number of color 
correction operations (e.g., luminance adjustments, chromi 
nance adjustments, Saturation adjustment, etc.) on the colors 
of the image (or media clip) that correspond to the sampled 
color. 

0127. The fifth stage 625 illustrates that the user has acti 
vated the color board tool by selecting (e.g., by performing a 
cursor operation Such as clicking a mouse button, tapping a 
touchpad, or touching a touchscreen) color correction option 
485. As shown, the GUI 200 displays the color board panel 
435 with the colorboard pane corresponding to the tab 445 by 
default. When the media-editing application receives the 
selection of the color correction option 485, some embodi 
ments of the media-editing application the display the color 
board panel 435 in this manner. 
0128. The sixth stage 630 illustrates that the user has 
selected the global slider shape 460 and positioned the slider 
shape 460 in the upper right hand corner of the sliding region 
480 to adjust the colors of the pixels that are included in the 
color mask. In this example, the upper right hand corner of the 
sliding region 480 corresponds to a red color (not shown). 
Thus, pixels in the image that have a white color are increased 
with the red color. When the global slider shape 460 is posi 
tion in the upper right hand corner of the sliding region 480. 
the media-editing application of some of these embodiments 
corresponding increases the colors of pixels in the image that 
are included in the color mask with the red color. 
0129 Returning to FIG. 1, the process 100 determines (at 
120) whether input has been received (e.g., a selection of an 
option included in a pull-down menu or a pop-up menu) 
indicating that the user of the media-editing application wants 
to view a color video scope. In some embodiments, the 
media-editing application provides a color video scope for 
displaying video information. 
0130. Different embodiments may provide different types 
of color video scopes. For instance, Some embodiments of the 
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media-editing application provide a color waveform monitor 
(also referred to as a waveform scope) for displaying luma 
information of pixels in an image by displaying a dot (e.g., a 
pixel) in the color waveform monitor for each pixel in the 
image. The luma level (e.g., luma component value) of a pixel 
is represented by the position of the dot along the y-axis of the 
waveform monitor and the relative horizontal location of the 
pixel in the image is represented by the position of the dot 
along the x-axis of the waveform monitor. Some embodi 
ments additionally display the color of the dot in the wave 
form monitor as the color (or a similar color) of the corre 
sponding pixel in the image. In this manner, the waveform 
monitor provides a visual indication of the spatial location of 
highlights and shadows in the image and the color of those 
highlights and shadows in the image. Other embodiments of 
color waveform monitor provide additional and/or different 
color waveforms as well (e.g., an RGB color waveform, a 
chroma color waveform, etc.). 
I0131. As another example of a color video scope, some 
embodiments of the media-editing application provide a 
color vectorScope for displaying chrominance information of 
pixels in an image by displaying a dot (e.g., a pixel) in the 
color vectorScope for each pixel in the image. The chromi 
nance component values Cb and Cr of a pixel are represented 
by corresponding Cartesian coordinates values X and y of the 
position of the dot in the color vectorscope. In other words, 
pixels distance from the center of the vectorscope (i.e., the 
origin of the Cartesian coordinate plane) represents the satu 
ration of the pixel, and the angle around the Cartesian coor 
dinate plane represents the hue of the pixel. Some embodi 
ments additionally display the color of the dot in the color 
vectorScope as the color (or a similar color) of the correspond 
ing pixel in the image. 
0.132. Returning to FIG. 1, when the process 100 deter 
mines that input has been received indicating that the user of 
the media-editing application wants to view the color video 
Scope, the media-editing application displays the color video 
Scope. In some embodiments, the media-editing application 
displays the color video scope in a side-by-side view along 
with its corresponding image. Some embodiments display the 
color video scope in a picture-in-picture view with the image 
displayed in the image display area in the background and the 
corresponding waveform in the foreground inset, or vice 
versa. Different embodiments may display the color video 
scope differently. 
0.133 An example of a color video scope is illustrated in 
FIG. 7. FIG. 7 conceptually illustrates the GUI 200 of a 
media-editing application that provides a color waveform 
monitor of some embodiments. Specifically, this figure illus 
trates the GUI 200 at three different stages: a first stage 705 
that shows the GUI 200 before a color waveform monitor is 
displayed, a second stage 710 that illustrates the activation of 
the color waveform monitor, and a third stage 715 that shows 
the GUI 200 after the color waveform monitor is displayed. 
I0134. As shown in FIG.7, the GUI 200 includes the image 
display area 215, a portion of a media library 720, and a 
portion of a pull-down menu bar 725. As described above, the 
image display area 215 displays a frame in a media clip that 
the user of the media-editing application is currently editing. 
The media library 720 allows the user to select a media clip 
that the user wants to edit. In some embodiments, the pull 
down menu bar 725 allows the user select (e.g., by selecting 
a selectable item under one of the pull-down menus from the 
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pull-down menu bar 725 using a cursor controller operation 
or keystroke) a selectable item to activate the color waveform 
monitor. 
0135. The operation of the GUI 200 will now be described 
by reference to the three different stages 705-715 that are 
illustrated in FIG. 7. The first stage 705 illustrates the GUI 
200 before the user of the media-editing application activates 
the color waveform monitor. As shown, the GUI 200 displays 
an image of two children in the image display area 215. 
Different embodiments may display the image differently 
(e.g., in a full-screen mode, etc.). 
0136. The second stage 710 illustrates that the user has 
activated the color waveform monitor by selecting a select 
able item from a drop-down menu (e.g., via a cursor controller 
operation or touching a touchscreen), through performing a 
keystroke, through selecting a selectable item displayed on 
the GUI, etc. In this example, the user of the media-editing 
application activates the color waveform monitor through 
selecting a selectable item 730 provided in a pull-down menu 
735. As shown, the “Show Waveform selectable item 730 is 
selected under the pull-down menu 735 labeled Window. 
0137 The third stage 715 illustrates the display of the 
color waveform monitor after the user has selected the select 
able item 730 to activate the color waveform monitor. In some 
embodiments, the media-editing application displays a video 
scope view layout 750 that displays an image display area 740 
and a waveform display area 745 when the media-editing 
application receives the selection of the selectable item 730. 
The image display area 740 displays a smaller version of the 
image displayed in the image display area 215 (e.g., half the 
size or two-thirds the size of the image in image display area 
215) in the second stage 710. The waveform display area 745 
displays the color waveform (a luma waveform in this 
example) that corresponds to the image displayed in the 
image display area 740. In this example, the media-editing 
application displays the image displayed in the image display 
area 740 and its corresponding color waveform in the wave 
form display area 745 in a side-by-side view. Different 
embodiments may display the video scope view layout dif 
ferently (e.g., full screen mode, or a picture-in-picture dis 
play). 
0138 Returning to FIG. 1, when the process 100 deter 
mines that input has not been received indicating that the user 
of the media-editing application wants to view the color video 
scope, the process 100 determines (at 130) whether there are 
any more manual color correction operations to process. 
When the process 100 determines that there are more manual 
color correction operations to process, the process returns to 
115 to continue processing any remaining manual color cor 
rection operations. Otherwise, the process 100 ends. 
0.139. The process 100 conceptually illustrates an exem 
plary workflow that can be achieved through the media-edit 
ing application of some embodiments. While FIG. 1 shows a 
particular order of a series of operations, one of ordinary skill 
in the art would realize that the operations may be performed 
in different orders in different embodiments. For instance, 
determining whether input has been received indicating that 
the user wants to view a color video scope (i.e., operation 120) 
and displaying the color video scope (i.e., operation 125) may 
be performed before performing manual color correction 
operations (i.e., operation 115). 
0140. Several more detailed embodiments are described 
below. Section I describes details of the color balance opera 
tion of some embodiments. Section II then describes details 
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of the color matching operation of Some embodiments. Sec 
tion III describes the details of the manual color correction 
operations of some embodiments. Next, Section IV describes 
details of the color waveform monitors of some embodi 
ments. Section V describes an example GUI of a media 
editing application of some embodiments. Next, Section VI 
describes a software architecture of a media-editing applica 
tion of some embodiments. Finally, Section VII describes an 
electronic system with which some embodiments of the 
invention are implemented. 

I. Color Balance 

0141 AS mentioned above, the media-editing application 
of some embodiments provides a color balance tool that auto 
matically applies a color balance operation on frames of a 
media clip to reduce or eliminate color casts (e.g., by equal 
izing the distribution of chroma component values of pixels) 
inframes in the media clip and adjust the contrast of frames in 
the media clip (e.g., by equalizing the distribution of luma 
component values of pixels in frames of the media clip). FIG. 
8 conceptually illustrates an example of Such a process. Spe 
cifically, FIG. 8 conceptually illustrates a process 800 of some 
embodiments for applying a color balance operation to 
frames of a media clip. In some embodiments, the process 800 
is automatically performed by the media-editing application 
when a media clip is imported into the media-editing appli 
cation. The process 800 is performed when a command to 
color balance a media clip is received through the media 
editing application of some embodiments (e.g., by selecting a 
user-selectable UI item, a menu option provided in a pull 
down, drop-down, or pop-up menu, a keystroke, a series of 
keystrokes, a combination of keystrokes). The process 800 
will be described by reference to FIG. 10, which illustrates an 
example a middle frame that is identified in a media clip. 
0142. The process 800 starts by determining (at 810) 
whether color analysis has been performed on the media clip. 
In some embodiments, color analysis of a media clip deter 
mines a set of attributes (e.g., average color, luma of darkest 
pixel, luma of brightest pixel, Saturation of most saturated 
pixel, etc.) for each frame in the media clip. An example of a 
process that performs such a color analysis on a media clip is 
described further below with respect to FIG.9. 
0143. When the process 800 determines that color analysis 
has not been performed on media clip, the process 800 iden 
tifies (at 820) the middle frame of the media clip as the frame 
on which a color balance operation is based. In some embodi 
ments, the process 800 identifies the middle frame of the 
media clip by determining the total number of frames in the 
media clip and identifying a frame in the media clip that has 
the same number of frames sequentially before and after the 
frame. 
014.4 FIG. 10 illustrates an example of a middle frame of 
a media clip 1010 that is identified by the process 800 of some 
embodiments. As shown, the media clip 1010 includes fifteen 
frames, with the first frame (i.e., the frame of the media clip 
that is displayed first upon playback of the media clip) on the 
left side and the last frame (i.e., the frame in the media clip 
that is displayed last upon playback of the media clip). In this 
example, the process 800 has identified frame 1020 as the 
middle frame of the media clip since the frame 1020 has seven 
frames sequentially before and after the frame 1020. 
0145 While FIG. 10 illustrates an example of a media clip 
that includes an odd number of frames, media clips that 
include an even number of frames do not have a middle frame. 
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Different embodiments of the process 800 identify a media 
clip that includes an even number of frames differently. In 
some embodiments, the process 800 identifies a “middle’ 
frame for a media clip that includes an even number of frames 
by determining the total (even) number of frames in the media 
clip and dividing the total number of frames by two. In other 
embodiments, the process 800 identifies a “middle' frame for 
a media clip that includes an even number of frames by 
determining the total (even) number of frames in the media 
clip, dividing the total number of frames by two, and adding 
OC. 

014.6 Returning to FIG. 8, when the process 800 deter 
mines that color analysis has been performed on media clip, 
the process 800 identifies (at 830) the most neutral frame in 
the media clip. As mentioned above, color analysis of a media 
clip determines, in some embodiments, a set of values for a set 
of attributes (e.g., average color, luma of darkest pixel, luma 
of brightest pixel, Saturation of most saturated pixel, etc.) of 
each frame in the media clip. Some embodiments of the 
process 800 identify the most neutral frame in the media clip 
by identifying the frame in the media clip whose set of values 
for the set of attributes is most similar to a predefined set of 
values. For example, some embodiments define a set of values 
that represents the corresponding set of attributes of a middle 
gray color. FIG. 11, which is further described below, con 
ceptually illustrates an example of a process that identifies the 
most neutral frame in a media clip that has been color ana 
lyzed based on such sets of attributes. 
0.147. After identifying a frame in the media clip, the pro 
cess 800 determines (at 840) a color balance operation based 
on the identified frame in the media clip. Some embodiments 
of the process 800 determine the color balance operation by 
identifying a color cast in the identified frame, identifying the 
luma levels of the dark and bright pixels in the frame, and 
determining a set of transforms for reducing the color cast in 
the identified frame and adjusting the luma levels pixels in the 
frame. As such, the set of transforms represent the color 
balance operation in these embodiments in these embodi 
ments. In some of these embodiments, the set of transforms is 
represented by a set of matrices for reducing the color cast in 
the identified frame and adjusting the luma levels pixels in the 
frame. An example of a process for determining Such trans 
forms is described in further detail below by reference to FIG. 
12. 

0148 Next, the process 800 identifies (at 850) a frame in 
the media clip. Different embodiments identify the initial 
frame in the media clip differently. For instance, the process 
800 of some embodiments identifies the frame in the media 
clip that was used to determine the color balance operation at 
the operation 840. Some embodiments identify the first frame 
of the media clip (i.e., the frame that is displayed first upon 
playback of the media clip) while other embodiments identify 
the last frame in the media clip (i.e., the frame that is dis 
played last upon playback of the media clip). Other ways of 
identifying an initial frame in the media clip are possible. 
0149. The process 800 then applies (at 860) the color 
balance operation to the identified frame (which was identi 
fied at the operation 850) in the media clip. As explained 
above, some embodiments determine a set of transforms for 
representing the color balance operation. In Such embodi 
ments, the process 800 applies the set of transforms to the 
image. In some embodiments where the set of transforms is 
represented by a set of matrices, the process 800 applies the 
set of matrices to each pixel in the image. 
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(O150 Finally, the process 800 determines (at 870) whether 
any frame in the media clip is left to process. When the 
process 800 determines that there is a frame in the media clip 
left to process, the process 800 returns to the operation 850 to 
continue applying the color balance operation to the remain 
ing frames in the media clip. Otherwise, the process 800 ends. 
0151 FIG. 9 conceptually illustrates a process 900 of 
Some embodiments for analyzing colors of each frame in a 
media clip. The media-editing application of Some embodi 
ments performs the process 900 when a media clip is 
imported into the media-editing application (e.g., the media 
editing application receives the media clip). In some embodi 
ments, the process 900 is performed by the media-editing 
application when the media-editing application receives a 
command to color analyze a media clip (e.g., receiving a 
selection of a media clip and receiving a selection of a UI item 
through a GUI of the media-editing application). 
0152 The process 900 begins by identifying (at 910) a 
frame in the media clip to be color analyzed. Different 
embodiments determine an initial frame in the media clip. For 
instance, the process 900 of some embodiments identify the 
first frame (i.e., the frame of the media clip that is displayed 
first upon playback of the media clip) as the initial frame 
while the process 900 of other embodiments identify the last 
frame (i.e., the frame in the media clip that is displayed last 
upon playback of the media clip) as the initial frame. Other 
ways of identifying an initial frame in the media clip are 
possible in other embodiments. 
0153. Next, the process 900 determines (at 920) an aver 
age color value of pixels in the frame. In some embodiments, 
the process 900 determines the average color value (e.g., 
RGB component values) by averaging the color values of 
each pixel in the frame. 
0154) The process 900 then determines (at 930) a luma 
value of the brightest pixel in the frame. Some embodiments 
of the process 900 determine such aluma value by determin 
ing the luma value of each pixel in the frame and identifying 
the pixel that has the highest luma value. 
0.155. After determining the luma value of the brightest 
pixel in the frame, the process 900 determines (at 940) aluma 
value of a pixel in the frame that has the lowest luma value. 
The process 900 of some embodiments determine this luma 
value by determining the luma value of each pixel in the frame 
and identifying the pixel that has the lowest luma value. 
0156 Next, the process 900 determines (at 950) a satura 
tion value of the most saturated pixel in the frame. In some 
embodiments, the process 900 determines such a saturation 
value by determining the saturation value of each pixel in the 
frame and identifying the pixel that has the highest Saturation 
value. 
(O157. The process 900 then determines (at 960) a color 
value of a color cast of the frame. A color cast, in some 
embodiments, is a tint of a color that affects the entire frame 
image evenly. The process 900 of some embodiments deter 
mines the color cast of the frame by averaging the color values 
(e.g., hue, saturation, and luminance component values) of 
pixels that have saturation values that are below a predefined 
saturation threshold value. Different embodiments may 
define the threshold value differently. For instance, some 
embodiments define the saturation threshold value to corre 
spond to a 50 percent saturation level. In these embodiments, 
pixel values that have Saturation values that correspond to a 
50 percent saturation level or less are included in the color 
values that are averaged by the process 900. Other embodi 
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ments may define other saturation threshold values as well in 
order to identify pixels with low saturation values. 
0158. After determining the color value of the color cast of 
the frame, the process 900 determines (at 970) an average 
color value of dark pixels in the frame. The process 900 of 
Some embodiments determines such a color value by identi 
fying pixels in the frame that have luma component values 
less than a predefined luma threshold value and averaging the 
luma component values of those pixels. Different embodi 
ments define the luma threshold value for identifying dark 
pixels differently. For instance, some embodiments define the 
luma threshold value to correspond to a 12.5 percent luma 
component level. In these embodiments, pixel values that 
have luma component values that correspond to a 12.5 per 
cent luma level or less are included in the luma component 
values that are averaged by the process 900. Other embodi 
ments define otherluma component threshold values for iden 
tifying dark pixels. 
0159. Next, the process 900 determines (at 980) an aver 
age color value of bright pixels in the frame. In some embodi 
ments, the process 900 determines this color value by identi 
fying pixels in the frame that have luma component values 
greater than a predefined luma threshold value and averaging 
the luma component values of those pixels. Different embodi 
ments define the luma threshold value for identify bright 
pixels differently. For example, some embodiments define the 
luma threshold value to correspond to an 87.5 percent luma 
component level. In these embodiments, pixel values that 
have luma component values that correspond to a 87.5 per 
cent luma level or greater are included in the luma component 
values that are averaged by the process 900. Other embodi 
ments define otherluma component threshold values for iden 
tifying bright pixels. 
(0160 Finally, the process 900 determines (at 990) whether 
any frame in the media clip is left to process. When the 
process 900 determines that there is a frame in the media clip 
left to process, the process 900 returns to the operation 910 to 
continue to process any remaining frames in the media clip. 
Otherwise, the process 900 ends. 
0161 Although the above description of the process 900 
describes a pixel’s color as being represented by one color 
value, a pixel’s color can be represented by a set of color 
values depending on the color space in which the pixel’s color 
is defined. For example, a color defined in an RGB color space 
includes three values—a red component value, a green com 
ponent value, and a blue component value. As another 
example, a color defined in aY'CbCr color space includes two 
values—a blue-difference chroma component value and a 
red-difference chroma component value. A color defined in 
different colors spaces may be expressed by a different num 
ber of color values. 

0162. Furthermore, some embodiments of the process 900 
may convert the color space of the image to another color 
space in order to determine some or all of each of the char 
acteristics described in FIG. 9. For example, the process 900 
of some embodiments converts the color space of a frame to 
an RGB color space in order to identify color values of each 
pixel (e.g., at the operation 920, 970, and 980). In some 
embodiments, the process 900 converts the color space of a 
frame to a Y'CbCr to identify luma characteristics of the 
image (e.g., at the operation 930 and 940). 
0163 As shown, FIG. 9 determines a number of charac 

teristics of each frame in a media clip. However, different 
embodiments may determine additional and/or other charac 

Aug. 16, 2012 

teristics of each frame in the media clip. For instance, some 
embodiment may determine an average Saturation value and/ 
or an average contrast value. 
0164. As mentioned above, when identifying a frame in a 
media clip with which to determine a color balance operation, 
Some embodiments of the media-editing application identify 
the frame in the media clip differently based on whether the 
media clip has been color analyzed. For a media clip that has 
been color analyzed by some embodiments of the process 900 
illustrated in FIG.9, some embodiments identify the frame in 
the media clip that is closest based on the characteristics that 
were determined when the process 900 color analyzed the 
media clip. The following FIG. 11 illustrates an example of 
identify a frame 
(0165 FIG. 11 conceptually illustrates a process 1100 of 
Some embodiments for identifying a frame in a media clip that 
has been color analyzed by the process 900 of some embodi 
ments. In some embodiments, the process 1100 is performed 
by the process 800, which is described above by reference to 
FIG. 8, to identify a frame in a media clip that has been color 
analyzed. 
0166 As shown, the process 1100 starts by (at 1110) iden 
tifying a frame in the media clip. Different embodiments 
determine an initial frame in the media clip. For instance, the 
process 1100 of some embodiments identify the first frame 
(i.e., the frame of the media clip that is displayed first upon 
playback of the media clip) as the initial frame while the 
process 1100 of other embodiments identify the last frame 
(i.e., the frame in the media clip that is displayed last upon 
playback of the media clip) as the initial frame. Other ways of 
identifying an initial frame in the media clip are possible in 
other embodiments. 

(0167 Next, the process 1100 determines (at 1120) a dif 
ference between a set of color values of the identified frame 
and a predefined set of reference color values. In some 
embodiments, the set of color values of the identified frame 
represents a gray color of the identified frame. Some of these 
embodiments determine the set of color values of the identi 
fied frame based on the set of characteristics determined from 
the color analysis operation. In some embodiments, the set of 
reference color values represents a mid gray color (e.g., a 
color that has a tone approximately halfway between black 
and white). Based on the set of color values of the identified 
frame and the set of reference color values, the process 1100 
of some embodiments determines the difference between 
those values. 

(0168 The process 1100 then determines (at 1130) whether 
the determined difference is closest to the predefined set of 
reference color values. When the process 1100 determines 
that the determined difference is closest to the predefined set 
of reference color values, the process 1100 identifies (at 
1140) the frame as the frame with which to determine a color 
balance operation and then proceeds to operation 1150. When 
the process 1100 determines that the determined difference is 
not closest to the predefined set of reference color values, the 
process 1100, the process 1100 proceeds to the operation 
1150. 

(0169 Finally, the process 1100 determine (at 1150) 
whether there is any frame in the media clip left to process. 
When the process 1100 determine that there is a frame in the 
media clip left to process, the process 1100 returns to the 
operation 1110 to continue processing any remaining frames 
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in the media clip in order to identify the closest frame with 
which to determine a color balance operation. Otherwise, the 
process 1100 ends. 
(0170 FIG. 12 conceptually illustrates a process 1200 of 
Some embodiments for determining a color balance operation 
for a media clip based on a frame in the media clip. In some 
embodiments, the process 1200 is performed by the process 
800 to determine a color balance operation to apply to a media 
clip. 
(0171 The process 1200 begins by identifying (at 1210) 
luma values of dark pixels and bright pixels in the frame. 
Different embodiments determine the luma values of the dark 
and bright pixels in the frame differently. Some embodiments 
determine luma values of the dark and bright pixels in the 
frame based on the distribution of luma component values of 
pixels in the frame. For instance, Some of these embodiments 
identity the luma component value of the darkest 5 percent 
pixels for the luma component value of dark pixels and iden 
tity the luma component value of the brightest 5 percent 
pixels for the luma component value of bright pixels. Other 
luma component values based on the distribution of luma 
component values of pixels in the frame are used in other 
embodiments. In some embodiments, the process 1200 deter 
mines luma values of the dark and bright pixels in the frame 
by determining average luma component values in the dark 
pixels and bright pixels in the frame in the same manner as 
described in FIG. 9 (i.e., operations 970 and 980, respec 
tively). 
(0172 Next, the process 1200 identifies (at 1220) a color 
cast in the frame. Some embodiments of the process 1200 
identify the color cast of the frame by averaging the color 
values (e.g., hue, Saturation, and luminance component val 
ues) of pixels that have saturation values that are below a 
predefined saturation threshold value. Different embodi 
ments may define the threshold value differently. For 
instance, some embodiments define the Saturation threshold 
value to correspond to a 50 percent saturation level. In these 
embodiments, pixel values that have saturation values that 
correspond to a 50 percent saturation level or less are included 
in the color values that are averaged by the process 900. Other 
embodiments may define other saturation threshold values as 
well in order to identify pixels with low saturation values. In 
addition, some embodiments assign a weight to the color 
values of the pixels that are below the saturation threshold. In 
Some such embodiments, pixels that have a higher Saturation 
value are assigned a lower weight and pixels that have a lower 
saturation value are assigned a higher weight. In this manner, 
higher saturation pixels affect the average color value less 
than lower Saturation pixels. 
0173 Finally, the process determines (at 1230) the color 
balance operation for the media clip based on the identified 
luma values of dark and bright pixels and the identified color 
cast of the frame. In some embodiments, the process 1200 
determines a set of transforms for adjusting the distribution of 
luma component values of pixels in the image. Some Such 
embodiments determine the set of transforms for adjusting 
the black and white points of the frame in order to maximize 
image contrast (e.g., the distribution of luma component val 
ues of pixels in the frame occupy the widest available range of 
possible luma component values). In addition, the process 
1200 determines another set of transforms for reducing the 
identified color cast of the frame in some embodiments. In 
Some embodiments, the set of transforms for reducing the 
identified color cast of the frame include a set of transforms 
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for increasing the complementary color of the color cast by an 
amount that is the same or similar to the amount of the color 
cast that affects the frame. 
0.174. The numerous figures and examples above illustrate 
one technique that a color balancing tool of Some embodi 
ments might utilize to automatically balance the colors of an 
image in a media-editing application. The following will 
describe another technique that a color balancing tool of some 
embodiments might utilize to automatically balance the col 
ors of an image in a media-editing application. Specifically, 
this other technique utilizes a luma-based approach to bal 
ance the colors of the image. In some embodiments, this other 
technique balances the colors of the image by equalizing the 
distribution of chroma component values of pixels in the 
image to reduce color casts in the image and by equalizing the 
distribution of luma component values of pixels in the image 
to adjust the contrast of the image. 
(0175 FIG. 13 conceptually illustrates a process 1300 of 
Some embodiments for balancing colors of an image based on 
the image's luma. In some embodiments, the process 1300 is 
performed by the color balancing tool when it performs a 
color balance operation. 
0176). As shown, the process 1300 begins by identifying 
(at 1310) an image to be color balanced, which is also referred 
to as a target image in this application. The target image may 
be a still image, an image (e.g., frame) from a video, or any 
other type of image. In some embodiments, the identified 
image is selected by a user through a GUI of an application 
(e.g., GUI 200) that provides the color balancing tool. 
0177. After the target image is identified, the process 1300 
then determines (at 1320) transforms for balancing the colors 
of the target image based on the target image's luma. In some 
embodiments, a set of transforms is determined for every 
luma level (e.g., luma component value) of an image while, in 
other embodiments, a set of transforms is determined for each 
of several luma ranges (e.g., ranges of luma levels). FIG. 14. 
as will be described in more detail below, conceptually illus 
trates a process of some embodiments for determining trans 
forms for each of several luma ranges. 
(0178 Finally, the process 1300 applies (at 1330) the trans 
forms to the target image to balance the colors of the target 
image. FIG. 33, which is described in further detail below, 
conceptually illustrates such a process for applying trans 
forms to a target image. For each pixel in the target image, 
Some embodiments apply a set of transforms to the pixel. 
After all the pixels in the target image are processed, the 
colors of the target image are balanced based on the target 
image's luma. 
0179 A. Determining Transforms 
0180. Some embodiments of a color balancing tool bal 
ance the colors of an image by determining transforms that 
modify the colors of an image in order to reduce color casts 
and adjust the contrast of the image. The transforms, in some 
embodiments, are mathematical operations that are applied to 
the pixel values of an image in order to modify the pixel 
values. For example, Some embodiments, as described with 
respect to the process 1300, balance colors of a target image 
by determining a set of transforms for balancing the images 
colors based on the images luma. The following FIG. 14 
conceptually illustrates a process 1400 of some embodiments 
for determining transforms for color balancing an image 
based on the image's luma. As noted above, the process 1400 
is performed by the process 1300 of some embodiments (e.g., 
at the operation 1320). 
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0181. The process 1400 begins by determining (at 1410) 
the luma component values of pixels in the target image. 
Different embodiments determine the luma component val 
ues of pixels in an image differently. For example, some Such 
embodiments convert the target image to a color space that 
uses a luma component to represent pixels. AY'CbCr color 
space is an example of Such a color space. As mentioned 
above, in a Y'CbCr color space of some embodiments, the 
color and brightness of pixels in an image are represented 
using aluma component value, a blue-difference component 
value, and a red-difference component value. Some embodi 
ments apply a transform to the pixels of the image based on 
the color space in which the image is defined in order to 
determine the pixels luma component values. 
0182 Next, the process 1400 determines (at 1420) the 
distribution of luma component values of pixels in the target 
image. FIG. 15 illustrates histogram 1510 of an example 
distribution of luma component values of pixels in a target 
image. As shown, the horizontal axis of the histogram 1510 
represents different luma levels. In this example, the luma 
component value of the pixels in the target image can have 
twenty different levels of luma (i.e., 0-20). The left side of the 
histogram 1510 (i.e., the low luma levels) represents pixels in 
the target image that do not have any brightness or have a low 
amount of brightness (e.g., black pixels and dark pixels). The 
right side of the histogram 1510 (i.e., high luma levels) rep 
resents pixels in the target image that have a high amount of 
brightness or have a full amount of brightness (e.g., light 
pixels and pure white pixels). The middle of the histogram 
1510 represents pixels that have a medium amount of bright 
ness (e.g., medium gray pixels) Different embodiments 
define the luma component to represent a different number of 
luma levels. For example, the luma component of some 
embodiments can be defined to represent 256 different luma 
levels (e.g., 0-255). The luma component can be defined to 
represent any number of luma levels in other embodiments. 
The vertical axis of the histogram 1510 represents the number 
of pixels in the target image that have a particular luma 
component value. 
0183 Some embodiments apply luma compression to a 
luma histogram in order to decrease the range of the distribu 
tion in the luma histogram. Different embodiments perform 
luma compression differently. Some embodiments perform 
luma compression through exponentiation using the follow 
ing equation: 

luma.-luma. cord orig 

where luma is the original distribution of pixels for a 
particular luma value in the luma histogram, t is a compres 
sion factor value ranging from 0 to 1, and the luma is the 
compressed distribution of pixels for the particular luma 
value in the luma histogram. Different embodiments define 
different compression factors to control the amount of com 
pression (the amount of compression decreases as the value of 
t increases). For example, Some embodiments define a com 
pression factor of 0.18 when applying the luma compression. 
Other embodiments may use other techniques to compress 
the distribution of the luma histogram in order to decrease the 
range of the distribution in the luma histogram. 
0184. Histogram 1520 in FIG. 15 illustrates an example of 
luma compressed luma component values. In particular, the 
histogram 1520 is a distribution of luma component values of 
pixels in the target image illustrated in the histogram 1510 
after luma compression has been applied to the luma compo 
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nent values. As shown by the distribution curve of the histo 
gram 1520, the target image has a number of dark (e.g., low 
brightness) pixels and a larger number of bright pixels. Spe 
cifically, approximately 25 percent of the pixels have aluma 
component value of between 0-10, 25 percent of the pixels 
have a luma component value between 10-14, 25 percent of 
the pixels have aluma component value between 14-18, and 
25 percent of the pixels have a luma component value 
between 18-20, as shown by the indicated percentiles. 
0185. Returning to FIG. 14, the process 1400 identifies (at 
1430) luma ranges for the target image based on the distribu 
tion of the luma component values of the target image. The 
luma ranges of animage are identified, in some embodiments, 
based on percentiles (e.g., 25 percent, 50 percent, and 75 
percent or 20 percent, 40 percent, 60 percent, and 80 percent) 
of the distribution of luma component values of pixels in the 
image. FIG. 16, which is described in further detail below, 
conceptually illustrates an example of such a process of some 
embodiments. 

0186 Referring again to FIG. 15, the identified luma 
ranges of the target image based on the distribution of luma 
component values of the target image are illustrated in this 
figure. As shown, the luma ranges identified for the target 
image are based on the 25 percent, 50 percent, and 75 percent 
percentiles of the distribution of luma component values of 
the target image. Thus, each luma range represents the luma 
range of 25 percent of the pixels in the image. 
0187. The process 1400 then determines (at 1440) trans 
forms for balancing colors of the target image. In some 
embodiments, a set of transforms is determined for each 
identified luma range of the target image. Each set of trans 
forms is for balancing the colors of pixels in the target image 
that have luma component values within the luma range of the 
target image. FIG. 20, which will be described in more detail 
below, conceptually illustrates a process of some embodi 
ments for determining transforms for balancing colors of the 
target image. Referring to FIG. 15 as an example, a set of 
transforms determined for the first luma range of the target 
image is for balancing the colors of the pixels in the target 
image that have luma component values within the first luma 
range of the target image (i.e., 0-9). 
0188 Finally, the process 1400 performs (at 1450) a 
blending operation on the determined transforms. As 
described with respect to the process 1300, some embodi 
ments determine a set of transforms for each of the luma 
ranges of the target image. As such, sharp transitions may 
exist among transforms of luma levels near the borderofluma 
ranges. Referring again to FIG. 15 as an example, a sharp 
transition may exist between the transform of last luma level 
(luma level 9) in the first luma range and the first luma level 
(luma level 10) in the second luma range. Thus, Some embodi 
ments blend the set of transforms in order to reduce or elimi 
nate these sharp transitions. For instance, Some embodiments 
employ a neighbor-averaging technique, such as the one 
described in further detail below by reference to FIG. 31, to 
blend transforms. Other blending techniques are possible in 
other embodiments. 

0189 i. Identifying Luma Ranges 
0190. As noted above, some embodiments determine 
transforms for each luma range of several luma ranges of a 
target image. Different embodiments may identify these luma 
ranges of the target image differently. For instance, some 
embodiments identify luma ranges for the target image based 
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on the distribution of the luma component values of the target 
image and determine a set of corresponding equalized luma 
ranges. 
(0191 FIG. 16 conceptually illustrates a process 1600 of 
Some embodiments for identifying luma ranges for the target 
image and identifying equalized luma ranges that are used to 
balance the target image. As mentioned above, the process 
1600 is performed by the process 1400 of some embodiments 
(e.g., at the operation 1430). The process 1600 will be 
described by reference to FIG. 17, which illustrates different 
stages 1710-1730 of an example of identifying luma ranges 
according to some embodiments of the invention. 
(0192. The process 1600 starts by identifying (at 1610) 
luma ranges for the target image based on predefined (e.g., 
default) percentiles of the distribution of luma component 
values of target image. Different embodiments define differ 
ent numbers of different percentiles of distribution. For 
instance, quartile distributions are predefined as the percen 
tiles of distribution in some embodiments. Any number of 
quantiles (e.g., tertiles, quintiles, sextiles, etc.) can be pre 
defined as the percentiles of distribution in other embodi 
ments. As shown, the first stage 1710 of FIG. 17 illustrates 
luma ranges of the target image that are identified based on 
quartiles of the distribution of luma component values of the 
target image that is illustrated in FIG. 15. 
(0193 Next, the process 1600 identifies (at 1620) a set of 
equalized luma ranges based on the predefined percentiles of 
the distribution of luma component values of the target image. 
In some embodiments, the set of equalized luma ranges has 
the same number of luma ranges as the identified luma ranges 
of the target image, and each luma range in the set of equal 
ized luma ranges has the same number of luma levels. The set 
of equalized luma ranges represents an equal distribution of 
luma levels across luma ranges, which can be used as a 
reference luma distribution to which the luma distribution of 
the target image maps. In some embodiments, this technique 
is the same as or similar to histogram equalization. Referring 
to FIG. 17, the first stage 1710 shows equalized luma ranges 
that are identified based on quartiles of the distribution of 
luma component values of the target image that is illustrated 
in FIG. 15. Since four luma ranges are identified for the 
example target image illustrated in FIGS. 15 and 17, the 
equalized luma distribution for this example includes four 
equalized luma ranges. 
(0194 The process 1600 then splits (at 1630) groups of 
luma ranges that are larger than a maximum threshold. Some 
embodiments examine the luma ranges of the target image to 
determine whether to perform a split operation. FIG. 18. 
which is described in more detail below, illustrates a process 
that examines luma ranges of the target image to determine 
whether to perform a split operation. 
0195 Different embodiments define a maximum thresh 
old differently. For instance, some embodiments define the 
threshold in terms of an amount of luma levels (e.g., five luma 
levels, ten luma levels, etc.) while other embodiments define 
the threshold in terms of a percentage (e.g., 30 percent, 40 
percent, 50 percent, etc.) of all possible luma levels. Other 
ways of defining the threshold are possible. 
(0196. Referring to FIG. 17, the second stage 1720 shows 
the luma ranges illustrated in the first stage 1710 after opera 
tion 1630 has been performed. For this example, a percentage 
threshold of 40 percent is defined as the threshold used to 
determine whether to perform a split operation. That is, a split 
operation is performed on a luma range of the target image 
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and its corresponding luma range of the equalized luma dis 
tribution when the number of luma levels in the luma range of 
the target image is greater than eight. 
0.197 As shown in second stage 1720, since the number of 
luma levels in first luma range of the target image is greater 
than eight (i.e., ten), the first luma range of the target image 
and the equalized luma distribution in the first stage 1710 are 
each split into two equal ranges. Specifically, the first luma 
range of luma levels 0-10 of the target image is split into a 
luma range of luma levels 0-5 and aluma range of luma levels 
5-10. The corresponding first luma range of luma levels 0-5 of 
the equalized luma distribution is split into a luma range of 
luma levels 0-2.5 and a luma range of luma levels 2.5-5. A 
split operation is not performed on any of the other luma 
ranges (i.e., the second, third, and fourth luma ranges of the 
target image and the equalized luma distribution) because 
none of other luma ranges of the target image have a number 
ofluma levels that is greater than eight. 
0198 After splitting luma ranges, the process 1600 then 
merges (at 1640) groups of consecutive luma ranges that are 
Smaller than a minimum threshold. The luma ranges of the 
target image are examined to determine whether to perform a 
merge operation in some embodiments. FIG. 19, which is 
described in further detail below, illustrates a process that 
examines luma ranges of the target image to determine 
whether to perform a merge operation. 
(0199. Different embodiments define a minimum threshold 
differently. For example, some embodiments define the 
threshold interms of an amount of luma levels (e.g., five luma 
levels, ten luma levels, etc.) whereas other embodiments 
define the threshold interms of a percentage (e.g., 30 percent, 
40 percent, 50 percent, etc.) of all possible luma levels. Other 
ways of defining the threshold are possible as well. 
(0200 Referring back to FIG. 17, the third stage 1730 
illustrates the luma ranges illustrated in the second stage 1720 
after operation 1640 has been performed. In this example, a 
percentage threshold of 35 percent is defined as the threshold 
used to determine whether to perform a merge operation. 
Thus, a merge operation is performed on a group of consecu 
tive luma ranges of the target image and its corresponding 
luma range of the equalized luma distribution when the total 
number of luma levels in the group of consecutive luma 
ranges of the target image is less than seven. 
0201 As illustrated in the third stage 1730, the first and 
second luma ranges are not merged because the total number 
of luma levels of first and second luma ranges of the target 
image is greater than or equal to seven (i.e., ten). Similarly, 
the second and third luma ranges of the target image and the 
third and fourth luma ranges of the target image are not 
merged. However, the fourth and fifth luma ranges of the 
target image are merged because the total number of luma 
levels of fourth and fifth luma ranges of the target image is 
less than seven (i.e., six). The third stage 1730 illustrates that 
the fourth luma range of luma levels 14-18 and the fifth luma 
range of luma levels 18-20 of the target image have been 
merged into a single luma range of luma levels 14-20. The 
corresponding fourth luma range of luma levels 10-14 of the 
equalized luma distribution has been merged with the fifth 
luma range of luma levels 14-20 of the equalized luma dis 
tribution to create a single luma range of luma levels 10-20. 
0202 After merging groups of consecutive luma ranges, 
the process 1600 ends. As shown in FIG. 16, the merging 
operation is performed after the splitting operation. However, 
in Some embodiments, the merging operation creates luma 
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ranges that would otherwise have been split in the splitting 
operation (e.g., the number ofluma levels of the merged luma 
range is larger than the maximum threshold). Thus, in some 
such embodiments, the process 1600 performs the merge 
operation before the split operation. However, the splitting 
operation may create luma ranges that would otherwise have 
been merged in the merging operation (e.g., the number of 
luma levels of the split luma ranges is less than the minimum 
threshold). Therefore, the process 1600 of some embodi 
ments repeats operations 1630 and 1640 until the luma ranges 
are no longer split or merged. In other embodiments, the 
process 1600 repeats operations 1630 and 1640 a defined 
number of times. 
0203 FIG. 18 conceptually illustrates a process 1800 of 
Some embodiments for splitting luma ranges. As mentioned 
above, the process 1800 is performed by the process 1600 of 
some embodiments (e.g., at the operation 1630). The process 
1800 begins by identifying (at 1810) aluma range of the target 
image. 
0204. The process 1800 then determines (at 1820) whether 
the number of luma levels in the luma range of the target 
image is greater than a threshold. As described above, some 
embodiments define the threshold in terms of an amount of 
luma levels while other embodiments define the threshold in 
terms of a percentage of all possible luma levels. Some 
embodiments define multiple different types of thresholds 
(e.g., a threshold of an amount of luma levels and a threshold 
of a percentage of all possible luma levels) as well. 
0205 When the process 1800 determines that the number 
ofluma levels in the luma range of the target image is greater 
than the threshold, the process 1800 splits (at 1830) the luma 
range of the target image and the corresponding equalized 
luma range. In some embodiments, the process 1800 splits the 
luma ranges into a set (e.g., two, three, five, etc.) of luma 
ranges that each has the same number of luma levels. For 
example, some embodiments split the luma range of the target 
image into a set of luma ranges Such that each luma range in 
the set of luma ranges includes the same distribution of luma 
component values, and split the corresponding equalized 
luma range into a set of luma ranges in a similar fashion. In 
other embodiments, the process 1800 splits the luma ranges 
into a set of luma ranges that have different numbers of luma 
levels. 

0206. When the process 1800 determines that the number 
of luma levels in the luma range of the target image is not 
greater than the threshold, the process 1800 then determines 
(at 1840) whether any luma range of the target image is left to 
process. When the process 1800 determines that there is a 
luma range of the target image to process, the process 1800 
returns to the operation 1810 to process any remaining luma 
ranges of the target image. Otherwise, the process 1800 ends. 
0207 FIG. 19 conceptually illustrates a process 1900 of 
Some embodiments for merging groups of consecutive luma 
ranges. As mentioned above, the process 1900 is performed 
by the process 1600 of some embodiments (e.g., at the opera 
tion 1640). The process 1900 begins by identifying (at 1910) 
a group (two in this example) of consecutive luma ranges of 
the target image. For instance, referring to FIG. 17, the first 
and second luma ranges of the target image are a group of 
consecutive luma ranges, the second and third luma ranges of 
the target image are a group of consecutive luma ranges, the 
third and fourth luma ranges of the target image are a group of 
consecutive luma ranges, and the fourth and fifth luma ranges 
of the target image are a group of consecutive luma ranges. 
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(0208. The process 1900 then determines (at 1920) whether 
the total number of luma levels included in the group of 
consecutive luma ranges is less than a threshold. As men 
tioned above, some embodiments define the threshold in 
terms of an amount of luma levels while other embodiments 
define the threshold in terms of a percentage of all possible 
luma levels. Some embodiments define multiple different 
types of thresholds (e.g., a threshold of an amount of luma 
levels and a percentage threshold of all possible luma levels) 
as well. 

(0209. When the process 1900 determines that the total 
number of luma levels in the group of consecutive luma 
ranges of the target image is not less than the threshold, the 
process 1900 proceeds to operation 1950. When the process 
1900 determines that the number of luma levels in the group 
of consecutive luma ranges of the target image is less than the 
threshold, the process 1900 identifies (at 1930) the group of 
corresponding consecutive luma ranges of the equalized luma 
distribution. 

0210. Next, the process 1900 merges (at 1940) the group 
of consecutive luma ranges of the target image into a single 
luma range and merges the group of corresponding consecu 
tive luma ranges of the equalized luma distribution into a 
single luma range. 
0211. At 1950, the process 1900 determines whether any 
group of consecutive luma ranges of the target image is left to 
process. When the process 1900 determines that there is a 
group of consecutive luma ranges of the target image to 
process, the process 1900 returns to the operation 1910 to 
process the remaining groups of consecutive luma ranges of 
the target image. When the process 1900 determines that there 
is not a group of consecutive luma ranges of the target image 
left to process, the process 1900 ends. 
0212 ii. Operations for Determining Color Balancing 
Transforms 

0213. After identifying the luma ranges of the target image 
and the corresponding luma ranges of the equalized luma 
distribution, some embodiments determine transforms for 
modifying colors of the target image in order to balance the 
colors of the target image (e.g., by reducing color casts and 
adjusting the contrast of the target image). As described 
below, some of these embodiments determine the transforms 
for the luma ranges on a luma-range-by-luma-range basis. 
FIG. 20 conceptually illustrates a process 2000 of some 
embodiments for determining transforms to modify the col 
ors of the target image in order to balance the colors of the 
target image. In some embodiments, the process 2000 is 
performed by the process 1400 (e.g., at the operation 1440), 
as described above. 

0214. The process 2000 starts by determining (at 2010) 
gain and lift operations to balance the contrast of the target 
image. Some embodiments of the process 2000 determines 
gain and lift operations to match the contrast of the target 
image to the contrast of a reference luma distribution (e.g., an 
equalized luma distribution). In some embodiments, a lift 
operation uniformly lightens or darkens (e.g., increases or 
decreases luma) an image by adjusting shadows, midtones, 
and highlights by the same amount. Again operation, in some 
embodiments, adjusts contrast by raising or lowering the 
white point (e.g., the point at which Solid white occurs) of an 
image while leaving the black point (e.g., the point at which 
Solid black occurs) pinned in place, and Scaling the midtones 
between the new white point and the black point. 
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0215. In some embodiments, gain and lift operations map 
luma levels of the target image to luma levels of the set of 
equalized luma ranges in order to match the contrast of the 
target image to the contrast of the reference luma distribution. 
FIG. 24, which will be described in more detail below, illus 
trates a process of Some embodiments for determining Such 
gain and lift operations. The gain and lift operations of some 
embodiments are represented by a transformation matrix. 
0216) Next, the process 2000 applies (at 2020) the deter 
mined gain and lift operations to the target image (or a copy of 
the target image). By applying the gain and lift operations to 
the target image, the contrast of the target image and the 
contrast of the reference luma distribution are matched. The 
gain and lift operations of some embodiments match the 
contrast of the target image to the contrast of the set of 
equalized luma ranges by mapping luma levels of the target 
image to luma levels of the set of equalized luma ranges in 
order to match the distribution of the luma of pixels in the 
target image to the reference luma distribution. In other 
words, each of the luma ranges of the target image has the 
same range of luma levels as the corresponding luma range of 
the reference luma distribution after such gain and lift opera 
tions have been applied to the target image. As noted above, 
Some embodiments use a transformation matrix to represent 
the gain and lift operations. In Such embodiments, the gain 
and lift operations are applied to the target image by applying 
the transformation matrix to the target image. 
0217 FIG. 21 conceptually illustrates the luma ranges of 
the target image and the equalized luma distribution illus 
trated in FIG. 17 after gain and lift operations have been 
applied to the target image. As shown, the distribution of the 
luma of pixels in the target image matches the distribution of 
the equalized luma distribution. That is, 12.5 percent of the 
pixels in the target image have luma component values of 
0-2.5, 12.5 percent of the pixels in the target image have luma 
component values of 2.5-5, 25 percent of the pixels in the 
target image have luma component values of 5-10, and 50 
percent of the pixels in the target image have luma component 
values of 10-20. 

0218. The process 2000 then determines (at 2030) black 
balance and white balance operations to balance the colors of 
the target image (to which the determined gain and lift opera 
tions have been applied at operation 2020). In some embodi 
ments, the white balance operation modifies the average color 
(e.g., chrominance in a Y'CbCr color space) of pixels in the 
target image that have luma component values equal to the top 
of aluma range towards a defined color (e.g., a neutral color). 
In Such embodiments, the black balance operation matches 
the average color (e.g., chrominance in aY'CbCr color space) 
of pixels in the target image that have luma component values 
equal to the bottom of a luma range towards a defined color 
(e.g., a neutral color). Further, the process illustrated in FIG. 
25, which will be described in further detail below, is used to 
determine black balance and white balance operations in 
some embodiments. The black balance and white balance 
operations of some embodiments are represented by a trans 
formation matrix. 

0219. Next, the process 2000 applies (at 2040) the deter 
mined gain and lift operations and the determined black bal 
ance and white balance operations to the original target image 
(or a copy of the original target image). In some embodi 
ments, the process 2000 applies just the determined black 
balance and white balance operations to the target image (or 
a version of the target image) used to determine the black 
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balance and white balance operations since the determined 
gain and lift operations are already applied to that target 
image. As mentioned above, Some embodiments use a trans 
formation matrix to represent the black balance and white 
balance operations. The black balance and white balance 
operations are applied to the target image by applying the 
transformation matrix to the target image, in Such embodi 
mentS. 

0220. At 2050, the process 2000 determines saturation 
operations to balance the Saturation of the target image. For 
instance, the process 2000 of some embodiments determines 
saturation operations to balance the Saturation of the target 
image (to which the determined gain and lift operations and 
the determined black balance and white balance operations 
have been applied) to the Saturation of the original target 
image. In some embodiments, the Saturation is the intensity of 
a specific color. In some embodiments, saturation is the col 
orfulness of a specific color relative to its own brightness. The 
saturation operations of Some embodiments match the satu 
ration level at a percentile of the distribution of saturation 
levels of pixels in the target image (to which the determined 
gain and lift operations and the determined black balance and 
white balance operations have been applied) to the Saturation 
level at the corresponding percentile of the distribution of 
saturation levels of pixels in the original target image. FIG. 
29, which will be described in more detail below, illustrates a 
process of some embodiments for determining Such satura 
tion operations. 
0221 Finally, the process 2000 determines (at 2060) 
transforms to balance colors of target image based on the 
determined gain and lift operations, black balance and white 
balance operations, and saturation operation. As mentioned 
above, some embodiments determine a set of transforms for 
each luma range of the target image. In this fashion, the colors 
of the target image are balanced on a luma range-by-luma 
range basis. 
0222 FIG.22 illustrates an example of a set of transforms 
that is determined for each luma range of the target image 
illustrated in the third stage 1730 of FIG. 17 according to 
some embodiments of the invention. As shown, the first set of 
transforms is associated with the first luma range (and each 
luma level in the first luma range), the second set of trans 
forms is associated with the second luma range (and each 
luma level in the second luma range), the third set of trans 
forms is associated with the third luma range (and each luma 
level in the third luma range), and the fourth set of transforms 
is associated with the fourth luma range (and each luma level 
in the fourth luma range). 
0223. In some embodiments, a transformation matrix is 
used to represent the set of transforms (e.g., the determined 
operations) determined for each luma range. In other words, 
the determined operations for a luma range are incorporated 
into a transformation matrix to balance the colors of the target 
image for pixels in the target image that have luma component 
values in the luma range. For example, the gain and lift 
operations, black balance and white balance operations, and 
saturation operations may each be represented by a transfor 
mation matrix in some embodiments. In some Such embodi 
ments, the transformation matrices of each operation are mul 
tiplied together in order to incorporate the operations into a 
single transformation matrix. Different embodiments define 
different transformation matrices with different dimensions 
to represent the set of transforms for a luma range. For 
instance, Some embodiments define a single 3x4 transforma 
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tion matrix to represent the set of transforms for aluma range. 
Other embodiments define a transformation matrix with dif 
ferent dimensions to represent the set of transforms for aluma 
range. 
0224 Furthermore, some embodiments associate a trans 
formation matrix with each luma level of the target image. 
FIG. 23 illustrates an example of a transformation matrix 
associated with each luma level of the target image illustrated 
in FIG.22 according to some embodiments of the invention. 
As shown, the transforms determined for each luma range of 
the target image (i.e., transforms 1, transforms 2, transforms 
3, and transforms 4) are the same as the ones illustrated in 
FIG. 22. FIG. 23 also illustrates a transformation matrix 
associated with each of the 20 luma levels (i.e., luma levels 
0-20), as indicated by the arrows associating a transformation 
matrix with aluma level. 
0225. Since a set of transforms determined for a luma 
range, the transformation matrices associated with luma lev 
els in the luma range are the same (i.e., have the same values). 
For example, the transformation matrices associates with 
luma levels 0-5 are the same, the transformation matrices 
associates with luma levels 5-10 are the same, the transfor 
mation matrices associates with luma levels 10-15 are the 
same, and the transformation matrices associates with luma 
levels 15-20 are the same. 
0226 1. Determining Gain and Lift Operations 
0227. As described above by reference to the process 
2000, some embodiments determine gain and lift operations 
as part of the process for determining the transforms for 
balancing the colors of a target image. In some embodiments, 
the gain and lift operations map luma levels of the target 
image to luma levels of a reference luma distribution (e.g. an 
equalized luma distribution) in order to match the contrast of 
the target image to the contrast of the reference luma distri 
bution. FIG. 24 conceptually illustrates a process 2400 of 
Some embodiments for determining Such gain and lift opera 
tions. As described above, the process 2400 is performed by 
the process 2000 of some embodiments (e.g., at the operation 
2010). The process 2400 will be described by reference to the 
third stage 1730 of FIG. 17, which illustrates luma ranges of 
a target image and corresponding luma ranges of an equalized 
luma distribution determined by the process 1600 of some 
embodiments. 
0228. The process 2400 begins by identifying (at 2410) a 
luma range of the target image. In some embodiments, the 
luma range is a luma range identified by the process 1600. 
which is previously described above by reference to FIG. 16. 
0229. The process 2400 then identifies (at 2420) boundary 
luma levels of a luma range of the target image. In some 
embodiments, the boundary luma levels of aluma range are 
the bottom and top luma levels of the luma range. Referring to 
the third stage 1730 of FIG. 17, the boundary luma levels of 
the first luma range of the target image are luma level 0 (i.e., 
the bottom) and luma level 5 (i.e., the top), the boundary luma 
levels of the second luma range of the target image are luma 
level 5 (i.e., the bottom) and luma level 10 (i.e., the top), the 
boundary luma levels of the third luma range of the target 
image are luma level 10 (i.e., the bottom) and luma level 14 
(i.e., the top), and the boundary luma levels of the fourth luma 
range of the target image are luma level 14 (i.e., the bottom) 
and luma level 20 (i.e., the top). 
0230. Next, the process identifies (at 2430) boundary luma 
levels of the corresponding luma range of the equalized luma 
distribution. Referring again to the third stage 1730 of FIG. 

Aug. 16, 2012 

17, the boundary luma levels of the first luma range of the 
equalized luma distribution image are luma level 0 (i.e., the 
bottom) and luma level 2.5 (i.e., the top), the boundary luma 
levels of the second luma range of the equalized luma distri 
bution are luma level 2.5 (i.e., the bottom) and luma level 5 
(i.e., the top), the boundary luma levels of the third luma range 
of the equalized luma distribution are luma level 5 (i.e., the 
bottom) and luma level 10 (i.e., the top), and the boundary 
luma levels of the fourth luma range of the equalized luma 
distribution are luma level 10 (i.e., the bottom) and luma level 
20 (i.e., the top). 
0231. The process 2400 then calculates (at 2440) gain and 

lift operations to map luma levels of the identified luma range 
of the target image to the luma levels of the identified luma 
range of the equalized luma distribution based on the identi 
fied boundary luma levels of the target image and the equal 
ized luma distribution. In some embodiments, the gain and lift 
operations are represented by a linear equation. In some Such 
embodiments, the gain operation is expressed as the slope of 
the equation and the lift operation is expressed as the y-inter 
cept. The following is an example of Such an equation: 

equalized luma levelop - equalized luma leveloton t (1) 
X -- y luma level of target, -luma level of target 

where X is aluma level of the luma range of the target image, 
y is the corresponding luma level of the equalized luma dis 
tribution image to which luma level X is mapped, and b is the 
lift operation. The following equation is an example of apply 
ing the above equation (1) with respect to the first luma ranges 
illustrated in the third stage 1730 of FIG. 17. 

*''x + b = x + b (2) six + p = 5.x y = 

b = 2.5 (s = 0 = 2.5-5 (5)= 
y = W 

0232. In some embodiments, the linear equation does not 
directly map a luma level of the target image to a luma level 
of the equalized luma distributions. For instance, the linear 
equation determined for the first luma ranges of the third stage 
1730 of FIG. 17 maps luma level 1 of the target image to luma 
level 0.5 of the equalized luma distribution and maps luma 
level 3 of the target image to luma level 1.5 of the equalized 
luma distribution. 
0233. The following equation is an example of applying 
the above equation (1) with respect to the fourth luma ranges 
illustrated in the third stage 1730 of FIG. 17. 

b = 20-2(20) = -20 

y 

y = 1.6 x -20 

0234. In some embodiments, the gain and lift operations 
determined for aluma range are represented by a transforma 
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tion matrix that matches the contrast of the luma range of the 
target image to the contrast of the luma range of the equalized 
luma distribution. 
0235 Additionally, some embodiments apply a contrast 
matching factor to the gain and lift operations in order to 
control the matching of contrast of the target image. For 
example, Some embodiments apply the following equation to 
control the amount of contrast: 

luma level-luma level.(1-factor...)+(luma 
level factor.) 

which can also be expressed as 
luma level-luma level+factor.' (luma leve 
lane-luma level before) 

where luma level is the luma level before the gain and lift 
operations have been applied, factor is a contrast factor 
value that ranges from 0 to 1, luma level is the luma level 
after the gain and lift operations have been applied to the luma 
level, and luma level, is the adjusted luma level based 
on the contrast factor. Different embodiments may define 
different contrast matching factors (the mapping decreases as 
the value of factor decreases). For instance, some embodi 
ments may define a contrast matching factor of 0.82. Other 
embodiments may define other contrast matching factors as 
well. 
0236 Returning to FIG. 24, the process 2400 determines 
(at 2450) whether any luma range of the target image is left to 
process. When the process 2400 determines that there is a 
luma range of the target image to process, the process 2400 
returns to the operation 2410 to process any remaining luma 
ranges of the target image. Otherwise, the process 2400 ends. 
0237 2. Determining Black Balance and White Balance 
Operations 
0238. In addition to balance the contrast of the target 
image. Some embodiments also balance the colors of the 
target image. As described with respect to process 2000, some 
embodiments determine black balance and white balance 
operations to balance the colors of the target image. In some 
embodiments, gain and lift operations are applied to the target 
image before the target image is used to determine the black 
balance and white balance operations. That is, the distribution 
of the luma of pixels in the target image that is used in some 
Such embodiments matches an equalized luma distribution, 
and each of the luma ranges of the target image has the same 
range of luma levels as the corresponding luma range of the 
equalized luma distribution. 
0239 FIG. 25 conceptually illustrates a process 2500 of 
Some embodiments for determining Such black balance and 
white balance operations. As mentioned above, the process 
2500 is performed by the process 2000 of some embodiments 
(e.g., at the operation 2030). The process 2500 starts by 
identifying (at 2510) a luma range of the target image. In 
Some embodiments, the luma range is aluma range identified 
by the process 1600, which is previously described above by 
reference to FIG. 16. 
0240 Next, the process 2500 calculates (at 2520) average 
CbCr component values based on distributions of CbCr (i.e., 
chrominance) component values of pixels of the target image 
that have CbCr component values within aluma range of the 
target image. In some embodiments, the process 2500 deter 
mines a distribution of CbCr component values of pixels in 
the target image that have luma component values equal to the 
bottom luma level of the luma range and a distribution of 
CbCr component values of pixels in the target image that have 

Aug. 16, 2012 

luma component values equal to the top luma level of the 
luma range. The distribution of the bottom luma level is for 
determining the black balance operation. The distribution of 
the top luma level is for determining the white balance opera 
tion. 

0241 FIG. 26 illustrates two-dimensional CbCr planes 
2610 and 2620 that indicate example average CbCr compo 
nent values of the target image. In this example, the CbCr 
plane 2610 illustrates an average CbCr component value, 
indicated by a black dot, based on an example distribution 
(not shown) of pixels in the target image that have luma 
component values equal to the bottom luma level (i.e., luma 
level 0) of the first luma range of the target image shown in 
FIG. 21. The CbCr plane 2620 shows a CbCr component 
value, also indicated by a black dot, based on an example 
distribution (not shown) of pixels in the target image that have 
luma component values equal to the top luma level (i.e., luma 
level 2.5) of the first luma range of the target image illustrated 
in FIG. 21. 
0242 For this example, the horizontal axis of the CbCr 
plane 2610 represents different Cb component values (not 
shown) and the vertical axis of the CbCr plane 2610 repre 
sents different Cr component values (not shown). Different 
embodiments define the Cb and Cr components to each rep 
resent a different number of Cb and Cr component values. For 
example, some of these embodiments define the Cb and Cr 
components to each represent 256 possible Cb and Cr com 
ponent values (e.g., 0-255, -127 to 128, etc.), respectively. 
Other embodiments define the Cb and Crcomponents to each 
represent any number of possible Cb and Cr component val 
CS. 

0243 The process 2500 then identifies (at 2530) a set of 
defined CbCr component values. In some embodiments, the 
process 2500 identifies defined CbCr component values for 
the bottom luma level of the luma range and defined CbCr 
component values for the top luma level of the luma range. As 
mentioned above, the bottom luma level is for determining 
the black balance operation, and the top luma level is for 
determining the white balance operation. 
0244 Returning to FIG. 26, this figure further illustrates 
two-dimensional CbCr planes 2630 and 2640 that indicate 
example defined CbCr component values. As shown, CbCr 
planes 2630 and 2640 are similar to the CbCr planes 2610 and 
2620. That is, the horizontal axis of the CbCr planes 2620 and 
2640 represents different Cb component values (not shown) 
and the vertical axis of the CbCr planes 2630 and 2640 rep 
resents different Cr component values (not shown). The CbCr 
plane 2630 illustrates defined CbCr component values, indi 
cated by a black dot, of (0,0) for the bottom luma level (i.e., 
luma level 0) of the first luma range shown in FIG. 21. The 
CbCrplane 2640 shows defined CbCr component values, also 
indicated by a black dot, of (0,0) for the top luma level (i.e., 
luma level 2.5) of the first luma range illustrated in FIG. 21. 
0245. The process 2500 then determines (at 2540) black 
balance and white balance operations for balancing the colors 
of the target image based on the calculated average CbCr 
component values and the identified set of defined CbCr 
component values. In some embodiments, the black balance 
and white balance operations are represented by a shear trans 
formation for balancing the colors of the target image. In 
Some such embodiments, a shear transformation balances the 
colors of the target image by shifting the average CbCr com 
ponent value of the pixels in the target image that have luma 
component values equal to the bottom of the luma range of the 
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target image towards the defined CbCr component values for 
the bottom luma range. In addition, the shear transformation 
balances the colors of the target image by shifting the average 
CbCr component value of the pixels in the target image that 
have luma component values equal to the top of the luma 
range of the target image towards the defined CbCr compo 
nent values for the top luma range. 
0246 FIG. 27 illustrates an example of black balance and 
white balance operations that balance the colors of the target 
image based on a shear transformation. Specifically, this fig 
ure conceptually illustrates the CbCr planes 2610-2640 illus 
trated in FIG. 26 in a three-dimensional Y'CbCr color space. 
As shown on the left side of FIG. 27, the CbCr plane 2620 is 
illustrated at the top of a three-dimensional representation 
2710 of the colors in the first luma range of the target image. 
In addition, the CbCr plane 2610 is illustrated at the bottom of 
the three-dimensional representation 2710. The left side of 
FIG. 27 also shows the CbCr plane 2640 at the top of a 
three-dimensional representation 2720 of colors and the 
CbCr plane 2630 at the bottom of the three-dimensional rep 
resentation 2720. 

0247 The right side of FIG. 27 conceptually illustrates an 
example black balance and white balance operation that bal 
ance the colors of the target image to the defined colors for the 
first luma ranges illustrated in FIG. 21. In particular, the right 
side of FIG. 27 illustrates a shear transformation that is 
applied to the three-dimensional representation 2710 of the 
colors of the target image. As noted above, a three-dimen 
sional shear transformation, in some embodiments, maintains 
a fixed plane and shifts all planes parallel to the fixed plane by 
a distance proportional to their perpendicular distance from 
the fixed plane. As illustrated in this figure, a three-dimen 
sional shear transformation is applied to the three-dimen 
sional representation 2710 such that the average CbCr com 
ponent value of luma level 0 of the target image matches the 
defined CbCr component values for luma level 0 and the 
average CbCr component value of luma level 2.5 of the target 
image matches the defined CbCr component values for luma 
level 2.5. This matching is shown by the vertical dashed 
arrows indicating that the CbCr component values of the 
corresponding luma levels are the same. As shown, the shear 
transformation also shifts luma levels in between the top and 
bottom luma levels (luma levels between 0 and 2.5 in this 
example) of the first luma range accordingly. 
0248. In some embodiments, the black balance and white 
balance operations determined for a luma range are repre 
sented by a transformation matrix that matches the black 
balance of the luma range of the target image to the defined 
black balance for the corresponding luma range and matches 
the white balance of the luma range of the target image to the 
defined white balance for the corresponding luma range. For 
instance, the embodiments that use a shear transformation 
described above can represent the shear transformation by a 
transformation matrix that matches black balance and white 
balance of the target image to the defined black balance and 
defined white balance. 

0249. In addition, some embodiments apply a balance 
matching factor to the blackbalance and white balance opera 
tions in order to control the balancing of colors of the target 
image. For example, some embodiments apply the following 
equation to control the amount of balancing: 

CbCr-CbCr (1-factor)+ 
(CbCr factor) 

which can also be expressed as 
CiCi' CbCree+factor? (CbCre-CbCree) 
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where CbCr, is the CbCr component values before black 
balance and/or white balance operations have been applied, 
factor is a balance factor value that ranges from 0 to 1, 
CbCr is the CbCr component values after black balance 
and/or white balance operations have been applied to CbCr 

and CbCr, is the adjusted CbCr component values 
based on the balance factor. Different embodiments may 
define different balance matching factors (the balancing 
decreases as the value of factor decreases). For instance, 
Some embodiments may define a balance matching factor of 
0.65. Other embodiments may define other balance matching 
factors as well. 

(0250 Finally, the process 2500 determines (at 2550) 
whether any luma range of the target image is left to process. 
When the process 2500 determines that there is no luma range 
of the target image to process, the process 2500 ends. When 
the process 2500 determines that there is aluma range of the 
target image to process, the process 2500 returns to the opera 
tion 2510 to process any remaining luma ranges of the target 
image. Some embodiments use some or all of the calculations 
of the previously processed luma ranges when processing 
(e.g., determining the blackbalance and white balance opera 
tions) remaining luma ranges. For example, since the luma 
level at (or near) the top level of a particular luma range is the 
same or similar to aluma level at (or near) the bottom level of 
another adjacent luma range, some embodiments use the 
white balance operation (e.g., the calculated average CbCr 
component value) determined for the particularluma range as 
the black balance operation for the other luma range. 
0251 Referring to FIG. 21 as an example, some embodi 
ments might calculate an average CbCr component value 
based on pixels in the target image that have luma component 
values equal to 2.5. Since this luma level is at (or near) the top 
ofluma range 1 and at (or near) the bottom of luma range 2, 
Some embodiments use the calculated average CbCr compo 
nent value for luma level 2.5 as the white balance of luma 
range 1 and also as the black balance of luma range 2. 
0252. As mentioned, the process 2500 determines the 
black balance operation based on the distribution of CbCr 
component values of pixels that have luma component values 
equal to the bottom of aluma range and white balance opera 
tions based on the distribution of CbCr component values of 
pixels that have luma component values equal to the top of the 
luma range. However, in some embodiments, the black bal 
ance operation is determined based on the distribution of 
CbCr component values of pixels that have luma component 
values near the bottom of a luma range and white balance 
operations is determined based on based on the distribution of 
CbCr component values of pixels that have luma component 
values near the top of the luma range. 
0253 For instance, some embodiments determine such 
operations based on the distribution of CbCr component val 
ues of pixels that have luma component values within 2 luma 
levels of an end of a luma range. Referring to FIG. 21, such 
embodiments determine the white balance operation of the 
first luma range (and/or blackbalance operation of the second 
luma range) based on the distribution of CbCr component 
values of pixels that have luma component values in luma 
levels 1-4, the white balance operation of the second luma 
range (and/or blackbalance operation of the third luma range) 
based on the distribution of CbCr component values of pixels 
that have luma component values in luma levels 4-6, and the 
white balance operation of the third luma range (and/or black 
balance operation of the fourth luma range) based on the 
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distribution of CbCr component values of pixels that have 
luma component values in luma levels 9-11. 
0254 The process described above by reference to FIG.25 
determines black balance and white balance operations based 
on luma ranges determined by the process described by ref 
erence to FIG. 16. However, some embodiments of the pro 
cess 2500 may determine black balance and white balance 
operations based on different luma ranges of the target image. 
For example, the process 2500 may use luma ranges that are 
defined by the middle (e.g., midpoints) of the luma ranges 
defined by the processed described by reference to FIG. 16. 
FIG. 28 conceptually illustrates an example of such luma 
ranges. Specifically, FIG. 28 conceptually illustrates luma 
ranges of the target image that are defined by the middle of the 
luma ranges illustrated in FIG. 21. As shown, the middle of 
the first luma range of the target is luma level 1.25, the middle 
of the second luma range of the target image is luma level 
3.75, the middle of the third luma range of the target image is 
luma level 7.5, and the middle of the fourth luma range of the 
target image is luma level 15. Accordingly, in this example, 
the process 2500 is performed using five luma ranges 0-1.25, 
1.25-3.75, 3.75-7.5, 7.5-15, and 15-20. The process 2500 may 
employ different luma ranges in other embodiments as well. 
0255 While FIGS. 25 and 26 illustrate determining black 
balance and white balance operations based on CbCr compo 
nent values of pixels. Some embodiments determine Such 
operations based on other types of component values of the 
pixels that represent the pixels' colors. For instance, some 
such embodiments of the process 2500 determine black bal 
ance and white balance operations based on a hue component 
value while other such embodiments of the process 2500 
determine the operations based on red, green, and blue com 
ponent values. 
0256 3. Determining Saturation Operations 
0257. As mentioned above, some embodiments determine 
saturation operations to balance the saturation of the target 
image. As described with respect to process 2000, gain and 
lift operations and black balance and white balance opera 
tions are applied to the target image before it is used to 
determine the Saturation operations in some embodiments. 
Thus, at this point, each of the luma ranges of the target image 
has the same range of luma levels as the corresponding luma 
range of the source image. 
0258 FIG. 29 conceptually illustrates a process 2900 of 
Some embodiments for determining saturation operations. As 
noted above, the process 2900 is performed by the process 
2000 of some embodiments (e.g., at the operation 2050). The 
process 2900 begins by identifying (at 2910) aluma range of 
the target image. In some embodiments, the luma range is a 
luma range identified by the process 1600, as described above 
by reference to FIG. 16. 
0259. The process 2900 then determines (at 2920) the 
distribution of saturation values of pixels in the target image 
(to which the determined gain and lift operations and the 
determined black balance and white balance operations have 
been applied) that have luma component values that are 
within aluma range of the target image (i.e., a luma range of 
the equalized luma distribution). FIG. 30 illustrates histo 
grams 3010 and 3020 of example distributions of saturation 
values. Specifically, this figure illustrates the histogram 3010 
of an example distribution of saturation component values of 
pixels in the target image that have luma component values 
within the luma range. For this example, the horizontal axis of 
the histogram 3010 represents different saturation component 
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values. Different embodiments define the saturation compo 
nent value of an image to represent a different number of 
saturation component values. For example, Some of these 
embodiments define the saturation component to represent 
256 possible saturation component values (e.g., 0-255, -127 
to 128, etc.). Other embodiments define the saturation com 
ponent to represent any number of possible saturation com 
ponent values. Furthermore, the vertical axis of the histogram 
3010 represents the number of pixels in the target image that 
have a particular saturation component value. 
0260 Next, the process 2900 calculates (at 2930) the satu 
ration component value associated with a predefined percen 
tile of the distribution of the saturation component values 
determined at operation 2920. In some embodiments, the 
predefined percentile is ninety percent. However, other 
embodiments can define the predefined percentile to be any 
number of different percentiles (e.g., seventy percent, eighty 
percent, ninety-five percent, etc.). 
0261 Continuing with the example illustrated in FIG.30, 
the calculated predefined percentile of the distribution of 
saturation component values is indicated in the histogram 
3010. For this example, the predefined percentile is ninety 
percent. As such, ninety percent of the pixels in the target 
image have saturation component values that are less than or 
equal to the Saturation component value (not shown) indi 
cated in the histogram 3010. 
0262 The process 2900 then determines (at 2940) the 
distribution of saturation values of pixels in the original target 
image that have luma component values that are within the 
corresponding luma range of the original target image. Refer 
ring to FIG. 30, this figure further illustrates the histogram 
3030 of an example distribution of saturation component 
values of pixels in the original target image that have luma 
component values within the corresponding luma range. 
Similar to the histogram 3010, the horizontal axis of the 
histogram 3030 represents different saturation component 
values, and the vertical axis of the histogram 3030 represents 
the number of pixels in the original target image that have a 
particular Saturation component value. 
0263. Next, the process 2900 calculates (at 2950) the satu 
ration component value associated with the predefined per 
centile of the distribution of the saturation component values 
determined at operation 2930. Continuing with the example 
illustrated in FIG. 30, the calculated predefined percentile of 
the distribution of saturation component values is indicated in 
the histogram 3020. As noted above, the predefined percentile 
is ninety percent in this example. Thus, ninety percent of the 
pixels in the original target image have Saturation component 
values that are less than or equal to the Saturation component 
value (not shown) indicated in the histogram 3030. 
0264. The process 2900 then determines (at 2960) the 
saturation operations for matching the Saturation of the target 
image to the saturation of the original target image based on 
the calculated Saturation component values of the predefined 
percentiles. In some embodiments, the saturation operations 
match the Saturation of the target image to the Saturation of 
the original target image by adjusting the Saturation compo 
nent values of pixels in the target image that have luma 
component values within the luma range by an amount Such 
that the Saturation component value associated with the pre 
defined percentile of the distribution of the saturation com 
ponent values of pixels in the target image matches the satu 
ration component value associated with the predefined 
percentile of the distribution of the saturation component 
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values of pixels in the original target image. In addition, some 
embodiments represent the Saturation operations determined 
for a luma range using a transformation matrix that matches 
the Saturation of the luma range of the target image to the 
saturation of the luma range of the original target image. 
0265 Referring back to FIG. 30, this figure further illus 
trates an example of Saturation operations that match the 
saturation of pixels in aluma range of the target image to the 
saturation of pixels in the luma range of the original target 
image. In particular, FIG. 30 illustrates increasing the Satura 
tion of pixels of a luma range of a target image to match the 
saturation component value associated with the ninety per 
centile of the target image to the saturation component value 
associated with the ninety percentile of the original target 
image, as indicated by an arrow in the histogram 3020. 
0266 Some embodiments apply a saturation matching 
factor to the Saturation operations in order to control the 
matching of saturation of the target image. For instance, some 
embodiments apply the following equation to control the 
amount of Saturation: 

Saturation=Saturation (1-factor.)+ 
(Saturation factor.) 

which can also be expressed as 
Saturation=Saturation+factor.' (Saturation 
a?-Saturation efore) 

where Saturation is the saturation component value 
before saturation operations have been applied, factor is a 
saturation factor value that ranges from 0 to 1, Saturation. 
is the Saturation component value after saturation operations 
have been applied to Saturation, and Saturation, is the 
adjusted Saturation component value based on the Saturation 
factor. Different embodiments may define different saturation 
matching factors (the Saturation decreases as the value of 
factor, decreases). For instance, some embodiments may 
define a balance matching factor of 0.36. Other embodiments 
may define other balance matching factors as well. 
0267 Finally, the process 2900 determines (at 2970) 
whether any luma range of the target image is left to process. 
When the process 2900 determines that there is a luma range 
of the target image to process, the process 2900 returns to the 
operation 2910 to process any remaining luma ranges of the 
target image. Otherwise; the process 2900 ends. 
0268. As explained above by reference to FIG. 29, the 
process matches the saturation of the target image to the 
saturation of the original target image. In some cases, the 
application of the determined gain and lift operations and the 
determined black balance and white balance operations to the 
target image may alter the Saturation of the target image (e.g., 
decrease the Saturation of the target image). Therefore, in 
order to preserve the Saturation of the original target image, 
the saturation of the target image (to which the determined 
gain and lift operations and the determined black balance and 
white balance operations have been applied) to the Saturation 
of the original target image. 
0269 iii. Blending of Transforms 
0270. To reduce or eliminate sharp transitions among 
transforms of luma levels near the border of luma ranges, 
some embodiments blend transforms in order to smooth out 
these sharp transitions. As described with respect to the pro 
cess 1400, some embodiments perform a blending operation 
on transforms after the transforms are determined. FIG. 31 
conceptually illustrates a process 3100 of some embodiments 
for blending transforms. As described above, the process 
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3100 is performed by the process 1400 of some embodiment 
(e.g., at the operation 1450). The process 3100 will be 
described by reference to FIG. 32, which illustrates an 
example of blending a transform associated with aluma level 
of the target image. In this example, a transformation matrix 
is associated with each luma level, similar to the example 
described above by reference to FIG. 23. As shown, transfor 
mation matrix 3210 is associated with luma level 11, trans 
formation matrix 3220 is associated with luma level 12, and 
transformation matrix 3230 is associated with luma level 13. 
Furthermore. 3x4 transformation matrices are used to repre 
sent the transforms in this example, as shown in FIG. 32. 
(0271 The process 3100 begins by identifying (at 3110) a 
luma level of the target image. Referring to FIG. 32, luma 
level 12 of the target image is the luma level identified for this 
example. Since luma level 12 and luma level 13 are each part 
of different luma ranges, in some embodiments, the transfor 
mation matrices are also different and, thus, include different 
values. In addition, the transformation matrix 3210 associ 
ated with luma level 11 might include different values than 
the values of the transformation matrix 3220 associated with 
luma level 12. For instance, the transformation matrix 3210 
associated with luma level 11 might have been previously 
blended (e.g., with the transformation matrices associated 
with luma level 10 and luma level 12). 
(0272. Next, the process 3100 identifies (at 3120) matrix 
associated with the identified luma level and the transforma 
tion matrices associated with neighboring luma levels. In this 
example, the neighboring luma levels are luma level 11 and 
luma level 13. As shown, the 3x4 transformation matrix 3210 
associated with luma level 11 includes the values A1-A12, the 
3x4 transformation matrix 3220 associated with luma level 
12 includes the values B1-B12, and the 3x4 transformation 
matrix 3230 associated with luma level 13 includes the values 
C1-C12. 

(0273. The process 3100 then calculates (at 3130) the aver 
age of the values of the identified matrices. Referring to FIG. 
32, the average of the values of the identified matrices are 
calculated by adding the corresponding values of each matrix 
and dividing by the number of matrices (three in this 
example). For instance, the blended transformation matrix 
3240 illustrates that the average value of the values in the first 
column and first row of the transformation matrices is 
A1+B1+C1/3. As shown, the average values of the other 
values in the transformation matrices are calculated in a simi 
lar manner for the blended transformation matrix 3240. 
0274. After calculating the average values of the identified 
matrices, the process 3100 associates (at 3140) the calculated 
average values with the transformation matrix associated 
with the identified luma level. For the example illustrated by 
FIG. 32, the calculated average values are associated with the 
blended transformation matrix 3240, which is associated with 
luma level 12. As such, the calculated average values are now 
the values of the transformation matrix associated with luma 
level 12. 
(0275 Finally, the process 3100 determines (at 3150) 
whether any luma range of the target image is left to process. 
When the process 3100 determines that there is a luma range 
to process, the process 3100 returns to the operation 3110 to 
process any remaining luma ranges. Otherwise, the process 
3100 ends. 
0276 By averaging the values of the transformation 
matrix of aluma level with the transformation matrices of the 
luma level's neighboring luma levels, any sharp transitions 
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(e.g., near the borders of luma ranges) among the transforma 
tion matrices is reduced by Smoothing out the values of the 
transformation matrices. Further, Some embodiments repeat 
the process 3100 a predefined number of times to smooth the 
transitions among the transformation matrices even further. 
For instance, Some of these embodiments repeat the process 
3100 a predefined 32 times. The predefined number of times 
to repeat the process 3100 can be defined as any number in 
other embodiments. 
(0277. While the example illustrated by FIG. 32 and 
described with respect to the process 3100 shows averaging 
the values of the transformation matrix of the identified luma 
level with the transformation matrices of the luma levels 
immediately neighboring the identified luma level, different 
embodiments average the values of the transformation matrix 
of the identified luma level with the transformation matrices 
of a different number of neighboring luma levels. For 
instance, some embodiment average the values of the trans 
formation matrix of the identified luma level with the trans 
formation matrices of luma levels within two neighbors on 
each side of the identified luma level. Referring to FIG. 32. 
Some Such embodiments would average the values of the 
transformation matrix of luma level 12 with the transforma 
tion matrices of luma levels 10, 11, 13, and 14. 
0278. Furthermore, some embodiments might not perform 
the operations 3110-3140 for each luma level of the target 
image. Instead, some embodiments perform the operations 
3110-3140 for a number of luma levels near the border of 
adjacent luma ranges. For instance, some such embodiments 
perform the operations 3110-3140 for luma levels immedi 
ately adjacent to a border of adjacent luma ranges. Referring 
to FIG.32 as an example, these embodiments would perform 
the operations 3110-3140 for luma levels 6, 7, 9, 10, 12, and 
13. Other embodiments perform the operations 3110-3140 
for luma levels within a defined number of luma levels (e.g., 
2, 3, 4) from the border of adjacent luma ranges. For instance, 
in embodiments where the luma component is defined to 
represent 256 different luma levels (e.g., 0-255), these 
embodiments would blend the transformation matrix associ 
ated with a particular level with the transformation matrixes 
of 4 neighboring luma levels (e.g., 2 below and 2 above the 
particular luma level). In such cases, the transformation 
matrix associated with the particular luma level would not 
blend with transformation matrices associated with lumalev 
els across multiple luma ranges as might be the case in the 
example illustrated in FIG. 32. 
0279 B. Balancing Colors of Images 
0280. As described with respect to the process 1300, some 
embodiments apply transforms to the target image after the 
transforms for balancing the colors of the target image are 
determined. FIG. 33 conceptually illustrates a process 3300 
of some such embodiments for applying transforms to a target 
image to balance the colors of the target image. As mentioned 
above, the process 3300 is performed by the process 1300 of 
some embodiment (e.g., at the operation 1340). The process 
3300 starts by identifying (at 3310) a pixel in the target image. 
(0281. Next, the process 3300 determines (at 3320) the 
luma component value of the identified pixel. As mentioned 
above, for an image defined in a Y'CbCr color space, some 
embodiments represent the brightness of pixels in an image 
using aluma (Y) component value (and chrominance values 
for representing the pixel’s chrominance). In Such embodi 
ments, the luma component value of the identified pixel is 
already determined. However, for an image defined in other 
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color spaces, such as an RGB color space. Some embodiments 
apply a transform to determine the luma component value of 
a pixel in the image. In other embodiments, the image is 
converted to a color space that uses aluma component value 
(e.g.; a Y'CbCr color space) before starting the process 3300. 
(0282. The process 3300 then identifies (at 3330) the trans 
formation matrix associated with the determined luma com 
ponent value. As described above by reference to FIG. 23, a 
transformation matrix is associated with each luma level of 
the target image in some embodiments. 
0283. After identifying the transformation matrix, the pro 
cess 3300 applies (at 3340) the transformation matrix to the 
identified pixel to modify its color and brightness based on the 
transformation matrix. FIG. 34 illustrates an example of 
determining new values for a pixel of a target image. For this 
example, the pixels of the target image are defined in an RGB 
color space. As such, each pixel in the target image includes 
a red component value, a blue component value, and a green 
component value, as mentioned above. As shown, the trans 
formation matrix in this example is a 3x4 transformation 
matrix. The transformation matrix and a 4x1 matrix that 
includes the red, green, and blue component values of the 
pixel and a constant, K, are multiplied. In some embodiments, 
K is defined as 1. In other embodiments, K is defined as 
another value (e.g., -1, 0, etc.). In addition, the calculation of 
the new value of each of the red, green, and blue components 
is also shown in FIG. 34. 
(0284 Finally, the process 3300 determines (at 3350) 
whether any pixel in the target image is left to process. When 
the process 3300 determines that there is a pixel in the target 
image left to process, the process 3300 returns to the opera 
tion 3310 to process any remaining pixels in the target image. 
When the process 3300 determines that there is not a pixel in 
the target image left to process, the process 3300 ends. At this 
point, the colors of the target image are matched to the colors 
of the Source image. 
(0285 While FIG. 33 illustrates a process for applying 
transforms to a target image to balance the colors of the target 
image. Some embodiments may apply the transforms deter 
mined for the target image to the remaining images of the 
Video clip of which the target image is a part. However, in 
Some embodiments, each image or frame in the video clip is 
balanced individually. For example, in Such embodiments, 
the process 1300 is performed on each image in the video clip. 

II. Color Match 

0286 As noted above, some embodiments of the invention 
provide a novel color matching tool for a media-editing appli 
cation. The color matching tool automatically matches colors 
of an image (e.g., target image or destination image) or video 
clip to colors of another image (e.g., source image or refer 
ence image) or video clip. In some embodiments, the color 
matching tool matches the colors of a target image to the 
colors of a source image by modifying the color attributes of 
pixels in the target image so that the colors of the target image 
appear the same or similar to the colors of the Source image. 
The image that is matched (modified) will be referred to 
below as the target image and the image to which the target 
image is matched will be referred to below as the source 
image. In some embodiments, the target image and the Source 
image may each be a still image, an image (e.g., frame or 
field) in a video, or any other type of image. 
0287. An image in some embodiments is an array of pixels 
(e.g., 800x600 pixels, 1024x768 pixels, 1600x1200 pixels). 
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Each pixel represents a portion of the image and includes the 
color and brightness information for Such portion of the 
image. Different embodiments represent the color and bright 
ness information of pixels in an image differently for different 
color spaces. For instance, for an image defined in an RGB 
color space, the pixels' color and brightness information are 
represented by a red component value, a green component 
value, and a blue component value in Some embodiments. In 
other embodiments, the color and brightness of pixels of an 
image defined in a Y'CbCr color space are represented using 
a luma (Y) component value for brightness and a blue-dif 
ference (Cb) component value and a red-difference (Cr) com 
ponent value for chrominance (i.e., color). In some embodi 
ments, the luma component is the weighted Sum of the 
nonlinear gamma compressed R'G'B' components. In some of 
these embodiments, R'G'B' is gamma corrected red, green, 
and blue components. Other ways of representing the pixels 
color and brightness are possible for images defined in other 
color spaces. A video clip is a sequence of images (e.g., 
frames) in some embodiments. 
0288 FIG. 35 conceptually illustrates a graphical user 
interface (GUI) 3500 of a media-editing application of some 
embodiments that provides such a color matching tool. Spe 
cifically, FIG. 35 illustrates the GUI 3500 at four different 
stages 3510-3540 of a color matching operation of the color 
matching tool that matches the colors of a target image to the 
colors of a source image. 
0289. As shown in FIG.35, the GUI 3500 includes a media 
library 3550, a preview display area 3555, and a compositing 
display area 3560. The preview display area 3555 displays a 
preview of a composite presentation that the application cre 
ates by compositing several media clips (e.g., video clips, 
audio clips, audio and video clips, still images, etc.). 
0290. The media library 3550 (also referred to as an “orga 
nizer display area') is an area in the GUI 3500 through which 
a user of the application can select media clips to add to a 
presentation that the user is compositing with the media 
editing application. In addition, the media library 3550 of 
Some embodiments can be used for other purposes, such as 
organizing media clips, compositing media clips, etc. The 
media clips in the media library 3550 are represented as 
thumbnails that can be selected and added to the compositing 
display area 3560 (e.g., through a cursor operation or a menu 
selection operation). The media clips in the media library 
3550 may also be represented as a list, a set of icons, or any 
form of representation that allows a user to view and select the 
various media clips in the media library 3550. In some 
embodiments, the media library 3550 may include audio 
clips, video clips, audio and video clips, text overlays, pic 
tures, sequences of media clips, and other types of media 
clips. 
0291. The compositing display area 3560 provides a 
visual representation of the composite presentation being 
created by the user. Specifically, it displays one or more 
geometric shapes that each represents one or more media 
clips that are part of the composite presentation. In some 
embodiments, the compositing display area 3560 specifies a 
description of a composite presentation (also referred to as a 
“composite media presentation' or a "composite representa 
tion'). 
0292. As shown in FIG. 35, the compositing display area 
3560 includes a central compositing lane 3565 and a user 
selectable user interface (UI) item 3570. The central compos 
iting lane 3565 spans a timeline and displays a graphical 
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representation of the composite presentation by displaying 
thumbnail representations of media clips that form the com 
posite presentation. One or more media clips can be placed on 
the central compositing lane 3565. 
0293. The user selectable UI item 3570 is a conceptual 
illustration of one or more UI items that allows the color 
matching tool to be invoked (e.g., by a cursor operation Such 
as clicking a mouse, tapping a touchpad, or touching the UI 
item on a touchscreen). Different embodiments implement 
the UI item 3570 differently. Some embodiments implement 
the UI item 3570 as a UI button while other embodiments 
implement the UI item 3570 as a menu selection command 
that can be selected through a pull-down, drop-down, or pop 
up menu. Still other embodiments implement the UI item 
3570 as a keyboard command that can be invoked through one 
or more keystrokes or a series of keystrokes. Yet other 
embodiments allow the user to invoker the color matching 
tool through two or more of such UI implementations or other 
UI implementations. 
0294 The operation of the GUI 3500 will now be 
described by reference to the four different stages 3510-3540 
that are illustrated in FIG. 35. The first stage 3510 illustrates 
that a user has selected media clip 3575 in the compositing 
display area 3560 using a cursor (e.g., by clicking a mouse 
button, tapping a touchpad, or touching a touchscreen). The 
selection is illustrated by a bolding of the border of the media 
clip 3575. In this example, the user selects the media clip 
3575 as the media clip that the user wants to modify (e.g., the 
target media clip). As shown, the thumbnail representation of 
the media clip 3575 shows an image of a house, a fence, and 
a sun in the sky. For this example, the media clip 3575 is a still 
image. However, the media clip 3575 can be any other type of 
media clip, as mentioned above. 
0295) The first stage 3510 also illustrates the image of the 
media clip 3575 displayed in the preview display area 3555. 
In some embodiments, the media-editing application displays 
the image of the media clip 3575 in the preview display area 
3555 when the media-editing application receives the selec 
tion of the media clip 3575 from the user. 
0296. The second stage 3520 shows that the user has 
selected the user selectable UI item 3570 (e.g., by clicking a 
mouse button, tapping a touchpad, or touching the media clip 
3575 on a touchscreen) to activate the color matching tool. 
The second stage 3520 illustrates this activation by changing 
the appearance of the UI item 3570. After the user has acti 
vated the color matching tool, the user can select another 
media clip (e.g., a source media clip) to which the user wishes 
to match the media clip 3575. In some embodiments, after the 
user has activated the color matching tool, the media-editing 
application provides another user selectable UI item (e.g., a 
“Cancel button) for deactivating the color matching tool. 
The user can select this UI item in order to deactivate the color 
matching tool without applying a color matching operation to 
the media clip 3575. In some cases where the user selects this 
UI item to deactivate the color matching tool, the media 
editing application returns to the state illustrated in the first 
stage 3510 (without the media clip 3575 selected and bolded 
in some embodiments). 
0297. The third stage 3530 illustrates that the user has 
selected media clip 3580 displayed in the media library 3550 
using the cursor (e.g., by clicking a mouse button, tapping a 
touchpad, or touching the media clip 3580 displayed on a 
touchscreen). The selection of the media clip 3580 is indi 
cated by a bolding of the border of the media clip 3580. 
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Similar to the media clip 3575, the media clip 3580 is a still 
image in this example, but the media clip 3580 may be any 
other type of media clip. As shown, the thumbnail represen 
tation of the media clip 3580 shows a dark image as indicated 
by a gray cast in the thumbnail. As mentioned above, after the 
color matching tool is activated, the user selects another 
media clip to which the user wants to match the media clip 
3575. In this example, the user has selected media clip 3580 
as the media clip to which the user wants to match the media 
clip 3575. 
0298. The third stage 3530 also shows that the text of the 
UI item 3570 has changed. As shown, the text of the UI item 
3570 has changed from “Match” to “Done". The media 
editing application of some embodiments modifies the text of 
the UI item 3570 from “Match” to “Done” and displays the 
modified UI item 3570 when the media-editing application 
receives the Selection of UI item 3570 as described above in 
the second stage 3520. After the user has selected a media clip 
to which the user wishes to match the media clip 3575, the 
user can select the modified UI item 3570 to invoke a color 
matching operation that matches the colors of the media clip 
3575 to the colors of the selected media clip. 
0299. As noted above, the media clip 3580 is a still image 
in the example illustrated in FIG. 35. In cases where the user 
wants to select an image from a video clip to which the user 
wishes to match the media clip 3575, some embodiments of 
the color matching tool allow the user to identify a frame in 
the video clip using a playhead indicator (also referred to as a 
scrubberbar) and to selectanidentified frame in the video clip 
using a cursor control operation (e.g., clicking a mouse but 
ton, tapping a trackpad, or touching a touchscreen). In some 
embodiments, the user might want to match the colors of a 
frame in a video clip to the colors of another frame in the same 
video clip. Some such embodiments provide the user with the 
same method noted above for identifying (i.e., using a play 
head indicator) and selecting the frames in a video clip. 
0300. The fourth stage 3540 illustrates that the user has 
selected the modified UI item3570 to invoke a color matching 
operation that matches the colors of the media clip 3575 to the 
colors of the media clip 3580. The fourth stage 3540 illus 
trates the selection of the modified UI item 3570 by changing 
the appearance of the UI item 3570. As shown at the stage 
3540, the color matching tool has modified the colors of the 
media clip 3575 to match the colors of the media clip 3580 as 
indicated by the similar gray cast shown in the thumbnail 
representation of the media clip 3575. In addition, the fourth 
stage 3540 shows a preview of the modified media clip 3575 
displayed in the preview display area 3555. The media-edit 
ing application of some embodiments displays the preview of 
the modified media clip 3575 in the preview display area 3555 
when the media-editing application receives the selection of 
the modified UI item 3570. 

0301 After the color matching tool completes the color 
matching operation, the media editing application of some 
embodiments removes the bolding of the border of the media 
clips 3575 and 3580 that were used in the color matching 
operation, as shown in the fourth stage 3540. Furthermore, 
Some embodiments of the media-editing application deacti 
vate the color matching tool after the color matching tool 
completes the color matching operation by changing the text 
of the modified UI item 3570 from “Done' back to “Match. 
0302 Some embodiments of the media-editing applica 
tion provide a preview of a color matching operation applied 
to the target media clip before invoking the color matching 
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operation to modify the target media clip. In this manner, the 
user can see how the target media clip would look with the 
color matching operation applied without actually applying 
the color matching operation to the target media clip. How 
ever, some embodiments apply the color matching operation 
to the target media clip when providing a preview of the color 
matching operation applied to the target media clip. The color 
matching operation might be applied to the thumbnail repre 
sentation of the target media clip in Some embodiments in 
order to save processing power when creating a preview. This 
allows the user to quickly browse through different media 
clips to select a source media clip to which the user wants to 
match the target media clip. 
(0303 Different embodiments provide the preview of the 
color matching operation applied to the target media clip 
differently. For example, some embodiments of the media 
editing application provide the preview in the preview display 
area 3555. In such embodiments, the media-editing applica 
tion displays the preview of the target media clip with the 
color matching operation applied to it when the user selects a 
Source media clip to which the user wishes to match the target 
image (e.g., in the third stage 3530). Each time the user selects 
a media clip in the media library 3550 or the compositing 
display area 3560, the media-editing application of these 
embodiments generates a preview of the target media clip 
with the color matching operation applied to it based on the 
selected Source media clip. As another example, some 
embodiments of the media-editing application provide a sec 
ond preview display area for displaying the preview when the 
color matching tool is activated (e.g., in the second stage 
3520). In some such embodiments, the second preview dis 
play area may be part of a picture-in-picture arrangement with 
the preview display area 3555 (e.g., as the main picture or as 
the inset picture) while, in other such embodiments, the sec 
ond preview display area is a display area separate from the 
preview display area 3555. 
(0304 FIG. 35 illustrates one arrangement of a GUI of a 
media-editing application. However, different embodiments 
of the media-editing application can be arranged any number 
of different ways. For example, in some embodiments, the 
media library 3550 may be located on the right side of the 
GUI 3500, the preview display area 3555 may be located on 
the left side of the GUI 3500, and the compositing display 
area 3560 may be located near the top region of the GUI 3500. 
In addition, some embodiments allow the user to move these 
display areas around the GUI 3500. The GUI of a media 
editing application of some embodiments can include addi 
tional and/or other UI elements than those illustrated in FIG. 
35. For instance, some embodiments may provide a menu tool 
bar, user selectable UI items to resize the GUI 35 and/or 
display areas 3550-3560, other display areas, etc. 
(0305 As described above, FIG. 35 illustrates one way a 
user of the color matching tool of some embodiments may 
invoke a color matching operation. Some embodiments of the 
color matching tool allow the user to invoke the color match 
ing operation by first selecting two media clips and then 
selecting the UI item 3570 to match the colors of one of the 
selected media clips with the colors of the other selected 
media clips. Conversely, Some embodiments of the color 
matching tool allow the user to invoke the color matching 
operation by first selecting the UI item 3570 and then select 
ing two media clips to match the colors of one of the selected 
media clips with the colors of the other selected media clip. 
The color matching tool of some embodiments allows the 
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user to invoke the color matching operation using any com 
bination of different methods described above. 

(0306 The stages 3510-3540 of FIG. 35 show the user 
selecting various UI elements in the GUI 3500 using a cursor. 
However, other embodiments provide other ways of selecting 
UI elements. For example, some embodiments of the media 
editing application allow the user to select UI elements by 
touching the UI elements that are displayed on a touchscreen. 
As another example, the media-editing application of some 
embodiments allows user to select the UI elements through a 
keyboard command (e.g., a keystroke, a combination of key 
strokes, or a series of keystrokes, etc.). In some embodiments, 
the media-editing application allows the user select the UI 
elements through a command included in a menu (e.g., a 
drop-down menu, a pull-down menu, a pop-up menu, etc.) 
Other ways of selecting the various UI elements of the GUI 
3500 are possible. 
0307 While the example illustrated in FIG. 35 shows a 
particular sequence of operations for a color matching opera 
tion, other sequences of operations are possible. For instance, 
after the user has activated the color matching tool in the 
second stage 3520, the user may select any number of differ 
ent media clips in the media library 3550 and the compositing 
display area 3560 in order to find a media clip (e.g., a source 
media clip) to which the user wishes to match the media clip 
3575 (e.g., a target media clip). The media clip that the user 
most recently selected before selecting the modified UI item 
3570 is the media clip to which the media clip 3575 will be 
matched. 
0308. The following FIG. 36 conceptually illustrates a 
software architecture 3600 of a color matching tool of some 
embodiments. As shown, FIG. 36 illustrates the software 
architecture 3600 at three different hierarchical levels. The 
top level of the software architecture 3600 includes a color 
matcher 3610. As illustrated at the top level, the color matcher 
3610 receives a target image (or a frame from a video clip) 
and a source image (or a frame from a video clip). In some 
embodiments, the color matcher 3610 receives the images 
from a media-editing application or any other application that 
provides the color matching tool. The color matcher 3610 
analyzes the attributes (e.g., contrast, Saturation, luminance, 
luma, hue, etc.) of each of the received images. In some 
embodiments, the color matcher 3610 converts the color 
space of the received images (e.g., from RGB to Y'CbCr) 
before analyzing their attributes. 
0309 Based on the analyses of the images, the color 
matcher 3610 of some embodiments modifies the target 
image (as indicated by the “Target notation) so that the 
colors of the target image match the colors of the Source 
image. Instead of modifying the target image, some embodi 
ments of the color matcher 3610 generate a version of the 
target image with the colors that match the colors of the 
Source image. This leaves an unmodified copy of the target 
image as well as the modified version with the colors matched 
to the colors of the source image. In some embodiments, the 
color matcher 3610 outputs the color matched target image 
(e.g., to a preview display area of a GUI). 
0310. The middle level of the software architecture 3600 
illustrates the modules that are included in the color matcher 
3610 of some embodiments. As shown at this level by dashed 
brackets, the color matcher 3610 includes a transform gen 
erator 3620 and a color transform engine 3630. The transform 
generator 3620 receives the target image and the Source image 
as input. In some embodiments, the transform generator 3620 
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analyzes the attributes of the target image and the Source 
image in order to determine and generate transforms that 
match the colors of the target image to the colors of the Source 
image. The transform generator 3620 then sends the gener 
ated transforms to the color transform engine 3630. 
0311. As shown at the middle level of the software archi 
tecture 3600, the color transform engine 3630 receives as 
input the target image and receives from the transform gen 
erator 3620 the transforms generated by the transform gen 
erator 3620. As mentioned, the generated transforms are for 
matching the colors of the target image to the colors of the 
source image. The color transform engine 3630 of some 
embodiments applies the transforms to the target image so 
that the colors of the target image match the colors in the 
Source image. In some embodiments, the color transform 
engine 3630 applies the transforms to an unmodified version 
(e.g., a copy) of the target image (since the transform genera 
tor 3620 of some embodiments modifies the target image in 
order to determine Some transforms). After applying the 
transforms to the target image (or a copy of the target image), 
some embodiments of the color transform engine 3630 output 
the modified target image (e.g., to a preview display area of a 
GUI). 
0312. At the bottom level of the software architecture 
3600, FIG. 36 illustrates the modules that are included in the 
transform generator 3620 of some embodiments. As shown at 
this level by dashed brackets, the transform generator 3620 
includes a luma matcher 3640, a hue matcher 3650, and a 
saturation matcher 3660. Each of the modules 3640-3660 
determines different transforms for matching different 
attributes of the target image to the attributes of the source 
image. 
0313 As shown, the bottom level also illustrates concep 
tual representations of the color values (e.g., pixel values) of 
an example target image and an example source image in a 
three-dimensional color space. In particular, the bottom level 
of FIG. 36 illustrates the conceptual effects that the trans 
forms determined by each of the modules 3640-3660 have on 
the representations of the colors of the target image in an HSL 
color space (also referred to as a HLS color space), which is 
a hue, saturation, and luma (or lightness in Some embodi 
ments) color space in this example. In the HSL color space, 
the angle around a central vertical axis represents different 
hues, the distance from the central vertical axis represents 
different saturation levels, and the distance along the central 
vertical axis represents different levels of luma. 
0314 While these conceptual representations are shown 
as contiguous cylinders, one of ordinary skill in will recog 
nize that the pixel values of an image are actually a set of 
discrete pixel values that may occupy an arbitrary set of points 
in a color space (e.g., the HSL color space shown in this 
example). Transforms applied by the color matching tool of 
some embodiments will affect each pixel value separately. In 
Some embodiments, the pixel values of a particular pixel are 
the color values assigned to the pixel in a particular color 
space (e.g., the hue, Saturation, and luma values). In addition, 
although the conceptual representations illustrated in FIG.36 
represent the color values of pixels in the images, the concep 
tual representations could instead represent the color values 
of pixels in the images having luma values within a particular 
range of luma levels. Some embodiments apply particular 
transforms to the pixels of an image that have luma values in 
a particular range of luma levels in order to modify the pixel 
values of those pixels. 
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0315. As illustrated in FIG. 36, the luma matcher 3640 
receives the target image and the source image as input. As 
shown, a short and thin cylinder is shown for a color space 
representation 3670 of the pixel values of the target image in 
the HSL color space and a tall and thick cylinder 3680 with 
the bottom portion of the cylinder shifted towards the right is 
shown for a color space representation 3680 of the pixel 
values of the source image. In some embodiments, the luma 
matcher 3640 determines transforms for matching the luma 
(e.g., contrast) of the target image to the luma of the Source 
image. 
0316. As mentioned above, the distance along the central 
Vertical axis of the three-dimensional color space represents 
different levels of luma. Therefore, in this example, the luma 
matcher 3640 determines transforms that match the range of 
luma levels of the pixel values of the target image to the range 
of luma levels of the pixel values of the source image. The 
effect of these transforms is conceptually illustrated by the 
vertical stretching of the color space representation 3670 of 
the colors of the target image to match the vertical length of 
the color space representation 3680 of the colors of the source 
image. In some embodiments, the luma matcher 3640 applies 
the determined transform to the target image and then sends 
the modified target image to the hue matcher 3650. 
0317. The hue matcher 3650 receives from the luma 
matcher 3640 the target image to which transforms deter 
mined by the luma matcher 3640 have been applied. The hue 
matcher 3650 also receives as input the source image. The hue 
matcher 3650 of some embodiments determines transforms 
for matching the hues (e.g., colors) of the target image to the 
hues (e.g., colors) of the Source image. In some Such embodi 
ments, the transforms are shear transformations that shift the 
pixel values of the target image toward the pixel values of the 
Source image. In some embodiments, a two-dimensional 
shear transformation maintains a fixed axis and shifts all 
points parallel to the fixed axis by a distance proportional to 
their perpendicular distance from the fixed axis and a three 
dimensional shear transformation maintains a fixed plane and 
shifts all planes parallel to the fixed plane by a distance 
proportional to their perpendicular distance from the fixed 
plane. 
0318. The angle around the central vertical axis of the HSL 
color space represents different hues, as noted above. Thus, in 
this example, the hue matcher 3650 determines transforms 
that match the average pixel value at each of the levels of luma 
of the target image to the average pixels values at each of the 
corresponding levels of luma of the Source image. The effect 
of these transforms is conceptually illustrated by the horizon 
tal shifting (e.g., shearing) along the vertical axis of the color 
space representation of the target image so that the center of 
the circles along the vertical axis of the color space represen 
tation of the target image aligns with the center of the corre 
sponding circles along the vertical axis of the color space 
representation of the Source image. As shown, the lower por 
tion of the color space representation of the target image is 
shifted towards the right to match the color space represen 
tation of the source image. Some embodiments of the hue 
matcher 3650 apply the determined transform to the target 
image that the hue matcher 3650 received from the luma 
matcher 3640 (to which the luma matcher 3640 has already 
applied the transforms determined by the luma matcher 
3640). The hue matcher 3650 of some of these embodiments 
then sends the modified target image to the saturation matcher 
3660. 
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0319. As shown at the bottom level of the software archi 
tecture 3600 illustrated in FIG. 36, the saturation matcher 
3660 receives from the hue matcher 3650 the target image (or 
a copy of the target image) that has the transforms determined 
by the luma matcher 3640 and the hue matcher 3650 applied 
to it. In addition, the saturation matcher 3660 receives as input 
the source image. Some embodiments of the hue matcher 
3650 determine transforms for matching the saturation of the 
target image to the saturation of the Source image. 
0320. As mentioned above, the distance from the central 
vertical axis of the HSL color space represents different satu 
ration levels. As such, in this example, the Saturation matcher 
3660 determines transforms that adjusts (e.g., increases or 
decreases) the Saturation of the colors of the target image Such 
that the Saturation of the colors of the target image matches 
the saturation of the colors of the source image. The effect of 
these transforms is conceptually illustrated by a horizontal 
expansion of the color space representation of the target 
image to match the color space representation of the Source 
image. As shown, FIG. 36 conceptually illustrates that the 
color space representation of the target image appears the 
same or similar to the color space representation of the Source 
image after the transforms determined by the modules 3640 
3660 have been applied to the target image. 
0321) While many of the features have been described as 
being performed by one module (e.g., the luma matcher 3640, 
the hue matcher 3650, the saturation matcher 3660, etc.), one 
of ordinary skill in the art will recognize that the functions 
described herein might be split up into multiple modules. 
Similarly, functions described as being performed by mul 
tiple different modules might be performed by a single mod 
ule in Some embodiments (e.g., the color matching function, 
the transform generating function, etc.). 
0322 The above FIG. 36 conceptually illustrates match 
ing the colors (e.g., luma, hue, and Saturation) of an image to 
the colors of another image according to some embodiments 
of the invention. These embodiments match the colors in a 
luma-based manner. FIG. 37 conceptually illustrates aluma 
based color matching process 3700 of some embodiments. In 
some embodiments, the process 3700 is performed by the 
color matching tool when it performs a color matching opera 
tion (e.g., when the user selects the modified UI item 3570 in 
the third stage 3530 as described above by reference to FIG. 
35). 
0323. As shown, the process 3700 begins by identifying 
(at 3710) a target image. The process 3700 then identifies (at 
3720) a source image. As mentioned above, the target image 
and the source image may each be a still image, an image 
(e.g., frame) from a video, or any other type of image. In some 
embodiments, the identified images are images that are 
selected by a user through a GUI of an application (e.g., GUI 
3500) that provides the color matching tool. 
0324. After the target image and the source image have 
been identified, the process 3700 then determines (at 3730) 
transforms for matching the colors of the target image to the 
colors of the Source image based on each image's luma. In 
Some embodiments, a set of transforms is determined for 
every luma level (e.g., luma component value) of an image 
while, in other embodiments, a set of transforms is deter 
mined for each of several luma ranges (e.g., ranges of luma 
levels). 
0325 Finally, the process 3700 applies (at 3740) the trans 
forms to the target image to match the colors of the target 
image to the colors of the Source image. For each pixel in the 
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target image, some embodiments apply a set of transforms to 
the pixel. After all the pixels in the target image are processed, 
the colors of the target image match the colors of the Source 
image. 
0326 FIG. 37 illustrates a process for color matching a 
target image to a source image. In some instances, the target 
image may be part of a video clip. In these cases, some 
embodiments of the process 3700 apply the transforms deter 
mined based on the target image to the remaining images of 
the video clip in order to match the remaining images to the 
Source image. However, in some embodiments, the process 
3700 is individually performed for each image or frame in the 
video clip. 
0327. While the above figures describe a technique for 
matching the colors of the target image to the colors of the 
Source image based on the images luma (also referred to as 
global color matching), the following will describe another 
technique for matching the colors of a target image to the 
colors of a source image. Some embodiments of the color 
matching tool provide a more localized color matching tech 
nique that matches the colors of the images based on the 
images' hues (also referred to as local color matching). Some 
of these embodiments utilize a dominanthue-dependent color 
matching technique. In Such a technique, dominant hues in 
the target image and the source image are identified and 
dominant hues in the target image are shifted to match domi 
nant hues in the source image that are the same or similar. 
0328. Different embodiments implement dominant hue 
dependent color matching differently. For instance, some 
embodiments match the colors of the images based on the 
images dominant hues and independent of the luma (or lumi 
nance) of the images. In other embodiments, after the domi 
nant hue-dependent color matching technique is performed, 
all of the operations described above by reference to FIG. 36 
(or a Subset of them) are also performed on the images. Unlike 
the previously described color matching technique, Such 
embodiments analyze the hues of the images and adjust (e.g., 
shift) the hues in the target image before performing the 
operations described by reference to FIG. 36. 
0329. As noted above, some of the operations described by 
reference to FIG. 36 are conceptually viewed as vertical 
adjustments of the colors of a target image along the Vertical 
axis, horizontal shifts of colors of the target image along the 
Vertical axis, and horizontal expansion or contraction of the 
colors of the target image along the vertical axis. In this same 
conceptual example, the dominant hue-dependent color 
matching technique can be viewed as a rotation of the colors 
(e.g., hues) of the target around the Vertical axis that is inde 
pendent of luma (or lightness). Alternatively, the dominant 
hue-dependent color matching can be conceptually viewed as 
rotations of a two-dimensional color space (e.g., a two-di 
mensional color wheel) around a center point. 
0330 FIG. 38 conceptually illustrates a GUI 3800 of a 
media-editing application that provides both local and global 
color matching tools. As shown, the GUI 3800 is similar as 
the GUI 3500 illustrated in FIG. 35 except the GUI 3800 
includes media clip 3860 instead of the media clip 3580 and 
includes an additional user selectable UI item 3850 that is 
labeled “Match 2. In addition, the UI item 3570 is labeled 
“Match 1” accordingly. The UI item 3850 is similar to the UI 
item 3570, but instead of allowing for the global color match 
ing tool to be invoked, the UI item 3850 allows the local color 
matching tool to be invoked. As such, the UI item 3850 is a 
conceptual illustration of one or more UI items for invoking 
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the local color matching tool and can be implemented using 
the many different ways described above for the UI item 
3570. 

0331. The operation of the GUI 3800 will now be 
described by reference to four different stages 3810-3840 that 
are illustrated in FIG.38. The first stage is the same as the first 
stage 3510 that is described above by reference to FIG. 35. In 
the first stage 3810, the user has selected the media clip 3575, 
which is the media clip that the user wants to modify (e.g., the 
target media clip). 
0332 The second stage 3820 is similar to the second stage 
3520, which is described above by reference to FIG. 35. 
However, in the second stage 3820, the user has selected the 
UI item 3850 (e.g., by clicking a mouse button, tapping a 
touchpad, or touching the media clip 3575 on a touchscreen) 
instead of the UI item3570 in order to activate the local color 
matching tool after which the user can select another media 
clip to which the user wishes to match the media clip 3575. 
This stage 3820 similarly illustrates the selection of the UI 
item 3850 by changing the appearance of the UI item 3850. 
After the user has activated the local color matching tool, the 
media-editing application of Some embodiments provides 
another user selectable UI item (e.g., a “Cancel button) for 
deactivating the local color matching tool. The user can select 
this UI item in order to deactivate the local color matching 
tool without applying a local color matching operation to the 
media clip 3575. In some instances where the user selects this 
UI item to deactivate the local color matching tool, the media 
editing application returns to the state illustrated in the first 
stage 3810 (without the media clip 3575 selected and bolded 
in some embodiments). 
0333. The third stage 3830 is similar to the third stage 
3530 that is described above by reference to FIG. 35 except, 
at the third stage 3830, the user has selected the media clip 
3860 as the media clip to which the user wants to match the 
media clip 3575. The selection of the media clip 3860 is 
indicated by a similar bolding of the border of the media clip 
3860. In this example, the media clip 3860 is a still image. 
However, as mentioned above, the media clip 38.60 may be 
any other type of media clip. As shown, the thumbnail repre 
sentation of the media clip 3860 shows an image of moun 
tains, a Sun, and trees. 
0334 Similar to the third stage 3530, the third stage 3830 
of the GUI 3800 shows the text of the UI item 3850 modified 
from “Match 2 to “Done” and displayed when the media 
editing application receives the selection of UI item 3850 as 
described above in the second stage 3820. After the user has 
selected a media clip to which the user wishes to match the 
media clip 3575, the user can select the modified UI item 
3850 to invoke a local color matching operation that matches 
the colors of the media clip 3575 to the colors of the selected 
media clip. 
0335 The fourth stage 3840 is similar to the fourth stage 
3540 that is described above by reference to FIG. 35 but, in 
this fourth stage 3840, the user has selected the modified UI 
item 3850 to invoke a local color matching operation that 
matches the colors of the media clip 3575 to the colors of the 
media clip 3860. The fourth stage 3840 illustrates the selec 
tion of the modified UI item 3850 by similarly changing the 
appearance of the UI item 3850. As shown at the fourth stage 
3840, the local color matching tool has modified the colors of 
the media clip 3575 to match the colors of the media clip 60. 
In particular, the green color of the grass in the media clip 
3575 is matched to the green color of the trees in the media 
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clip 3860, as indicated by the matching medium gray color of 
the grass. In addition, the yellow color of the Sun in the media 
clip 3575 is matched to the yellow color of the sun in the 
media clip 3860, which is indicated by the matching light 
gray of the Sun. The fourth stage 3840 also shows a preview of 
the modified media clip 3575 displayed in the preview display 
area 3555. In some embodiments, the media-editing applica 
tion displays the preview of the modified media clip 3575 in 
the preview display area 3555 when the media-editing appli 
cation receives the selection of the modified UI item 3850. 

0336 For purposes of explanation and simplicity, the local 
color matching illustrated in the fourth stage 3840 shows that 
only the green color of the grass in the media clip 3575 
matched to the green color of the trees in the media clip 38.60 
and the yellow color of the sun in the media clip 3575 matched 
to the yellow color of the sun in the media clip 3860 in this 
example. However, other colors in the media clip 3575 may 
also be matched as well (e.g., the blue color of the sky in the 
media clip 3575 can be matched to the blue color of the sky in 
the media clip 3860). 
0337 After the local color matching tool completes the 
local color matching operation, the media editing application 
of some embodiments removes the bolding of the media clips 
3575 and 3860 that were used in the local color matching 
operation, as shown in the fourth stage 3840. Moreover, some 
embodiments of the media-editing application deactivate the 
local color matching tool after the local color matching tool 
completes the local color matching operation by changing the 
text of the modified UI item 3850 from “Done' back to 
“Match 2. 

0338. Different embodiments of the media-editing appli 
cation provide a preview of a local color matching operation 
applied to the target media clip before invoking the local color 
matching operation to modify the target media clip in the 
various different ways described above by reference to FIG. 
35. That is, some embodiments provide the preview in the 
preview display area 3555, and some embodiments of the 
media-editing application provide a second preview display 
area (e.g., in a picture-in-picture fashion or as a preview 
display area separate from a first preview display area) for 
displaying the preview when the local color matching tool is 
activated (e.g., in the second stage 3820). 
0339 Similar to the GUI 3500, the display areas 3550 
3560 in GUI 3800 can be arranged differently, resized, 
moved, etc. in Some embodiments, as described above. In 
addition, the GUI3800, in some embodiments, can invoke the 
local color matching tool in the numerous different ways that 
are described above for the GUI 3500. Also, the user media 
editing application of Some embodiments allows the user to 
Select the numerous UI elements in the GUI 3800 in the 
different ways, as described above for the GUI 3500. 
(0340 While the example illustrated in FIG. 38 shows a 
particular sequence of operations for a local color matching 
operation, other sequences of operations are possible. For 
example, after the user has activated the local color matching 
tool in the second stage 3820, the user may select any number 
of different media clips in the media library 3550 and the 
compositing display area 3560 in order to find a media clip 
(e.g., a source media clip) to which the user wishes to match 
the media clip 3575 (e.g., the target media clip). The most 
recent media clip that the user selects before selecting the 
modified UI item 3850 is the media clip to which the media 
clip 3575 is matched. 
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0341 FIG. 39 conceptually illustrates a software architec 
ture 3900 of a local color matching tool of some embodi 
ments. Specifically, FIG. 39 illustrates the software architec 
ture 3900 at three different hierarchical levels. As shown, the 
top level of the software architecture 3900 includes a color 
matcher 3910 that receives a target image (e.g., a frame from 
a video clip) and a source image (e.g., a frame from a video 
clip). Some embodiments of the color matcher 3910 receive 
the images from a media-editing application or any other 
application that provides the local color matching tool. The 
color matcher 3910 analyzes the hue attributes of each of the 
received images in order to identify dominant hues in each of 
the images. In some embodiments, the color matcher 3910 
converts the color space of the received images (e.g., from 
RGB to Y'CbCr) before performing this analysis. 
0342 Based on the dominant hues that were identified in 
each of the images, some embodiments of the color matcher 
3910 determine matching dominant hues in each of the 
images. In this manner, dominant hues in the target image are 
matched to the same or similar dominant hues in the Source 
image. After identifying and matching dominant hues in each 
of the images, the color matcher 3910 of some embodiments 
modifies the target media clip (as indicated by the “Target' 
notation) so that the colors of the target media clip match the 
colors of the source media clip. Instead of modifying the 
target image, some embodiments of the color matcher 3910 
generate a version of the target image with the colors that 
match the colors of the source image. In some embodiments, 
the color matcher 3910 outputs the color matched target 
image (e.g., to a preview display area of a GUI). 
0343. The middle level of the software architecture 3900 
illustrates the modules that are included in the color matcher 
3910. As shown at this level by dashed brackets, the color 
matcher 3910 includes a hue engine 3920 and a color trans 
form engine 3930. The hue engine 3920 receives as input the 
target image and the source image. In some embodiments, the 
hue engine 3920 analyzes the hue attributes of the target 
image and the source image to identify the dominant hues in 
the target image and the dominanthues in the source image. In 
addition, the hue engine 3920 of such embodiments matches 
dominant hues in the target image with dominant hues in the 
Source image that are the same or similar. Based on the 
analyses of the images' hues, the hue engine 3920 shifts the 
hues in the target image so that the dominant hues in the target 
image align with the matching dominant hues in the source 
image. In some embodiments, the hue engine 3920 deter 
mines and generates transforms that match the colors of the 
dominant hues of the target image to the colors of the domi 
nant hues of the source image. The hue engine 3920 then 
sends the generated transforms to the color transform engine 
393O. 

0344) The color transform engine 3930 is similar in many 
ways to the color transform engine 3630 describe above. 
However, in this example, the color transform engine 3930 
receives as input the target image and receives from the hue 
engine3920 the transforms generated by the hue engine3920. 
As mentioned, the generated transforms are for matching the 
colors of the target image to the colors of the source image. 
Some embodiments of the color transform engine 3930 apply 
the transforms to the target image so that the dominant hues of 
the target image match to corresponding dominant hues in the 
Source image. In some embodiments, the color transform 
engine 3930 applies the transforms to an unmodified version 
(e.g., a copy) of the target image (since the transform genera 
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tor 3920 of some embodiments modifies the target image in 
order to determine Some transforms). After applying the 
transforms to the target image (or a copy of the target image 
in some embodiments), some embodiments of the color trans 
form engine 3930 output the modified target image (e.g., to a 
preview display area of a GUI). 
(0345. At the bottom level of the software architecture 
3900, FIG. 39 illustrates the modules that are included in the 
hue engine 3920. As shown, the hue engine 3920 includes a 
dominant hue identifier 3940, a dominant hue matcher 3950, 
and a hue shifter 3960. 
0346. In addition, the bottom level illustrates conceptual 
representations of the color values (e.g., pixel values) of an 
example target image and an example Source image in a 
two-dimensional color wheel. Specifically, the bottom level 
shows the conceptual effects that the functions performed by 
each of the modules 3940-3960 have on the representations of 
the hues of the target image. In this example, the angle around 
the center of the color wheel represents different hues. As 
Such, a "wedge” in the color wheel represents a range of hues. 
0347 While these conceptual representations are shown 
as contiguous circles and wedges, one of ordinary skill in will 
realize that the pixel values of an image are actually a set of 
discrete pixel values that may occupy an arbitrary set of points 
in a color space (e.g., the HSL color space show in this 
example). These pixel values may be more highly concen 
trated in the regions of the color space represented by the 
wedges in this FIG. 39. Transforms applied by the color 
matching tool of some embodiments will affect each pixel 
value separately. In some embodiments, the pixel values of a 
particular pixel are the color values assigned to the pixel in a 
particular color space (e.g., the hue; Saturation, and luma 
values). 
0348. As illustrated in FIG. 39, the dominant hue identifier 
3940 receives the target image and the source image as input. 
As shown, a color wheel that represents the hues in the target 
image and is indicated with a “T” and a color wheel that 
represents the hues in the source image is indicated with an 
“S”. Some embodiments of the dominant hue identifier 3940 
identify dominant hues in the target image and dominant hues 
in the Source image. 
(0349. In this example, the dominant hue identifier 3940 
has identified three dominant hue ranges in the target image 
and three dominant hue ranges in the source image. As shown, 
three wedges in the color wheel that represents the hues in the 
target image represent three dominant hue ranges of pixel 
values in the target image. In addition, three wedges in the 
color wheel that represents the hues in the source image 
represent three dominant hue ranges of pixel values in the 
Source image. After identifying the dominant hues in the 
target image and the Source image, the dominant hue identi 
fier 3940 sends to the dominant hue matcher 3950 informa 
tion that indicates the dominant hues in the images along with 
the target image and the source image. 
0350. The dominant hue matcher 3950 receives from the 
dominant hue identifier 3940 the target image, the source 
image, and information indicating the dominant hues that the 
dominant hue identifier 3940 has identified in each of the 
images. Based on this information, the dominant hue matcher 
3950 of some embodiments matches dominant hue ranges of 
pixel values in the target image with corresponding same or 
similar dominant hue ranges of pixel values in the Source 
image. In some embodiments, the dominant hue matcher 
3950 matches the dominant hue ranges of pixel values in the 
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target image with corresponding same or similar dominant 
hue ranges of pixels in the source image based on similarity 
factors, such as the range pixel values of dominant hues (e.g., 
the angle formed by the wedge that represents the range of 
pixel values of dominant hue in the color wheel), the size of 
the portion (e.g., the number of pixels) of each of the images 
that has pixel values in the dominant hue ranges, and the 
amount of overlapping hues in the dominant hues (e.g., the 
amount of overlap of pixel values in each of the color wheels). 
0351. For this example, the dominant hue matcher 3950 
has matched the three dominant hue ranges of pixel values in 
the target image with the three dominant hue ranges of pixel 
values in the source image, as indicated by the same type of 
lines filled in the matching wedges of the color wheels of the 
images. As shown, the dominant hue matcher 3950 matched 
the wedge filled with the horizontal lines in the color wheel of 
the target image with the wedge filled with the horizontal 
lines in the color wheel of the source image. Likewise, the 
dominant hue matcher 3950 matched the wedge filled with 
the vertical lines in the color wheel of the target image with 
the wedge filled with the vertical lines in the color wheel of 
the source image and matched the wedge filled with the 
horizontal and vertical lines in the color wheel of the target 
image with the wedge filled with the horizontal and vertical 
lines in the color wheel of the source image. After matching 
the dominant hue ranges of pixel values in the target image 
and the source image, the dominant hue matcher 3950 sends 
to the hue shifter 3960 information regarding the matched 
dominant hue ranges of pixel values in the images along with 
the target image and the source image. 
0352. As shown at the bottom level of the software archi 
tecture 3900 illustrated in FIG. 39, the hue shifter 3960 
receives from the dominant hue matcher 3950 the target 
image, the Source image, and information that indicates 
matching dominant hue ranges of pixel values in the images. 
Based on this information, the hue shifter 3960 of some 
embodiments performs a hue shift for each of the matching 
dominant hue ranges of pixel values in the target image and 
the Source image so that each dominant hue range of pixel 
values in the target image is shifted towards the correspond 
ing matching dominanthue range of pixel values in the source 
image. Some embodiments of the hue shifter 3960 send the 
hue shifted target image and the Source image (not shown) to 
a transform generator 3970. 
0353. The transform generator 3970 of some embodi 
ments determines and generates transforms that match the 
colors of the target image to the colors of the source image. In 
particular, some of these embodiments determine transforms 
that match the color attributes of the dominant hues in the 
target image to the color attributes of the matching dominant 
hues in the source image. As indicated by the dashed box of 
the transform generator 3970, the transform generator 3970 
does not determine and generate these transforms in some 
embodiments. Instead, the hue shifter 3920, in some embodi 
ments, determines and generates such transforms before 
sending the hue shifted target image to the color transform 
engine 3930. 
0354 While many of the features have been described as 
being performed by one module (e.g., the dominant hue iden 
tifier 3940, the dominant hue matcher 3950, the hue shifter 
3960, etc.), one of ordinary skill in the art will realize that the 
functions described herein might be split up into multiple 
modules. Similarly, functions described as being performed 
by multiple different modules might be performed by a single 


































































