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Abstract: Systems, methods and devices are provided for assessing and/or treating pain, discomfort, and/or anxiety through the development of an algorithm based on a correlation between electroencephalography (EEG) signals received from a patient and the patient's self-assessed levels of pain. The pain detection algorithm is then applied to EEG signals obtained from any patient and used to assess the patient's level of pain without requiring other input from the patient. One or more devices in a system may be implemented to measure the EEG signals, apply the algorithm and display a level of pain in real-time to a patient or healthcare provider. The real-time pain assessment may be used to continuously monitor whether a patient is in pain and select one or more treatments to minimize the patient's perception of pain and avoid prescribing unnecessary medications.
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SYSTEMS, METHODS AND DEVICES FOR ASSESSING AND TREATING
PAIN, DISCOMFORT AND ANXIETY

BACKGROUND

[0001] Field

[0002] The subject matter discussed herein relates to detecting and treating pain in a human or animal, and more specifically to systems, methods and devices for assessing levels of pain, discomfort or anxiety in real-time and applying a treatment to reduce the level of pain without medication.

[0003] Related Background

[0004] Determining the amount of pain that a person or animal is experiencing remains a difficult task. In the healthcare, medical and veterinary fields, understanding and minimizing pain is an important goal. However, current methods of pain assessment continue to rely on verbal feedback from the patient as to whether they feel pain and how much pain they are experiencing. Patients are often asked to rate the level of pain they are experiencing based on a simple numerical rating system, where each number corresponds to a level of pain. In some instances, the rating system also includes illustrations of cartoon facial expressions where the facial expression is supposedly indicative of a corresponding level of pain. This rating system is subjective and lacks any empirical data to support the rating provided. A patient may not be able to match their pain to a facial expression with any accuracy, and the patient may also deliberately lie about their level of pain in order to obtain pain medication from a doctor.

[0005] Self-assessment of pain levels is also not possible on patients that are unable to communicate - whether the patient is an infant, a person who is unconscious or an animal. For non-communicative patients, a healthcare provider is left to their own abilities to assess whether the patient is experiencing pain.

[0006] In addition to assessing pain, efforts are also being made to assess discomfort, stress or anxiety and help a patient manage these feelings without the need for medication or more involved therapies. However, assessing these other feelings is also primarily subjective and determined almost solely by a self-assessment from the patient, or at best, a limited assessment of the patient's mental and physical state by a healthcare provider.
SUMMARY

[0007] Embodiments described herein are directed to systems, methods and devices for assessing and treating pain, discomfort and anxiety through the development of an algorithm based on a correlation between electroencephalography (EEG) signals received from a patient and the patient's self-assessed levels of pain. The pain detection algorithm is then applied to EEG signals obtained from any patient and used to automatically assess the patient's level of pain without requiring other input from the patient. One or more devices in a system may be implemented to measure the EEG signals, apply the algorithm and display a level of pain in real-time to a patient or healthcare provider. The real-time pain assessment may be used to continuously monitor whether a patient is in pain and select one or more treatments to minimize the patient's perception of pain and avoid prescribing unnecessary medications.

[0008] In some embodiments, a method of assessing pain in a patient comprises the steps of: obtaining at least one electroencephalography (EEG) signal from a patient; measuring levels of alpha waves in the EEG signal over a period of time; measuring levels of beta waves in the EEG signal over the period of time; correlating the measured levels of alpha waves and the measured levels of beta waves with an application of a negative external stimulus over the period of time; training an algorithm using a computer with a processor and a memory to analyze EEG signals and predict when a patient is experiencing pain based on the correlated negative external stimulus and levels of alpha waves and beta waves; and outputting the trained algorithm (a pain detection algorithm trained to detect pain levels).

[0009] Additional aspects related to the subject matter discussed herein will be set forth in part in the description which follows, and in part will be apparent from the description, or may be learned by practice of the subject matter. Aspects of the subject matter discussed herein may be realized and attained by means of the elements and combinations of various elements and aspects particularly pointed out in the following detailed description and the appended claims.

[0010] It is to be understood that both the foregoing and the following descriptions are exemplary and explanatory only and are not intended to limit the subject matter described herein in any manner whatsoever.
BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1 is a functional block diagram illustrating an example system for assessing a level of pain in a patient, according to some embodiments.

[0012] FIG. 2 is a flowchart illustrating an example method of collecting data for developing a pain detection algorithm, according to some embodiments.

[0013] FIG. 3 is a flowchart illustrating an example method of correlating data for developing the pain detection algorithm and applying the algorithm to data to assess a level of pain in a patient, according to some embodiments.

[0014] FIG. 4 is a flowchart illustrating an example correlation of electroencephalography (EEG) signals with the experiencing of pain or mental relaxation, according to some embodiments.

[0015] FIG. 5A illustrates an example device for detecting and wirelessly transmitting EEG signals, according to some embodiments.

[0016] FIG. 5B illustrates an example device being used for detecting and wirelessly transmitting EEG signals, according to some embodiments.

[0017] FIG. 6 illustrates an example device which is connected with the headset device for receiving the EEG signals and assessing a level of pain in a patient for display on the mobile device, according to some embodiments.

[0018] FIG. 7 illustrates a visual display of the EEG signals, according to some embodiments.

[0019] FIG. 8 illustrates an example pain feedback device with a plurality of pain indicator ears, according to some embodiments.

[0020] FIG. 9 illustrates different example positions of the pain indicator ears of FIG. 8 as they correspond to different levels of pain, according to some embodiments.

[0021] FIG. 10 illustrates the different example positions of the pain indicator ears of FIG. 9 as they correspond to varying levels of mental stress, relaxation and pain, according to some embodiments.

[0022] FIG. 11 shows an example of a process implementation.

[0023] FIG. 12 shows an example computing environment with an example computing device suitable for use in some example implementations.
DETAILED DESCRIPTION

[0024] The subject matter described herein is taught by way of example implementations. Various details have been omitted for the sake of clarity and to avoid obscuring the subject matter. The examples shown below are directed to structures and functions for implementing systems, methods, and/or devices for assessing and/or treating pain, discomfort, and/or anxiety.

[0025] In the following description, reference will be made to the accompanying drawings. The aforementioned accompanying drawings show by way of illustration, and not by way of limitation, specific embodiments and implementations consistent with principles of the subject matter described herein. These implementations are described in sufficient detail to enable those skilled in the art to practice the subject matter, and it is to be understood that other implementations may be utilized and that structural changes and/or substitutions of various elements may be made without departing from the scope and spirit of subject matter described herein. The following detailed description is, therefore, not to be construed in a limited sense. Additionally, the various embodiments of the subject matter discussed herein may be implemented in the form of software running on a general purpose computer, in the form of a specialized hardware, or combination of software and hardware.

[0026] Described below are systems, methods and devices for assessing and treating pain, discomfort and anxiety (collectively referred to as "pain" or "pain level"). In a first section, a description is provided of the development of a pain detection algorithm using measurements of electroencephalography (EEG) signals and correlations with self-assessed pain levels and pain device application levels. The pain detection algorithm is then applied to new EEG signal data to automatically assess pain levels without input from the patient. In a second section, the assessed pain level may be utilized to monitor and provide treatments to minimize the patient's perception of pain.

[0027] I. Measuring and Assessing Pain, Discomfort and Anxiety

[0028] Measuring and assessing pain, discomfort and anxiety may be achieved more empirically through the use of physiological measurements of a patient, such as with electroencephalography (EEG) signals or computer-aided visual analysis of facial expressions. As will be described in further detail below, these physiological measurements may be used to develop a pain detection algorithm which can then be
applied to EEG signals from a patient to immediately assess the patient's level of pain in real-time. Devices for measuring the EEG signals, computing the correlations and displaying the measured levels of pain may also be provided.

[0029] **Pain Assessment System**

[0030] FIG. 1 is a functional block diagram illustrating an example system for assessing a level of pain in a patient, according to some embodiments. An EEG sensor 102, with one or more electrodes or detection points, captures EEG signals from a patient (e.g., any living thing that produces EEG signals, such as a human being or an animal that is not a human being), which are then transmitted (either wired or wirelessly) to a computing device for analysis, such as a mobile device 104 or a server 106, or both. Mobile device 104 is for discussion only. In actual implementations, mobile device 104 may refer to any computing device capable of performing the described functions, mobile or not mobile. The EEG signals are electrical charges detected from one or more locations on the patient's body, often the patient's head. The electrical charges may be studied by reviewing the frequency of activity of a charge - i.e. the frequency waves - which may be visualized and correlated to brain activity. In some embodiments, a single input for each EEG frequency from 1 Hz to 200 Hz may be used. An additional input corresponding to a slope of, for example, the last 10 seconds of each EEG frequency from 1 Hz to 200 Hz may also be used. The 10 seconds or another time window of frequency data may be used to perform a straight line fit and compute a slope and/or a trend for each frequency.

[0031] In some implementation, additional inputs, such as an input corresponding to facial movement may also be used to gather EEG data. Facial movement has high intensity electrical burst in the EEG circuit. The electrical burst triggers the muscle movement. In addition to detecting EEG signals from general facial movement, some implementations may detect EEG signals from specific facial moment, such as eye movement. For example, the electrical burst associated with eye movement may be processed (e.g., using facial recognition) in conjunction with facial images or video captured using a camera of a device (e.g., mobile device 104).

[0032] The mobile device 104 or server 106 may store the EEG data locally on resident memory, or they may store the EEG data on a separate database such as the database 108. The mobile device 104 or server 106 may use the EEG data to compute a pain detection algorithm, as described in detail below, and apply the algorithm to new EEG data to generate reports on assessed levels of pain. The mobile device 104 or server
106 may also activate applications that alert, for example, a healthcare provider of the assessed level of pain and/or provide pain management therapies for the patient through one or more applications running on the mobile device 104 and/or server 106. A report or data on the assessed level of pain and/or an alert may be generated for a healthcare provider, which may be transmitted to a healthcare device 110 where it can be displayed to a doctor, nurse, veterinarian or other medical or healthcare professional who is tasked with monitoring the patient’s level of pain.

**Pain Assessment Algorithms**

Using the example system 100 described above, the EEG signals obtained from the patient are first used in conjunction with additional input data to generate a pain detection algorithm. In developing the pain detection algorithm, the input data is known, the output (pain level from the pain expression device) is known, but the relationships and correlation of the input data that result in the pain level is not known. Therefore, the process of developing the pain assessment algorithm looks to mathematical correlations and learning machines to translate the input sets of numbers into a single value which corresponds to a level of pain, discomfort or anxiety. Therefore, when the patient is asked to indicate the level of pain they are experiencing (using the pain expression device), a comparison can be made with the computed pain level to determine if the algorithm has been accurately configured.

**FIG. 2** is a flowchart illustrating an example method of collecting data for developing a pain detection algorithm, according to some embodiments. In a first step 210, an EEG sensor is attached to a patient, while in a second step 220, the patient is provided with a pain expression device, such as a squeeze ball or other pressure sensitive device which can measure the amount of force applied. The patient will be instructed to apply an amount of force to the pain expression device that they believe corresponds to the amount of pain they are experiencing. A pain administering device may be used to manually apply pain to the patient, such as a tattoo needle, and, at 230, a sensor may also be attached to the pain administering device in order to measure the amount of force being applied by the pain administering device so that it can be correlated with the EEG signals and the patient’s reaction on the pain expression device. The sensor on the pain administration device may be an optional component, but may help to determine “pre-pain” mental stress when the data from the EEG and pain expression device are correlated.
At 240, a computing device such as the mobile device 104 or server 106 may then receive the data from the EEG sensor, pain expression device and pain administering device and store the data. At 250, the computing device will then synchronize the sources of data based on the time they were collected in order to prepare for the correlation of the data in the following step.

A pain detection algorithm is an algorithm trained for detecting pain levels (e.g., the algorithm can be executed or followed by a machine or computing device to detect pain levels). A pain detection algorithm can be trained using, for example, machine learning. For example, an algorithm can be trained using available techniques known as support vector machine and/or artificial neural network. Other techniques may be employed to create a trained algorithm or pain detection algorithm.

One or more pain detection algorithms may be created specific for detecting pain levels of an individual patient. Pain detection algorithms may be created for different individual patients.

One or more pain detection algorithms may be created for detecting pain levels of patients in general (e.g., the algorithm may be trained for used on certain segments of patients or all patients). For example, EEG signals of a sample group of patients may be used to train or created a pain detection algorithm (general pain detection algorithm). When the general pain detection algorithm reaches a threshold certainty (e.g., can detect pain levels to X percentage of accuracy), the general pain detection algorithm can be used to detect pain levels of patients what are not in the sample group of patients.

The threshold certainty can be determined, for example, by testing the general pain detection algorithm against individual pain detection algorithms with patients who are in the sample group. A general pain detection algorithm may be continued to trained (e.g., using EEG signals from more patients) until it has achieved a certain level of confidence or certainty.

In algorithm training, once the data has been captured, it is correlated and processed to develop a pain detection algorithm. In some embodiments, the input data is weighted before summing the data in order to alter the importance of one or more inputs. In another embodiment, each input may also have a transfer function applied, wherein an output is generated only when a certain threshold value is reached. By applying selected
weights and transfer functions, a desired output pain assessment level is achieved which matches that provided by the patient from the pain expression device.

[0042] One example method to find the weights and transfer functions that will produce the desired output is that the problem space may be searched or selected by randomly guessing combinations of weights and transfer functions and selecting the best fits. For example, using support vector machine, artificial neural network, and/or other techniques, the computed output value (e.g., the correlation of the input EEG signals with a pain level) is checked against the provided input (e.g., the input EEG signals and the stimulated pain level). The error between the computed output and the provided input is computed, then the weight that most contributed to the error is adjusted and the system is re-run. In this way, the computed output is used to reverse propagate the error into the system. The system learns by reducing the errors of the weights that produced computed output. The computed output is accepted when the error is at a certain level, which is different and adjustable according to implementations.

[0043] This example method may be repeated one or more times using different provided inputs to generated different computed outputs. The characteristics of the EEG signals of a set of provided input may be analyzed using alpha waves, beta waves, and/or other waves.

[0044] The best fit combinations can then be further processed into further iterations of searches in order to find better fits for the data which will eventually result in an algorithm which satisfies a threshold confidence. Searching through the problem space may be carried out with various different computer learning methods, including genetic algorithms, support vector machines or artificial neural networks. Other methods may be implemented to produce the desired output.

[0045] FIG. 3 is a flowchart illustrating an example method of correlating data for developing the pain detection algorithm and applying the algorithm to data to assess a level of pain in a patient, according to some embodiments. The EEG data 310, pain expression data 320, and (optionally) pain administering data 330 are correlated and processed using, for example, a machine learning technique such as an artificial neural network, computer learning algorithm and/or support vector machine 340.

[0046] In some embodiments, both a genetic algorithm and a support vector machine, either individually or in combination, may be used to search and correlate input
to the desired output. Both may be used due to the common problem of over optimizing the weights and transfer functions that will result in the system memorizing a training set.

[0047] The correlated data or trained algorithm may be used to assess and/or treating pain, discomfort, and/or anxiety. For example, feeding live EEG data 250 (e.g., live EEG signals detected from a person or animal) into a trained algorithm 360 (e.g., an algorithm that uses correlated data) will produce a computed pain level 370 based on the live EEG data. The pain level 370 may be logged, displayed, and/or shared (e.g., transmitted to a health care provider) for viewing, assessing, and/or treating (e.g., mitigating) the pain level.

[0048] FIG. 4 is a flowchart illustrating an example correlation of electroencephalography (EEG) signals with the experiencing of pain or mental relaxation, according to some embodiments. The patient's experience of pain can be correlated with the presence of alpha brain waves 410 and beta brain waves 415 in varying amounts. Alpha waves 410 are produced in conjunction with mental relaxation, or sleep 420, while beta waves (specifically low amplitude beta waves with multiple and low varying frequencies) are often associated with active, busy or anxious thinking, and active concentration 425. Thus, pain can be expressed as the lack of mental relaxation (e.g., low alpha waves). By finding a baseline of sampled data and known non-pain readings, average alpha and beta wave densities can be correlated to provide a "normal" state for a patient 430.

[0049] As a result of the correlation between alpha and beta waves, a determination can be made that average or above average alpha waves over a period of time is likely to indicate mental relaxation, and the lack of pain 440. A sustained absence of alpha waves over a specified period of time may indicate the possibility of pain 450, while a quick rise of beta waves over a specified time window may indicate mental stress and "breakthrough" levels of pain 460.

[0050] In some embodiments, a method of assessing pain in a patient may include the operations of: obtaining at least one electroencephalography (EEG) signal from a patient; measuring levels of alpha waves in the EEG signal over a period of time; in addition to or instead of measuring alpha waves, measuring levels of beta waves in the EEG signal over a period of time; correlating the measured levels of alpha waves and/or the measured levels of beta waves with an application of a negative external stimulus over the period of time (e.g., poking the patient with a needle, etc.); training an algorithm using
a computer with a processor and a memory to analyze EEG signals and predict when a patient is experiencing pain based on the correlated negative external stimulus and levels of alpha waves and beta waves; and outputting the trained algorithm (e.g., an algorithm that uses correlated data to compute a pain level based on EEG signals). The trained algorithm may then be implemented or executed on a device (e.g., a mobile device) to assess and/or treat pain, discomfort, and/or anxiety. There are other types of brain waves, such as gamma, delta, mu and theta waves. Any one or more of these types of brain waves may be included or used in assessing pain.

[0051] As described above, an algorithm can be trained for use on a specific patient (personalized algorithm) or on a certain group of patients or all patients (general algorithm). An algorithm can be tuned or tweaked, for example, for use on another patient or another group of patients. For example, using an algorithm that has been trained to produce results closest to the desired results, the algorithm can be tuned in various ways, such as adjusting one or more correlated pain levels and/or further trained the algorithm with input signals from the target patient or patient group.

[0052] In general, for a general pain detection algorithm, the higher the amount of patient data are used to train or create the algorithm, the more stable and accurate the algorithm becomes. An algorithm created using breadth of data can be used on a more general group of patients (e.g., for making more general detections and decisions).

[0053] In some examples, a pain assessment method may be implemented with different, fewer, or more operations. The assessment method may be implemented as computer executable instructions, which can be stored on a medium, loaded onto one or more processors of one or more computing devices, and executed as a computer-implemented method.

[0054] Facial Expression Pain Assessments

[0055] In some embodiments, pain assessments may be determined through facial expressions, either by measuring EEG signals produced by changing facial expressions or by visual analysis of facial expressions captured by a camera facing the patient. In the EEG model, the muscles in a patient's face produce distinct EEG signals, which can then be associated with specific facial expressions that are indicative of the experiencing of pain. Pain assessments through facial expressions may be used separately or in conjunction with the EEG data described above.
Pain Assessment Devices

In some embodiments, various devices may be utilized to measure EEG signals from the patient. FIGs. 5A and 5B illustrate an example device for detecting and wirelessly transmitting EEG signals, according to some embodiments. The example device, such as a headset, may include one or more sensors, electrodes or detection points which are designed to be in contact with an EEG signal producer (e.g., a person or animal). The device may be referred to as an EEG sensor, which may have one or more sensors, electrodes, or detection points. Signals captured by the headset can be transmitted, wirelessly and/or by a wired connection, to a device such as the mobile device 102, where the received signals or data can be stored, processed, displayed (e.g., to the user for review), retransmitted, etc.

In some embodiments, a portable pain assessment device with a single (e.g., removable) sensor may be utilized, similar to a stethoscope, so that a healthcare professional can temporarily monitor a patient's EEG signals and then easily remove the sensor after a period of time.

One or more applications for monitoring and utilizing the pain assessment levels and the captured data may be provided in order to better diagnose and treat a patient's pain, discomfort or anxiety. FIG. 6 illustrates an example device which, as described above, may be connected with the headset device for receiving the EEG signals and computing a level of pain in a patient for display on the mobile device. The example device may be a mobile device or a device that is not generally considered as a mobile device. An application running on the device may provide detailed data to the user, such as a raw EEG signal, as illustrated in FIG. 7 (EEG signals displayed on a display screen). Additionally, the application may produce one or more graphical user interfaces (GUIs) which display pain levels; alpha, beta, gamma, delta, mu and theta waves; indications of facial movement; meditation and attention applications and treatment programs that help the patient reduce their perception of pain (as will be described further below).

FIG. 8 illustrates an example pain feedback device with a plurality of pain indicator ears, according to some embodiments. The pain feedback headset device is similar to that described in FIGs. 5A and 5B, but is equipped with a visual indicator of a level of pain in the form of a pair of bendable ears. The ears are configured to change shape and position depending on the level of pain that the patient is experiencing. For example, ears down when the patient is detected that he or she is not in pain, ears up mean
he or she is detected to be in pain. The ears are only an example of a device based on a targeted patient group (e.g., targeted for the pediatric market). Any set of indicators may be implemented. For example, another simple expression of pain can be indicated using light, such as "on" means in pain and "off" means not in pain. Another example is using colors, such as "green," "yellow," and "red" for indicating not in pain, somewhat in pain, and in pain, respectively.

[0061] Thus, the pain feedback headset device is configured to receive assessments of the level of pain from the mobile device or server, or has the ability to calculate these levels on its own. FIG. 9 illustrates different example positions of the pain indicator ears of FIG. 8 as they correspond to different levels of pain, according to some embodiments. For example, if the ears lie flat, the patient may not be experiencing any pain, whereas if the ears are standing straight up, the patient may be experiencing a significant amount of pain. In some implementations, there may be different number of intermediate positions for indicating intermediate levels of pain.

[0062] FIG. 10 illustrates the different example positions of the pain indicator ears of FIG. 9 as they correspond to varying levels of mental stress, relaxation and pain, according to some embodiments. Once the pain detection algorithm is computed, any EEG data can be utilized to determine a pain level without requiring additional input from the patient.

[0063] An application and explanation of the correlation between mental relaxation, mental stress and pain is illustrated in FIG. 10 with regard to the varying levels of mental stress, relaxation and pain, according to some embodiments. FIG. 10 specifically illustrates how pain is a function of mental relaxation. As illustrated in FIG. 10, rising levels of pain correspond to decreased levels of relaxation. Mental stress is also increased with increased pain. As the amount of pain decreases, mental stress similarly decreases, and at a certain point, the brain begins to experience relaxation again. It is this correlation between pain and mental relaxation that provides unique insight into methods for assessing pain as a function of mental relaxation and creating therapies and treatments to decrease mental stress and increase relaxation to dull the effects of pain.

[0064] II. Treating Pain, Discomfort and Anxiety

[0065] By automatically and accurately determining a level of pain being experienced by a patient, the treatment of that pain may be uniquely tailored. If the pain
rises only to a moderate level that would be considered discomfort or anxiety, the patient may be given techniques to simply reduce their perception of pain and decrease their overall mental stress, similarly to the chart illustrated in FIG. 10. By more accurately evaluating the levels of pain experienced by the patients, the healthcare provider can avoid prescribing unnecessary pain medication or under-prescribing medication and having the patient experience unnecessary pain.

**Diversionary Therapy**

One technique for reducing the perception of pain in a user is known as diversionary therapy (DT). With DT, the user is asked to complete a task or go through a series of activities or steps that are designed to mentally relax the user or have the user focus in order to reduce the effects of pain. Hospitals and other healthcare facilities are adopting DT as preliminary steps in pain assessment in order to reduce the amount of pain medication being dosed and help patients better deal with their pain and perception of pain.

The pain assessment algorithm may be applied to evaluate DT techniques and determine if they are effective in reducing the patient's perception of pain. Thus, the systems and methods of assessing pain levels described herein may be highly effective components of DT that will further increase the use and effectiveness of DT.

**Applications of Pain and Discomfort Detection**

In some embodiments, the patient may be presented with an interactive graphical interface with a picture representing their level pain or discomfort, such as storm clouds. As the patient's discomfort or pain levels increase, the storm clouds will increase, and as the patient's stress, anxiety, discomfort or pain decrease, the storm clouds will decrease. This activity may allow the user to focus on how to mentally reduce their pain, discomfort, stress or anxiety in real-time, allowing the patient to learn the mental and physical techniques that correlate to this reduction.

In some embodiments, the EEG signals may also be correlated to coughing, so that the system can detect when a user is coughing. The system may then be configured to measure the amount of coughing and provide an alert if the coughing reaches a level that would warrant attention by a healthcare provider.

**Reducing Anxiety and Stress**
[0073] Similarly to the process of diversionary therapy (DT) described above, the pain assessment algorithm may also be utilized to measure a patient's stress or anxiety levels, which may also be determined by analyzing EEG signal data or facial expressions. In some embodiments, a patient experiencing stress or anxiety may be provided with an application or activity running on the mobile device which is designed to help the user reduce their stress or anxiety. The pain assessment algorithm may then be utilized to measure the effect of the activity on the patient, and may even use the measured data as a real-time component of the activity.

[0074] FIG. 11 shows an example of a process implementation. Process 1100 may be implemented using a device (e.g., device 104) to execute an algorithm that, at block 1110, receives electroencephalography (EEG) signals from an EEG sensor (e.g., EEG sensor 102). The EEG signals may be received for a time window (e.g., five seconds, 10 seconds, or other length of time). At block 1120, device 104 may determine, using correlated EEG data, a pain level based on the received EEG signals. The correlated EEG data, described in FIGs. 2-4 above, is EEG data created by, for example, correlating (e.g., associating, assigning, or marking) sample EEG signals with two or more pain level indicators. For example, sample EEG signals of certain characteristics (e.g., based on alpha waves and/or beta waves) may be correlated or associated with a pain level of high. Sample EEG signals of another set of characteristics may be correlated or associated with a pain level of low. Sample EEG signals of other sets of characteristics may be correlated or associated with pain levels in between high and low. At block 1130, when a pain level has been computed, identified, looked up, or otherwise determined, the pain level's indicator (e.g., high, low, etc.) may be presented or displayed on the device 104. The pain level may also be transmitted to a health service provider, for example.

[0075] In some embodiments, the correlated EEG data may be produced by correlating sample EEG signals with two or more sample pain levels (e.g., using stimulators). For example, a process for generating the correlated EEG data, which may be used to detect pain levels on one patient, a few patients, many patients, or all patients, may be include the operations of:

[0076] Obtaining sample EEG signals from a sample person or animal (participant). The sample EEG signals may be obtained over a period of time, such as five seconds, 10 seconds, or another interval. The sample EEG signals may be analyzed to determine the alpha waves and beta waves characteristics;
Administering a stimulated pain level using, for example, a negative external stimulus;

Computing an association of the characteristics of the sample EEG signals with the stimulated pain level; and

Recording the association of the characteristics of the sample EEG signals with the stimulated pain level.

The operations from obtaining to recording described above may be repeated with different sample EEG signals from the same participant and different stimulated pain levels. The operations may also be repeated with different participants (e.g., to create correlated EEG data useful on more than one patient).

In some examples, process 1100 may be implemented with different, fewer, or more blocks. Process 1100 may be implemented as computer executable instructions, which can be stored on a medium, loaded onto one or more processors of one or more computing devices, and executed as a computer-implemented method.

III. Computer Embodiments

FIG. 12 shows another example computing environment with an example device suitable for use in some example implementations. Device 1205 in computing environment 1200 can include one or more processing units, cores, or processors 1210, memory 1215 (e.g., RAM, ROM, and/or the like), internal storage 1220 (e.g., magnetic, optical, solid state storage, and/or organic), and/or I/O interface 1225, any of which can be coupled on a communication mechanism or bus 1230 for communicating information or embedded in the device 1205. Device 1205 may represent device 104 and/or server 106 (FIG. 1).

Device 1205 (may be referred to as a computing device) can be communicatively coupled to input/user interface 1235 and output device/interface 1240. Either one or both of input/user interface 1235 and output device/interface 1240 can be a wired or wireless interface and can be detachable. Input/user interface 1235 may include any device, component, sensor, or interface, physical or virtual, that can be used to provide input (e.g., buttons, touch-screen interface, keyboard, a pointing/cursor control, microphone, camera, braille, motion sensor, optical reader, and/or the like). Output device/interface 1240 may include a display, television, monitor, printer, speaker, braille, or the like. In some example implementations, input/user interface 1235 and output
device/interface 1240 can be embedded with or physically coupled to the computing device 1205. In other example implementations, other computing devices may function as or provide the functions of input/user interface 1235 and output device/interface 1240 for a computing device 1205.

[0085] Examples of computing device 1205 may include, but are not limited to, highly mobile devices (e.g., smartphones, devices in vehicles and other machines, devices carried by humans and animals, and the like), mobile devices (e.g., tablets, notebooks, laptops, personal computers, portable televisions, radios, and the like), and devices not designed for mobility (e.g., desktop computers, other computers, information kiosks, televisions with one or more processors embedded therein and/or coupled thereto, radios, and the like).

[0086] Computing device 1205 can be communicatively coupled (e.g., via I/O interface 1225) to external storage 1245 and network 1250 for communicating with any number of networked components, devices, and systems, including one or more computing devices of the same or different configuration. Computing device 1205 or any connected computing device can be functioning as, providing services of, or referred to as a server, client, thin server, general machine, special-purpose machine, or another label.

[0087] I/O interface 1225 can include, but is not limited to, wired and/or wireless interfaces using any communication or I/O protocols or standards (e.g., Ethernet, 802.11x, Universal System Bus, WiMax, modem, a cellular network protocol, and the like) for communicating information to and/or from at least all the connected components, devices, and network in computing environment 1200. Network 1250 can be any network or combination of networks (e.g., the Internet, local area network, wide area network, a telephonic network, a cellular network, satellite network, and the like).

[0088] Computing device 1205 can use and/or communicate using computer-usable or computer-readable media, including transitory media and non-transitory media. Transitory media include transmission media (e.g., metal cables, fiber optics), signals, carrier waves, and the like. Non-transitory media include magnetic media (e.g., disks and tapes), optical media (e.g., CD ROM, digital video disks, Blu-ray disks), solid state media (e.g., RAM, ROM, flash memory, solid-state storage), and other non-volatile storage or memory.
[0089] Computing device 1205 can be used to implement techniques, methods, applications, processes, or computer-executable instructions in some example computing environments. Computer-executable instructions can be retrieved from transitory media, and stored on and retrieved from non-transitory media. The executable instructions can originate from one or more of any programming, scripting, and machine languages (e.g., C, C++, C#, Java, Visual Basic, Python, Perl, JavaScript, and others).

[0090] Processor(s) 1210 can execute under any operating system (OS) (not shown), in a native or virtual environment. One or more applications can be deployed that include logic unit 1260, application programming interface (API) unit 1265, input unit 1270, output unit 1275, training unit 1280, EEG sensor manager 1285, assessment/treatment 1290, and inter-unit communication mechanism 1295 for the different units to communicate with each other, with the OS, and with other applications (not shown). For example, training unit 1280, EEG sensor manager 1285, and assessment/treatment 1290 may implement one or more processes described and/or shown in FIGs. 1-11. The described units and elements can be varied in design, function, configuration, or implementation and are not limited to the descriptions provided.

[0091] In some example implementations, when information or an execution instruction is received by API unit 1265, it may be communicated to one or more other units (e.g., logic unit 1260, input unit 1270, output unit 1275, training unit 1280, EEG sensor manager 1285, and assessment/treatment 1290). For example, training unit 1280, along with other units 1260-1275, may perform some of the operations described in FIGs. 2-4 to trained or create correlated EEG data. When an EEG sensor attached to device 1205 transmits EEG signals to device 1205, the signals travel to I/O interface 1225, to input unit 1270, which passes the signals to EEG management EEG sensor manager 1285. EEG sensor manager 1285 interacts with, for example, training Unit 1280 to access the correlated EEG data to make an assessment based on the received EEG data. In some implementations, pain levels assessment (e.g., a pain level has been determined based on the EEG signals) based on the received EEG signals may be performed by assessment/treatment unit 1290, which may be executed to assess and/or treat a pain.

[0092] In some instances, logic unit 1260 may be configured to control the information flow among the units and direct the services provided by API unit 1265, input unit 1270, output unit 1275, training unit 1280, EEG sensor manager 1285, and assessment/treatment 1290 in some example implementations described above. For
example, the flow of one or more processes or implementations may be controlled by logic
unit 1260 alone or in conjunction with API unit 1265.

[0093] The I/O interface 1225 includes optional wireless communication components (not shown) that facilitate wireless communication over a voice and/or over a data network. The wireless communication components may include an antenna system, a radio system, a baseband system, or any combination thereof. Radio frequency (RF) signals may be transmitted and received over the air by the antenna system under the management of the radio system.

[0094] In some embodiments, the antenna system may include one or more antennae and one or more multiplexors that perform a switching function to provide the antenna system with transmit and receive signal paths. In the receive path, received RF signals can be coupled from a multiplexor to a low noise amplifier that amplifies the received RF signal and sends the amplified signal to the radio system.

[0095] In alternative embodiments, the radio system may comprise one or more radios that are configured to communicate over various frequencies. In some embodiments, the radio system may combine a demodulator and modulator in one integrated circuit (IC). The demodulator and modulator can also be separate components. In the incoming path, the demodulator strips away the RF carrier signal leaving a baseband receive audio signal, which is sent from the radio system to the baseband system.

[0096] If the received signal contains audio information, then baseband system decodes the signal and converts it to an analog signal. Then the signal is amplified and sent to a speaker. The baseband system also receives analog audio signals from a microphone. These analog audio signals are converted to digital signals and encoded by the baseband system. The baseband system also codes the digital signals for transmission and generates a baseband transmit audio signal that is routed to the modulator portion of the radio system. The modulator mixes the baseband transmit audio signal with an RF carrier signal generating an RF transmit signal that is routed to the antenna system and may pass through a power amplifier. The power amplifier amplifies the RF transmit signal and routes it to the antenna system where the signal is switched to the antenna port for transmission.

[0097] Any of the software components described herein may take a variety of forms. For example, a component may be a stand-alone software package, or it may be a
software package incorporated as a "tool" in a larger software product. It may be downloadable from a network, for example, a website, as a stand-alone product or as an add-in package for installation in an existing software application. It may also be available as a client-server software application, as a web-enabled software application, and/or as a mobile application.

[0098] Although a few example implementations have been shown and described, these example implementations are provided to convey the subject matter described herein and to enable any person skilled in the art to make or use the subject matter described herein. It should be understood that the subject matter described herein may be implemented in various forms without being limited to the described example implementations. The subject matter described herein can be practiced without those specifically defined or described matters or with other or different elements or matters not described. It will be appreciated by those familiar with this field that changes may be made in these example implementations without departing from the subject matter described herein as defined in the appended claims and their equivalents. Thus, the subject matter discussed herein is not intended to be limited to the embodiments or examples described herein, but is to be accorded the widest scope consistent with the principals and novel features disclosed herein.
WHAT IS CLAIMED IS:
1. A method of assessing a pain level of a patient, comprising:
   receiving within a time window, using a device, electroencephalography (EEG) signals of the patient from an EEG sensor;
   determining, using the device and correlated EEG data, a pain level based on the EEG signals of the patient, wherein the correlated EEG data is created by correlating other EEG signals with two or more pain level indicators; and
   presenting, on a screen of the device or another device, one of the pain level indicators.

2. The method of claim 1, wherein the time window is about 10 seconds.

3. The method of claim 1, wherein the determining the pain level based on the EEG signals comprising determining the characteristics of alpha waves and beta waves of the EEG signals.

4. The method of claim 1, wherein the correlating other EEG signals with two or more pain level indicators comprising:
   measuring a first set of characteristics of alpha waves and beta waves in a first portion of the other EEG signal over a first time interval;
   applying a first negative external stimulus that represents a first pain level;
   associating the first set of characteristics with the first pain level;
   recording the association of the first pain level with the first set of characteristics;
   and
   repeating, at least once:
   measuring a next set of characteristics of alpha waves and beta waves in a next portion of the other EEG signal over a next time interval;
   applying a next negative external stimulus that represents a next pain level;
   associating the next set of characteristics with the next pain level; and
   recording the association of the next pain level with the next set of characteristics.

5. The method of claim 1, wherein the presenting the one of the pain level indicators is on the another device which is a pain feedback device.
6. The method of claim 1, further comprising applying a diversionary therapy to reduce the pain level.

7. The method of claim 1, wherein the device is a mobile device.

8. A non-transitory computer readable medium having stored therein computer executable instructions for:
   receiving within a time window, using a device, electroencephalography (EEG) signals of a patient from an EEG sensor;
   determining, using the device and correlated EEG data, a pain level based on the EEG signals of the patient, wherein the correlated EEG data is created by correlating other EEG signals with two or more pain level indicators; and
   presenting, on a screen of the device or another device, one of the pain level indicators.

9. The computer readable medium of claim 8, wherein the time window is about 10 seconds.

10. The computer readable medium of claim 8, wherein the determining the pain level based on the EEG signals comprising determining the characteristics of alpha waves and beta waves of the EEG signals.

11. The computer readable medium of claim 8, wherein the correlating other EEG signals with two or more pain level indicators comprising:
   measuring a first set of characteristics of alpha waves and beta waves in a first portion of the other EEG signal over a first time interval;
   applying a first negative external stimulus that represents a first pain level;
   associating the first set of characteristics with the first pain level;
   recording the association of the first pain level with the first set of characteristics;
   and
   repeating, at least once:
       measuring a next set of characteristics of alpha waves and beta waves in a next portion of the other EEG signal over a next time interval;
applying a next negative external stimulus that represents a next pain level;  
associating the next set of characteristics with the next pain level; and  
recording the association of the next pain level with the next set of characteristics.

12. The computer readable medium of claim 8, wherein the presenting the one of the pain level indicators is on the another device which is a pain feedback device.

13. The computer readable medium of claim 8, further comprising instructions for applying a diversionary therapy to reduce the pain level.

14. At least one computing device comprising storage and a processor configured to perform:
   receiving within a time window, using a device, electroencephalography (EEG) signals of a patient from an EEG sensor;
   determining, using the device and correlated EEG data, a pain level based on the EEG signals of the patient, wherein the correlated EEG data is created by correlating other EEG signals with two or more pain level indicators; and
   presenting, on a screen of the device or another device, one of the pain level indicators.

15. The least one computing device of claim 14, wherein the time window is about 10 seconds.

16. The least one computing device of claim 14, wherein the determining the pain level based on the EEG signals comprising determining the characteristics of alpha waves and beta waves of the EEG signals.

17. The least one computing device of claim 14, wherein the correlating other EEG signals with two or more pain level indicators comprising:
   measuring a first set of characteristics of alpha waves and beta waves in a first portion of the other EEG signal over a first time interval;
   applying a first negative external stimulus that represents a first pain level;
   associating the first set of characteristics with the first pain level;
recording the association of the first pain level with the first set of characteristics; and

repeating, at least once:

measuring a second set of characteristics of alpha waves and beta waves in a second portion of the other EEG signal over a second time interval;

applying a second negative external stimulus that represents a second pain level;

associating the second set of characteristics with the second pain level; and

recording the association of the second pain level with the second set of characteristics.

18. The least one computing device of claim 14, wherein the presenting the one of the pain level indicators is on the another device which is a pain feedback device.

19. The least one computing device of claim 14, wherein the processor is further configured to perform applying a diversionary therapy to reduce the pain level.

20. The least one computing device of claim 14, wherein the device is a mobile device.
FIG. 1
200

210
Attach EEG to Subject

Squeeze Ball tied to a force sensor. The more squeeze force exerted by subject, the more pain

220
Provide patient with pain expression device

230
Attach Sensor to pain administering device to correlate administering of pain to subject response

Optional but helps see “pre-pain” mental stress

240
Computer to store EEG readings, pain expression, and pain administering

250
Computer System to record EEG readings, and correlate pain expression and administration through time synchronization

FIG. 2
Computer Learning Algorithm. Artificial Neural Network, Support Vector Machine. Algorithm used to correlate the input of the EEG data from a time window, to the output of Pain Expression. In this way, from previous data, the computer algorithm can predict pain from the input of EEG data. Pain Administering Data is used to train the algorithm to “pre-pain” anxiety and post pain “let down”.

Live EEG Data 350

The generated, or trained algorithm takes as input a set of EEG data for a time window and outputs a pain reading 360

Computed Pain From EEG 370

Logging or display of Patient Pain 380

FIG. 3
Alpha Waves are produced with mental relaxation, or sleep 420

Beta Waves Show

Low amplitude beta waves with multiple and varying frequencies are often associated with active, busy, or anxious thinking and active concentration 425

Pain can be expressed in the lack of mental relaxation – this is our new finding. By taking a baseline of sampled data and known non-pain readings, average alpha and beta wave densities can provide a “normal” state. 430

Average or above average Alpha Waves over a specified time window 440

Sustained absence of Alpha Waves over a specified time window 450

Quick rise of Beta Waves over a specified time window indicates mental stress and “breakthrough” pain 460

No Pain

Possible Pain

Pain

FIG. 4
1100

Begin

1110
Receive, within a time window, EEG signals from an EEG sensor

1120
Determine, using correlated EEG data, a pain level based on the EEG signals

1130
Displaying one of the pain level indicators

End

FIG. 11
INTERNATIONAL SEARCH REPORT

A. CLASSIFICATION OF SUBJECT MATTER
A61B 5/0476(2006.01)i, A61M 21/02(2006.01)i, A61B 5/16(2006.01)i

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED
Minimum documentation searched (classification system followed by classification symbols)
A61B 5/0476; A61B 5/0482; A61N 1/36; A61M 37/00; A61B 5/0484; A61H 7/00; A61M 21/02; A61B 5/16

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched
Korean utility models and applications for utility models
Japanese utility models and applications for utility models

Electronic database consulted during the international search (name of database and, where practicable, search terms used)
eKOMPASS(KIPO internal) & Keywords: assess, pain, level, time, EEG

C. DOCUMENTS CONSIDERED TO BE RELEVANT

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>US 2008-0249430 [A] (ERIN ROY JOHN et al.) 09 October 2008</td>
<td>8:10-12; 16-18; 20-20</td>
</tr>
<tr>
<td></td>
<td>See abstract, paragraphs [0037]-[0058], claim 32 and figures 2-4.</td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>US 2011-0087125 [A] (ELVIR CAUSEVIC) 14 Apr 11 2011</td>
<td>11-17</td>
</tr>
<tr>
<td></td>
<td>See abstract, paragraphs [0017]-[0038], claims 1-19 and figures 2,3.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>See abstract, paragraphs [0051]-[0053] and figures 3A,3B.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>See abstract, paragraphs [0054]-[0072] and figures 1,3.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>See abstract, paragraphs [0041]-[0051], claim 1 and figures 1-3B.</td>
<td></td>
</tr>
</tbody>
</table>

Further documents are listed in the continuation of Box C.

See patent family annex.

* Special categories of cited documents:
"A" document defining the general state of the art which is not considered to be of particular relevance
"E" earlier application or patent but published on or after the international filing date
"L" document which may throw doubts on priority claim(s) or which is cited to establish the publication date of another citation or other special reason (as specified)
"O" document referring to an oral disclosure, use, exhibition or other means
"P" document published prior to the international filing date but later than the priority date claimed

"T" later document published after the international filing date or priority date and not in conflict with the application but cited to understand the principle or theory underlying the invention
"X" document of particular relevance; the claimed invention cannot be considered novel or cannot be considered to involve an inventive step when the document is taken alone
"Y" document of particular relevance; the claimed invention cannot be considered to involve an inventive step when the document is combined with one or more other such documents, such combination being obvious to a person skilled in the art
"&" document member of the same patent family

Date of the actual completion of the international search
14 August 2014 (14.08.2014)

Date of mailing of the international search report
18 August 2014 (18.08.2014)

Name and mailing address of the ISA/KR
International Application Division
Korean Intellectual Property Office
189 Cheongna-ro, Seo-gu, Daejeon Metropolitan City, 302-701, Republic of Korea
Facsimile No. +82-42-472-7140

Authorized officer
KTM, Tae Hoon
Telephone No. +82-42-481-8407

Form PCT/ISA/210 (second sheet) (July 2009)
### Box No. II  Observations where certain claims were found unsearchable (Continuation of item 2 of first sheet)

This international search report has not been established in respect of certain claims under Article 17(2)(a) for the following reasons:

1. □ Claims Nos.: 1-7 because they relate to subject matter not required to be searched by this Authority, namely:
   
   Claims 1-7 pertain to a method of treatment of the human body by surgery or by therapy/diagnostic methods and thus relate to a subject matter which this International Searching Authority is not required, under Article 17(2)(a)(i) of the PCT and Rule 39.1(iv) of the Regulations under the PCT, to search.

2. □ Claims Nos.: because they relate to parts of the international application that do not comply with the prescribed requirements to such an extent that no meaningful international search can be carried out, specifically:

3. □ Claims Nos.: because they are dependent claims and are not drafted in accordance with the second and third sentences of Rule 6.4(a).

### Box No. III  Observations where unity of invention is lacking (Continuation of item 3 of first sheet)

This International Searching Authority found multiple inventions in this international application, as follows:

1. □ As all required additional search fees were timely paid by the applicant, this international search report covers all searchable claims.

2. □ As all searchable claims could be searched without effort justifying an additional fees, this Authority did not invite payment of any additional fees.

3. □ As only some of the required additional search fees were timely paid by the applicant, this international search report covers only those claims for which fees were paid, specifically claims Nos.:

4. □ No required additional search fees were timely paid by the applicant. Consequently, this international search report is restricted to the invention first mentioned in the claims; it is covered by claims Nos.:  

**Remark on Protest** □ The additional search fees were accompanied by the applicant's protest and, where applicable, the payment of a protest fee.

□ The additional search fees were accompanied by the applicant's protest but the applicable protest fee was not paid within the time limit specified in the invitation.

□ No protest accompanied the payment of additional search fees.
<table>
<thead>
<tr>
<th>Patent document cited in search report</th>
<th>Publication date</th>
<th>Patent family member(s)</th>
<th>Publication date</th>
</tr>
</thead>
<tbody>
<tr>
<td>US 2008-0249430 Al</td>
<td>09/10/2008</td>
<td>CA 2682955 Al</td>
<td>16/10/2008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 101677775 A</td>
<td>24/03/2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CN 101677775 B</td>
<td>08/08/2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2131733 A2</td>
<td>16/12/2009</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2131733 A4</td>
<td>25/01/2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2010-523226 A</td>
<td>15/07/2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2008-124566 A2</td>
<td>16/10/2008</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2008-124566 A3</td>
<td>04/12/2008</td>
</tr>
<tr>
<td>US 2011-0245708 Al</td>
<td>06/10/2011</td>
<td>CA 2795045 Al</td>
<td>13/10/2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2552302 A2</td>
<td>06/02/2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>EP 2552302 A4</td>
<td>21/08/2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2013-523274 A</td>
<td>17/06/2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2011-126894 A2</td>
<td>13/10/2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2011-126894 A3</td>
<td>12/01/2012</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 2014-0031604 Al</td>
<td>30/01/2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 7894905 B2</td>
<td>22/02/2011</td>
</tr>
<tr>
<td>WO 2008-131294 Al</td>
<td>30/10/2008</td>
<td>None</td>
<td></td>
</tr>
</tbody>
</table>