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(54) Title: SYSTEM AND METHOD FOR DISASTER RECOVERY AND MANAGEMENT OF AN EMAIL SYSTEM

(87) Abstract: The present invention provides an improved system and method for disaster recovery and management of an email

& system. The system includes a deferral monitor that detects when a failure occurs in a client’s email system, and a mailbox creation
& process and automatically creates mailbox accounts for the affected domains that queue incoming mail while the failure is repaired:
This ensures no email is bounced because of the unavailable mail servers. Once the email servers are reconnected, the system
forwards queued email to the client in a "flow-controlled"” manner until all email is delivered. The system may further include a

=

web mail interface that allows the client to maintain email functionality until the failure is repaired. The system may also include a
message switch that filters all email for policy and content rules, spam and viruses before passing the email to the client.
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SYSTEM AND METHOD FOR DISASTER RECOVERY AND MANAGEMENT
OF AN EMAIL SYSTEM

TECHNICAL FIELD
The described embodiments generally relate to email systems and more
particularly, to a system and method that detects failures in an email system and takes
corrective measures, including providing an alternate email service so that a client

maintains the ability to send and receive email until the original service is restarted.

BACKGROUND

Enterprises increasingly rely on email as a core communication tool for connecting
with business associates, partners, customers, and others. In most companies, employees
send and receive more email messages than telephone calls. Email is a conduit for
exchanging data, contracts, orders, legal documents, and other mission-critical
communications. With reliance on email to sustain and improve business, a company's
email infrastructure should offer the highest level of security and reliability. Ensuring the
continued availability of this infrastructure is a sizeable task that presents a real challenge

to many information technology organizations.

It would therefore be desirable to provide a system and method for disaster
recovery and management of an email system that ensures that an enterprise will be able to
continue to send and receive email messages, even if the enterprise's email servers are

unavailable.

SUMMARY
Certain embodiments relate to a system for disaster recovery of a client email
system having one or more user accounts, the system comprising:
one or more servers that receive and transfer email for the client email systems;
a deferral monitor that detects failure of the client email system; and
a mailbox creation process that, in response to a failure, automatically creates one

or more mailboxes corresponding to the one or more user accounts, wherein email directed
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to the client email system is routed to the one or more mailboxes.

Other embodiments relate to a method for disaster recovery and management of a
client email system having a plurality of user accounts, comprising:

routing email messages to one or more servers that receive, process and transfer
email messages directed to the client email system;

detecting a failure of the client email system;

automatically creating a plurality of mailboxes corresponding to the plurality of
user accounts, in response to detecting a failure in the client email system; and

routing email messages directed to the client email system to the one or more

mailboxes until the failure is repaired.

The embodiments may be implemented using a highly reliable distributed network
including multiple data centers that provide a persistent and steadfast conduit for inbound
email for clients. The system may use a deferral monitor to detect when a client's email
servers or Internet connection is down. A related process may examine deferrals and
create mailbox accounts as needed. The inbound email will be queued in the user mailbox
accounts until the client's mail servers are restored and available for inbound mail traffic.
This ensures no email is bounced because of the unavailable mail servers. Once the email
servers are reconnected, a transfer process may be activated that causes the mailbox
accounts to "release” or forward queued email to the client in a "flow-controlled" manner

until all email is delivered.

One advantage of the described embodiments is that they ensure that email
messages directed to a client will not be bounced or lost even if the client's email servers

are unavailable.

Another advantage of the described embodiments is that they provide a system and
method for disaster recovery of an email system that seamlessly queues all incoming mail
while a failure is repaired without any action required by the client. The system may

include a web mail interface for allowing users to access the queued email and allowing
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the client to maintain email functionality until the failure is repaired.

Another advantage is that policy, content, spam and virus filtering of email can be
performed using the clients preferred settings, even in the cvent of a failure of a client

email system.

These and other features and advantages will become apparent by reference to the

following specification and by reference to the following drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
Figure 1 is a schematic diagram illustrating a system for disaster recovery and

management of an email system, which is implemented over a distributed network.

Figure 2 is a block diagram illustrating the general functionality of a system for

disaster recovery and management of an email system.

Figure 3 is a flow diagram illustrating the operation of the system for disaster

recovery and management of an email system.

DETAILED DESCRIPTION OF THE EMBODIMENTS

Embodiments will now be described in detail with reference to the drawings, which
are provided as illustrative examples. Notably, the implementation of certain described
elements can be accomplished using software, hardware, firmware or any combination
thereof, as would be apparent to those of ordinary skill in the art, and the figures and
examples below are not meant to limit the scope of the embodiments. Moreover, where
certain described elements can be partially or fully implemented using known components,
only those portions of such known components that are necessary for an understanding of
the embodiments will be described, and detailed descriptions of other portions of such
known components will be omitted. Preferred embodiments are illustrated in the Figures,

like numerals being used to refer to like and corresponding parts of various drawings.
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In one embodiment, the system 100 may be implemented over a distributed
network. Figure 1 illustrates the system 100 implemented over a distributed network 102.
The distributed network 102 includes multiple conventional servers 104, which are
communicatively interconnected. Several remote and secure data centers 116 house
servers 104. The data centers 116 are physically constructed to withstand substantial
meteorological and geological events, and include state of the art security measures,
climate control systems, built-in redundancies and back-up generators to ensure high
availability and reliability. The data centers 116 are preferably dispersed in remote
locations throughout a geographic coverage region. A system operator may control
operation of the system 100, and signup multiple remotely located customers or "clients"
114 that may be recipients of e-mail. The clients 114 may be remotely located from each
other and unrelated. Each different customer or client 114 may represent one or more
computer systems or an enterprise system, including multiple servers. Any e-mail directed

to or from clients 114 will pass through system 100. In order to route all e-mail through
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system 100, cach client 114 changes its mail exchanger or “MX" record to reflect the IP address
of a conventional DNS server 112 for the system. In this manner, all mail directed to the clients
114 will reach the DNS server 112 for system 100 and be passed through the system 100 prior to
reaching clients 114. This process is best shown by a deseription of steps (1)-(6) depicled in

Figure 1.

When a sender 106 transmits an e-mail message addressed to a client 114, the email
passes through system 160 as follows. In step (1), the message passes to a conventional ‘Simple
Mail Transfer Protocol (SMTP) server 108 for the sender. In step (2), the SMTP server 108
communicates with a conventional DNS server 110 for the sender 106 to request the MX record
for the client 114, In step (3), the sender’s DNS server 110 makes a record request for the
client’s MX record, which is now associated with the system's DNS server 112. This request is
thus passed to the system’s DNS sexver 112, The system’s DNS server 112 then selects the most
appropriate data center 116 to service the e-mail. The system’s DNS server 112 will select the
most appropriate data cenfer 116 based on one or more of the following criteria: (i) the “health”
of the servers 104 within the data center 116 {¢.g., whether the servers are functioning properly);
(ii) the capacity of the servers 104 wi thin the data center 116 (c.g., whelher the servers 104 are
operating above or below a threshold capacity); (iii) fhe projected roundtrip time between a
remote data center and the intended client 114; and (iv) the geographical distance between the
sender 106 and/or the senders DNS server 110 and the data center 116, Different weights can be
assigned 1o the different criteria based on what would be suitable or desirable (o a system

operator under a given sct of circumstances.

In step (4), the system’s DNS server 112 responds to the sender’s SMTP server 108 with
an [P address corres;ionding lo a server 104 in the sclected data center 116, [n step (5), the
SMTP server 108 delivers (he message to server 104, In one embodiment, server 104 includes
and passes the message (hrough a message processor or “switch™, i.e., a software program for
policy, content, spam and/or virus filtering. An instance of the message switch may be Jocated
and operating within cach server 104, 11 the message switch determines that o message violates
cantent, policy or spam rules or may conlain a virus {as used herein (he terms “virus™ and “virus

filtes” should be broadiy construcd 1o cover any malicious or undesirablc code such as viruses,
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Trojan horses, worms and the like), it may block, reject or quarantine the message. Assunting

the message swilch does not reject or quarantine the message, server 104 subsequently transmits

the message to client 114, as shown in step (6).

The present system algo provides for disaster recovery and management in the event of a
failure at a client email sysiem or site 114, If a failure is detected in the client’s email system
that would prevent delivery of email messages to the client, the system provides disaster
recovery and management of the client’s email system. Particularly, the system may queue
incormning email and provide access to the email until the client’s email system is restored, Once
the client’s email system is restored, the system will transfer the queued messages to the client in
a flow controlled manner. The following discussion describes these disaster recavery and

management functions.

Figure 2 is a block diagram illustrating the general operation of the system 100. While
the present invention will be primarily described in relation to a system 100, it should be
appreciated that each of the portions or blocks illustrated in Figure 2 (as well as the portions or
blocks illustrated in the other Figures) may represent logic steps or processes and/or the
hardware and/or software utilized to perform the logic steps or processes. It should further be
appreciated that any one or more of the portions or blocks shown can be implemented in 2
computer readable medium as part of a system. Additionally, the blocks or processes shown in
Figure 2 may each include multiple processes that are distributed and/or reside on multiple
servers 104 within a distributed computer system 102. As shown in Figure 2, the system 100
may include a filtering process 200, a deferral monitor 300, a mailbox creation process 310, and

a storage facility 400.

The filtering process 200 may include a message processor or “switch™, i.¢., a software
program for policy, content, spam and/of virus filiering, An instance of the message switch may
be preferably located and operating within each server 104, The message swilch may include
one or more programs {e.g. policy, content, span and/or virus filtering programs). In anc
embodiment. the message switch is substantially similar to the message switch described in U.S,

Patent App. Serial No. 107849090, which is assigned to 1he present assignee and which is

PCT/US2005/041899
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incorporated herein by reference. If the message switch determines that a message violates
content, policy or spam rules or may contain a virus, it may block, reject or quarami'ne the
message. Assuming the message switch does not reject or quarantine the message and no
failures are detected in client system 114, the message passes to the intended recipient in client
system 114. However, if the deferral monitor 300 has detected a failure in the client system 114,
deferral monitor 300 triggers a disaster recovery sequence, and the message is passed to storage

facility 400, as described below.

The deferral monitor 300 may include one or more processes that run on cach mail server
in the system (e.g., mail servers 104). The deferral monitor 300 examines the deferral queues on
the system’s mail servers 104 for excessive deferrals. In the presence of excessive deferrals, the
deferral monitor 300 will trigger a mailbox creation process 310, which causes the client's
affected email accounts to be recreated in storage facility 400. The client’s mail is then routed to
Ihe mailhoxes within storage facility 400, The threshold value for deferrals that the deferral
monitor 300 will consider “excessive” may vary from client 1o client‘ For instance, each client
may set a threshold value, such as a maximum guantity of deferrals, maximum length of time
that deferrals can occur, or a rate threshold (e.g., maximum deferrals per time period), which if
exceeded, will cause the deferral monitor 300 to trigger the mailbox creation process 310. In one
embodiment, a client can dynamically set and adjust this threshold value, Alternatively, an
administrator of system 100 can set and alter the threshold value (e.g., by way of a conventional
administrative interface). The deferral reason may also be examined to determine if the client

mail system is down completely, or just temporarily.

Storage facility 400 may include onc or ihore conventional storage servers, processes and
devices with redundancies. The storage facility 400 stores mail in user mailboxes that mimic the
affected client domains. Once the client email system is restored, a transfer process is activated
that passes the stored email messages from the storage facility 400 to the respective mailboxes
on the clieni sysiem. In one embodiment, the storage facility 400 is configured such that vsers
cannot delete mai! from their user mailbox accounts. In this manner, once the client email

system is repaired, a correct and camplete image of the client’s cmail system can he restored.
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Operation of the system 100 will now be described with reference to Figure 3, which
illustrates one embodiment of a method 500 thal may be performed for disaster recovery and
management of an email system. Method 500 begins at block 510, where a disaster or failure
occurs at a client site and causes the client’s mail servers to be inaccessible and/or inoperative for
aperiod of time. As a result of the client email system being unavailable, messages that were
addressed 1o users in the client system begin to accumulate in the relay queues of the mail
transfer agents (MT As) of the system 100. In block 520, the deferral monitor 300 detects when
the deferrals exceed a predetemmined threshold (e.g., rate, length of time or quantity). As
explained above, the predetermined threshold may vary client by client, and may be dynamically
set and modified by each client. Once the deferral monitor 300 has determined that the threshold
has been exceeded, the monitor 300 may notify the client and the system 100 that a potential
failure or disaster has occurred. The deferral monitor 300 may also detect a failure by the client

sending a message to the system 100 notifying the system or system administrator of the failure.

In block 530, the deferral monitor 300 triggers the mailbox account creation process 310
that automatically creates user accounts for the affected client domains. In one embodiment, the
mailbox account creation process 310 runs on a central database server, which communicates
with a ¢lient information datdbase 590 that is maintained by system 100. The client database 590
may include information describing and identifying each of the user accounts affected by the
disaster or failure in the client email system. The clieni database 590 may also include other
information for processing mail for clients, such as client specific rules and settings to be applied
during the filtering process 200, and client specific threshold values. Based on the account
information contained in the database, the mailbax account creation process 310 creates
temporary mailbox accounts in storage facility 400 corresponding to each of the affected client
user accounts. In one embodiment, the client upon discovering a system failure may provide the
affected user accounts. For instance, once a client is notified of a disaster or failure of ils email
system (e.g., through notification by system 100), it may transmit all of its user account
information dvireclly 1o the client database 590. Alternatively, the client may provide the
information to a system administvator for entry into database 590, or for manual creation ar

preparation of the mailbox accounts.

-10-
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In block 540, the system switches the message delivery destination from the client
gateway to the temporary mailbox accounts in storage facility 400. In this manner, all queued
mail and new mail addressed to the client is delivered (o the respective mailbox accounts in
storage facility 400 rather than to the client’s failed email system. In block 550, the system
enables a web mail application that allows users Lo access the mailbox accounts through a
convenlional web interface. The web mail application may be a conventional web-based emuil
application. In one embodiment, the web mail application is configured such that users are not
allowed to delete messages contained in the storage facility 400, The web mail application may
further be configured to save all dutgoing messages sent by users. In this manner, once the client
email system is repaired, a correct and complete image of the client’s email system can be

restored.

In block 560, the client mail servers are repaired. Once the client email syslem is
repaired, notification is sent to system 100 (e.g., by the client system or administrator).
Altematively, deferral monitor 300 may periodically examine the client email system to detect
when it is sufficiently repaired. This may be performed by periodically sending messages to the
client email system to determine whether the client email system is accepting messages. In
block 570, once the system 100 determines that the client email system is repaired, the process
switches the active domain from the lenmora.ry mailbox accounts back to the client galeway.
The process ends in block 580, where the transfer process redelivers mail stored in facility 400 to
the clieni email system. In one embodiment, all stored messages that were sent through the web
mail application are also delivered to the client email system for reference. In one embodiment,
the email messages are detivered over to (he client in a flow-controlled manner. The rate at
which the messages are delivered may be set and adjusted on a client-by-clicnt basis and stored

within the client database 590.

In this manner, system [00 provides for management and recovery of a client email
system, The system seamlessly queucs all incoming mail while the failure is repaired without
requiring any action by the client. The system may also include an interface that allows the
client to maintain email (unetionality (e.g., both sending and receiving email) until the failure is

repaired. The architecture and function of system [00 also ensure that the clicnl's specific

11-
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policy, content, spam and/or virus filtering procedures will conlinue uninterrupted and

unaffected, even in the event of a failure of a client email system.

While the invention has been particularly shown and described with respect to
illustrative and preferred embodiments thereof, it will be understood by those skilled in the
art that the foregoing and other changes in form and details may be made therein without
departing from the spirit and scope of the invention that should be limited only by the

scope of the appended claims.

The reference in this specification to any prior publication (or information derived
from it), or to any matter which is known, is not, and should not be taken as an
acknowledgment or admission or any form of suggestion that that prior publication (or
information derived from it) or known matter forms part of the common general

knowledge in the field of endeavour to which this specification relates.

Throughout this specification and the claims which follow, unless the context
requires otherwise, the word “comprise”, and variations such as “comprises” and
“comprising”, will be understood to imply the inclusion of a stated integer or step.or group
of integers or steps but not the exclusion of any other integer or step or group of integers or

steps.

-12-
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THE CLAIMS DEFINING THE INVENTION ARE AS FOLLOWS:

1. A system for disaster recovery of a client email system having one or more user
accounts, the system comprising:

one or more servers that receive and transfer email for the client email systems;

a deferral monitor that detects failure of the client email system; and

a mailbox creation process that, in response to a failure, automatically creates one
or more mailboxes corresponding to the one or more user accounts, wherein email directed

to the client email system is routed to the one or more mailboxes.

2. The system of claim 1, wherein the deferral monitor resides on the one or more
servers.
3. The system of claim 2, wherein the one or more servers selectively queue email

prior to transferring the email to the client email system, and wherein the deferral monitor
detects failure of the client email system by determining when queuing of email in the

servers exceeds a threshold value.

4, The system of claim 3, wherein the threshold value comprises a time value, a
quantity value or a rate value, and wherein the threshold value is dynamically set and

modified by each client email system.

5. The system of any one of claims 1 to 4, wherein the failure is a failure of the client

email system.

6. The system of claim 5, wherein the deferral monitor detects failure of the client

email system by receiving notification from the client email system.

7. The system of claim 5 or claim 6, wherein the deferral monitor is further adapted to
detect when the client email system is repaired, and in response, to aclivate a transfer

process that forwards any email in the one or more mailboxes to the client email system.

13-
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8. The system of any one of claims ! to 7, wherein the one or more mailboxes

comptise one or more temporary mailboxes.

9. The system of any one of claims | to 8, wherein the one or more mailboxes are

created on the one or more Servers.

10.  The system of any one of claims 1 to 9, wherein the created one or more mailboxes

are accessible by the user accounts, respectively, during the failure.

11.  The system of any one of claims 1 to 10, further comprising:

a web mail interface that allows users to access the one or more mailboxes.

12.  The system of claim 11, wherein the web mail interface is configurable to prevent

users from deleting messages in the one or more mailboxes.

13.  The system of claim 12, wherein the web mail interface is configurable to store

messages sent by users by use of the interface.

14.  The system of any one of claims 1 to 13, further comprising:
a message switch that is adapted to filter email messages according to one or more
rules prior to transferring the email messages to the client email system or to the one or

more mailboxes.

15.  The system of claim 14, wherein the one or more rules include at least one of

policy rules, content rules, spam rules and virus filtering rules.

16.  The system of any one of claim 1 to 15, further comprising:

a storage module for storing the one or more mailboxes.

17.  The system of any one of claims 1 to 16, wherein the client email system has a

-14-
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plurality of user accounts and the one or more servers comprise a plurality of distributed
servers, and wherein the mailbox creation process automatically creates a plurality of

mailboxes corresponding to the plurality of user accounts.

18.  The system of any cne of claims 1 to 17, further comprising:
one or more filters for processing email messages prior to transterring the email

messages to the client email system or to the one or more mailboxes.

19. A method for disaster recovery and management of a client email system having a
plurality of user accounts, comprising:

routing email messages to one or more servers that receive, process and transfer
email messages directed to the client email system;

detecting a failure of the client email system;

automatically creating a plurality of mailboxes corresponding to the plurality of
user accounts, in response to detecting a failure in the client email system; and

routing email messages directed to the client email system to the one or more

mailboxes until the failure is repaired.

20.  The method of claim 19, further comprising:
detecting when the client email system is repaired; and

forwarding any email in the one or more mailboxes to the client email system.

21.  The method of claim 20, wherein the one or more servers include one or more
queues for temporarily storing email messages prior to transferring the email messages to
the client email system; and wherein detecting a failure of the client email system

comprises determining when queuing of email in the servers exceeds a threshold value.

22.  The method of any one of claims 19 to 21, further comprising:
providing an interface for allowing users to selectively access the plurality of

mailboxes.

-15-
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23.  The method of claim 22, wherein the interface is a web mail interface.

24.  The method of claim 23, wherein the interface is configured such that the users

cannot delete messages in the one or more mailboxes.

25.  The method of claim 24, wherein the interface is configured to store messages sent

by users by use of the interface.

26.  The method of any one of claims 19 to 25, further comprising:
filtering the email messages prior to transferring the email messages to the client

email system or to the one or more mailboxes.

27.  The method of claim 26, wherein the filtering comprises at least one of content or

policy filtering, spam filtering and virus filtering.

28.  The method of any one of claims 19 to 27, wherein the created plurality of
mailboxes are accessible by the respective user accounts, respectively, during the failure of

the client email system.

-16-
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