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Description

This invention relates to electronic circuit
switching arrangements.

Electronic circuit switching has developed
rapidly due to the higher speed of switching
available with electronic components over that
available with conventional electromagnetic
switching components and due also to the ulti-
mate lower cost of equipment promised in view
of contemporary development.

For predetermined reliability, the major goal is
speed. To increase overall speed in translating
data electronically, not only must the data be
translated at the maximum speed, but the circuits
sought, connected and disconnected with the
least delay.

One approach to the problem of selecting cir-
cuits at high speed is described in the three
United States Patents A-4201889, 4201890 and
4201891. Here each switch arrangement in the
system has its own control processor in the form
of an access switch stage connected to each of a
number of shared processors external to the
switch arrangement, which can lead to dis-
advantages such as delays in processing time
when a number of switching processes are com-
peting simultaneously for control information.

Another approach is described in the paper by
M. Akiyama et al, entitled “Speech-path selection
and inter-processor signalling in a load-shared
distributed switching system”, International
Switching Symposium, 7th—11th May 1979,
pages 619—626, Paris, France, which described
the speech-path selection methods and the inter-
processor signalling in a load-shared distributed
switching system. The distributed switching
system consists of a number of relatively small
but autonomous switch units. These switch units
are operated separately and independently.
Several control methods are proposed for the
speech-path selection. Traffic handling charac-
teristics of these methods are compared. It is
shown that even a step-by-step selection by
independently operated distributed switch units
is realizable, if one or two times of retrials are
allowed.

A loop network is proposed for the inter-pro-
cessor signalling of the distributed switching
system. In this network, controi signals between
switch units are transmitted by the packet switch-
ing principle. The average number of control
packets required to connect a call is calculated.
Traffic handling characteristic of the loop network
is analyzed. Some formulae which are useful to
design the signalling network are derived.

It is accordingly an object of the present inven-
tion to provide an improved electronic circuit
switching arrangement which permits such
delays to be minimised.

According to the invention, we provide a distri-
buted control progressive electronic circuit
switching arrangement comprising an originating
group circuit arrangement having a multiple or
originating terminals to which given information
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handling systems are to be connected, an inter-
mediate group circuit arrangement having a
multiple of input terminals to be connected to
corresponding terminais of said originating group
circuit arrangement, a terminating group circuit
arrangement having a multiple of terminals to
which other information handling systems are to
be connected and having input terminals to be
connected to corresponding terminais of said
intermediate group circuit arrangement a source
of timing pulses connected in common to each of
said groups, circuitry in said originating group
circuit arrangement for accepting a request from
an originating terminal to which a given infor-
mation handling system is attached for connec-
tion to a particular terminating group circuit
terminal to which is attached the specific infor-
mation handling system with which communica-
tion is desired and for sensing the status from
said intermediate groups with respect to the
connectivity to that specific terminating group,
electronic switch circuitry connected between
said originating terminal of said originating cir-
cuitry and a terminal thereof corresponding to the
specific input terminal of said intermediate group
and having an actuating terminal, circuitry con-
nected to said request accepting circuits and to
said sensing circuitry and having an output ter-
minal connected to said actuating terminal of said
switching circuitry for establishing an electric
connection in response to matching data at said
comparing circuitry, circuitry in said intermediate
group for accepting a request relayed from said
originating group to the electric connection estab-
lished thereby, electronic switch circuitry con-
nected between the input and output terminals of
said intermediate group and each having an
actuating terminal, circuitry for sensing data con-
nected to said circuitry for accepting a request
from said originating group and connected to the
terminais connected to said terminating group
and having an output terminal connected to said
actuating terminal of said switch circuitry for
establishing an electric connection in response to
matching data, circuitry in said terminating group
for receiving said connection request as relayed
from said intermediate group and for searching-
for the line address corresponding to said connec-
tion request, circuitry in said terminating group
for determining the available/busy status of the
information handling system terminals and for
returning an appropriate response to said
originating group, and switch circuitry in said
terminating group for establishing electric con-
nection in case of available status, and for discon-
necting the connections established to this point
in case of busy status.

In a preferred embaodiment of the invention, a
signal appearing at an originating terminal of the
switching arrangement intended for a destination
terminal of that arrangement is propagated
through a multiple of stages forming one control
path between the originating and terminating
terminals toward that destination. If the destina-
tion terminal is idle, the same signal or a like
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signal is propagated back to the originating ter-
minal along an identical or a similar control path
and the latter signal is employed to hold the
connections. Simuitaneously two identical elec-
tric signal paths are established for simul-
taneously translating data in both directions
between the originating and terminating ter-
minals. All four of these electric signal paths are
established simultaneously, eliminating any
delay resulting from a non-simultaneous step
connection. Each electric signal path comprises
three terminal stages connected in series
between the originating terminals and the ter-
minating terminals. Terminals at the final stages
that are idle, or not busy, are preconnected
electrically according to the invention to terminals
at an intermediate stage, thus one variable
normally calling for time is reduced to a minimum
delay. When a signal requesting a designated
terminal is processed, a scanning or commutating
operation associated with only the originating
terminal is initiated. This commutating or scan-
ning operation proceeds from terminai-to-ter-
minal of the intermediate stage. Once an “idle" or
available intermediate terminal is reached, com-
mutation is halted and the switch connections
made (closed). Thus no more time is consumed in
scanning or commutating for this particular
switching set up. On the average, better than half
of the scanning time normally consumed is
saved, Each such scanning operation is indepen-
dent of the others. In a preferred arrangement, a
time division multiplexing system is used
whereby one scanning time slot is spaced but one
time slot from the next. In this manner the
scanning operations are virtually in parallel with a
progressive skew from one to the next of but one
time slot; this reduces the time delay in the
overall switching operation for an exchange con-
siderably from those of the prior art arrange-
ments. In the preferred arrangement, the com-
mutating operation at the intermediate stage
terminals is ongoing continuously for all’ idle
terminals. Thus the service provided to an
originating terminal having a request waits only
for the first time slot connecting an idle inter-
mediate terminal leading to the desired
(requested) terminating terminal.

The invention, and the manner in which it may
be put into effect, will be clearly understood from
the following description of the embodiment
referred to above, when read in conjunction with
the accompanying drawings, in which:—

Fig. 1 is a logical diagram for implementing the
switch architecture in a distributed control pro-
gressive switch circuit arrangement according to
the invention;

Fig. 2 is an architectural diagram of such a
progressive switch according to the invention;

Fig. 3 is a graphical representation of switch
control timing waves for controlling a circuit
arrangement according to the invention;

Fig. 4 is a logical diagram of an originating
control and switch matrix according to the
invention;
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Fig. 5 is a logical diagram of an intermediate
control and switch matrix according to the
invention;

Fig. 6 (sections 6A and 6B being taken together)
is a logical diagram of terminating line request
logic for a single link according to the invention;

Fig. 7 is a logical diagram of a terminating line
status logic for a given line according to the
invention;

Fig. 8 is a logical diagram of terminating group
control logic according to the invention;

Fig. 9 is a logical diagram of the terminating
switch matrix according to the invention;

Fig. 10 is a logical diagram of a primary forward
switch plane or a tertiary reverse switch plane
according to the invention;

Fig. 11 is a logical diagram of a primary reverse
switch plane or a tertiary forward switch plane
according to the invention;

Fig. 12 is a graphical representation of timing
waves for operation of the link selection sequence
of a port-to-port connection of a circuit arrange-
ment according to the invention;

Fig. 13 is a logical diagram of a secondary
forward switch piane according to the invention;

Fig. 14 is a logical diagram of a secondary
reverse switch plane according to the invention;

Fig. 15 is a graphical representation of
waveforms depicting the cycles of the “line
address” and “address type transmission” of a
circuit arrangement according to the invention;

Fig. 16 is a graphical representation of the
“response transmission” cycle in a circuit
arrangement according to the invention;

Fig. 17 is a graphical representation of
waveforms arranged for initiating data base
sequence operation in a circuit arrangement
according to the invention;.and

Fig. 18 is a graphical representation of
waveforms arranged for a disconnecting
sequence of operation in a circuit arrangement
according to the invention.

General description

A logical diagram showing the general arrange-
ment of a communication system according to
the invention is given in Fig. 1. A subscriber
instrument 20A is but one of many such instru-
ments by which communications is established
with one or more of other such instruments, for
example the subscriber instrument 20B. In the
interest of clarity, one forward path and one
reverse path only are shown here for a 16 by 16
progressive switch.

Switch Architecture

The logical architecture of the aforementioned
16 by 16 line progressive switch arrangement is
schematically shown in Fig. 2. Four 4 by 8 mat-
rices, 200, 201, 202 and 203, are each connected
by one link, 210, 211,...218, as examples, to
each of eight 4 by 4 matrices, 220, 221, ... 227,
each of which is similarly connected by links 230,
231, 232 and 233, as examples to four 8 by 4
matrices, 240, 241, 242 and 243, This interconnec-
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tion of matrices with links is referred to herein-
after as a “switch plane””. The 4 by 8 matrices,
200—203, are referred to as “primaries”, the 4 by
4 matrices, 220—227 as “secondaries’” and the 8
by 4 matrices 240—243 as “tertiaries”. The four
primary matrices make up a “primary stage” of
switching. The eight secondary matrices and four
tertiary matrices each make up a “secondary” and
“tertiary’’ stage of switching, respectively. Thus,
the configuration is a 3-stage switch plane. Four
such planes make up this exemplary model
described hereinafter. Two planes carry infor-
mation left to right and are referred to as "“forward
switch planes”, and two carry information right to
left and are referred to as ‘“reverse switch
planes”. In the forward planes, one is dedicated to
carrying information necessary for switch or con-
trol operation and the other is reserved exclu-
sively for subscriber message information or
data. The same holds true for the reverse planes.
In both cases, the planes reserved for subscriber
information are referred to as “data planes”. The
planes that carry information for switch operation
are referred to as ““control planes”.

Preferably from a structural standpoint, the
planes are arranged vertically; that is, each matrix
as depicted in Fig. 2, has three more matrices
arranged beneath it. The forward planes are
arranged left to right with P, S and T stages; the
reverse planes are arranged from left to right with
T, S and P stages. In other words, the four planes
reside vertically with forward and reverse planes
being a left-right mirror image of each other.

Each stack of four matrices is referred to as a
group. The PST designations for matrices cannot
be applied to the groups since the right most and
left most groups are composed of both Pand T
matrices. Since the groups are formed for func-
tional reasons and since connections originate on
the left and terminate on the right of the switch,
the groups are referred to as Originating Groups
0—3, Intermediate Groups 0—7 and Terminating
Groups 0—3, left to right.

To make a connection through the switch from
one terminal A to another terminal B, it is
necessary for originating group 0 to set up a path
through each of its four matrices from the ter-
minal A to an intermediate group, for example
that of matrix 223 or group 3. Intermediate group
3 must in turn set up a connection in each of its
four matrices from originating group 0 to ter-
minating group that of matrix 2. In turn, terminat-
ing group 2 completes the connection to the
terminal B. In a sense each group of matrices
operates as a number of four poie switches with
connections in each plane progressing in parallel
from left to right.

Even though connections progress from left to
right it must be remembered that a connection
consists of two sets of bi-directional information
paths, one set for message data, the other for
switch control levels.
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Exemplary model

A diagram of an exemplary modef which imple-
ments the previously described switch architec-
ture is that shown in Fig. 1. One forward and one
reverse plane are shown. For simplicity, only
those links, 213, 411 and the corresponding
included in a hypothetical terminal A to terminal B
connection are as from an instrument 20A
another instrument 20B are included.

Two subscribers, A and B, are shown interfaced
to the originating and terminating sides of the
switch through what is called Port Logical Cir-
cuitry. The function of port logical circuitry is to
convert a connection request of one subscriber to
form suitable for controlling the switch to set up
the desired connection path. Once the connection
is set up, the port logical circuitry associated with
the subscriber to which the connection has been
directed signals the other subscriber that a con-
nection has been made to it. At this point the
recipient of the connection may signal through
the associated port logical circuitry, the estab-
lished communication path and the originating
subscriber port iogical circuitry its desire to com-
municate. This signalling is done over the control
planes of the switch which were previously used
for passing information necessary for path set up.
If communications are desired at this point
between subscribers, their associated port logical
circuitry enables transmission between them on
the bi-directional data planes of the established
connection path.

The port logical circuitry transmits busy indica-
tions to each other over the control planes of the
connection path for the duration of the connec-
tion. When either port logical circuitry receives a
disconnect request from one associated sub-
scriber, it stops the busy signal transmission to
the other port signalling that a disconnect oper-
ation is in progress. The control logical circuitry in
each switching group involved in the connection
also detects the absence of busy signal trans-
missions from either port logical circuitry by
monitoring the control planes of the connection
path. When this detection occurs, the four plane
mattix connections in each group are discon-
nected, breaking up the entire connection path.

Connection set up and disconnection

Each port (port logical circuit) is connected to
both the originating and terminating sides of the
switch. Connections are established through the
originating side in response to information trans-
mitted from the port to the originating group to
which it is attached. The first piece of information
received by the originating group is the sub-
scriber’s terminating group address of the reci-
pient. The originating group must now select an
intermediate group through which to route the
connection. By selecting an intermediate group a
complete connection path has been defined over
originating to intermediate and intermediate to
terminating links. However, before an inter-
mediate group can be selected, the "“busy/idie”
status of the involved links must be known. The
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status of originating to intermediate links is avail-
able to the originating group since it is connected
to it. The status of the intermediate to terminating
links is broadcast by each intermediate group to
each originating group where there exists an idle
link to do so. This broadcast is a time division
multiplexed signal transmitted over the reverse
control plane of the idle originating to inter-
mediate links. The transmitted signal is referred
to as the “idle scan waveform®”.

The originating group therefore selects an inter-
mediate group by examining the idle scan
waveforms received from intermediate groups
with which it currently shares an idle link. Of the
possibly several intermediate groups to which it
has an available link, it seiects one that also has
an available link to the terminating group of the
recipient. This eliminates the “cut and try”
method by finding an intermediate group that can
make a complete connection before one is estab-
lished.

Upon selecting an intermediate group, the
originating group makes a connection to that
group and goes transparent so the originating
port logical circuitry is essentially connected
directly to the intermediate group. The originating
port logical circuitry is stiil the terminating group.
The terminating group is now transparent so
essentially a direct connection exists between
originating and terminating ports. The function of
each stage of switching now is to monitor busy
indications in both directions (from the inter-
connected port logical circuitry) and hold the
established connection until busy indications
cease.

The recipient port logical circuitry now indi-
cates to the associated subscriber that a connec-
tion has been made to it. At this point, the two
subscribers may “hand shake” through the ports
over the control planes of the connection. When
data transmission is desired between subscribers
the ports simply connect them to the data planes
of the connection. When either subscriber desires
a disconnection, the pertinent port logical cir-
cuitry ceases transmission of the busy indication.
This condition is detected at the other port lagical
circuitry and at all switching groups that the
connection passes through. The entire connection
is therefore disconnected. (Note: Subscribers
may desire also to “hand shake’ before discon-
nection).

In summary, originating port logical circuitry
transmits a terminating group address to the
corresponding originating group. The originating
group compares the address with the idle scan
waveforms received from various intermediate
groups. On this basis, an available intermediate
group capable of completing a connection to the
recipient terminating group is selected. It makes a
connection to the selected intermediate group
and goes transparent. The recipient terminating
group address is now available to the inter-
mediate group which makes a connection to the
terminating group and goes transparent. The
terminating groups send a signal to the originat-
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ing port logical circuitry and the terminating
group sends busy indications to each other con-
tinuously, time muitiplexed with other infor-
mation on the control planes of the connection.
Originating and intermediate groups involved in
the connection are completely transparent, but
monitor the busy indications holding the connec-
tion path. The terminating group receives the
recipient line address from the originating port
logical circuitry and determines whether that line
is busy. If the line is busy, a negative response
foliowed by the ceasing of busy indications is
transmitted to the originating port logical cir-
cuitry. This causes the connection to be com-
pletely disconnected. If the line address is not
busy, a positive response is sent to the originating
port logical circuitry and a connection is com-
pleted from the originating port logical circuitry to
the recipient port. The subscribers may then
communicate over the data planes of the connec-
tion path preceded by “hand shaking” if needed.
This “hand shaking” would be handied by the
port logical circuitry over the control planes of the
connection. When a subscriber desires to discon-
nect, the port ceases busy indications and the
connection is broken. A disconnection, in the
same manner as a connection, may be preceded
by subcriber ““hand shaking”.

Relocation and call forwarding

The exemplary model hardware includes a
relocate function. This function allows a sub-
scriber to move to a different location and main-
tain the same address on the switch without
rewiring. This function can be implemented on a
permanent basis for relocation or on a temporary
basis for call forwarding.

A subscriber, when first attached to the switch,
is assigned a physical address corresponding to
the line terminal to which it is attached. All
connections directed to the subscriber are made
using this physical address. If the subscriber
moves to a different location which is connected
to the switch on a different line, rewiring would be
necessary to maintain the old physical address.
With the relocate function connections would
progress through the switch to the terminating
group of their old locations. After receiving the
line address, the terminating group normally
transmits a positive or negative response to the
originating port logical circuit and completes or
breaks the connection according to the busy idle
status of the addressed line. However, in the case
of a ""relocate”, the new address which is stored
in the terminating group is transmitted to the
originating port and the connection is broken. The
originating port makes a second connection using
the new address obtained during the first
connection.

Addresses originally assigned to subscribers
are referred to as “Assigned” addresses. The
address required to make a connection to the
present location is referred to as a “Current”
address. All relocated subscribers have a current
address stored in the terminating group asso-
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ciated with their assigned address. In a sense, a
distributed directory exists in the terminating
groups.

Circuit description

Information format

Transmission of subscriber information on the
data planes of a connection is completely trans-
parent and asynchronous to switch control tim-
ings. Information transmitted by ports and ter-
minating groups for switch control, on the other
hand, is completely synchronous with switch
timings. Fig. 3 graphically represents an infor-
mation format, a curve 300 represents four time
slots 0, 1, 2 & 3, each subdivided into S (status)
and C (control) portions; this is the basis for all
switch timing.

Two types of information are transmitted using
this format. One is control, transmitted during the
C portion of each time siot, the other is status,
transmitted during the S portion of each time slot.
The transmission of a Control ‘1’ and a Status ‘3’
represented by Curves 310 and 320. The busy
indication referred to earlier is shown by a Curve
330 to consist of a continuous series of S pulses.
The line address transmission and other infor-
mation transferred during the transmission of
busy indications is time muitiplexed with the busy
indications. An example of this, Link Busy with
Control ‘2’, is shown by a curve 340. All control
information transferred after busy indications
have started is time multiplexed in this manner.
As mentioned earlier, the “idle scan waveform”,
curve 350, is transmitted to each originating
group from each intermediate group over all idle
originating to intermediate links. This waveform
transmitted from a given intermediate group con-
tains the busy idle status of the links of that
particular group to terminating groups. The status
of each link to terminating groups 0, 1, 2 and 3 is
transmitted during the S portion of time slots 1, 2
and 3 respectively to compose the idle scan
waveform.

Switch group control logic description

Operating group

Fig. 4 shows control logical circuitry for an
originating switch group. A stack of matrices, 400,
401, 402 and 403, is controlied by this logical
circuitry. The function of the logical circuitry is to
compare a terminating group address presented
by a port with possibiy several idle scan
waveforms from various intermediate groups to
determine through which intermediate group the
connection should be routed. Once this determi-
nation is made, one of eight 2 bit addresses
controlling the four matrices in parallel must be
set up to direct the connection to the desired
intermediate group. When the address is set up,
the associated enable line is activated and the
group becomes transparent to the connection.
The forward control link to the intermediate group
is then monitored for busy indications to deter-
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mine when to deactivate the enable line, thus
breaking the connection.

Intermediate group

Fig. 6 shows the control logical circuitry and
associated matrices, 500, 501, 502 and 503, for an
intermediate switch group. One of the functions
of this logical circuit is to produce idle scan
waveforms on all reverse control iines of idle links
to the originating groups. This is accomplished by
making connections in the reverse control matrix
from terminating groups 0 through 3, sequentially
and in synchronism with the switch transmission
time slots 0 through 3 respectively. Connections
are made in this manner between terminating and
originating groups where an idie link exists to do
so and are only enabled during the S portions of
the time slots. Therefore an originating group
receives a sample of the information transmitted
from each terminating group over the reverse
control plane 501 during the S portion of each
time slot. In this way originating groups are
essentially tapped in on connections that exist (if
the intermediate to terminating link is in use) or
links that are idle. When tapped in on a link in use
during S time {S portion of a line slot), an
originating group receives the busy pulse (one
pulse of a string of busy indications which occurs
each S time) emitted by the terminating group
using the link. When tapped in on an idle link, the
originating group receives no busy pulse. By
examining the idle scan waveform an originating
group knows which intermediate to terminating
group links are in use since idle scan connections
are synchronous with time slots. For example, a
busy pulse received in time slot 2 was emitted by
terminating group 2 since all intermediate groups
make idle scan connections to the links from
terminating group 2 during that time siot.

In summary, reverse control transmissions
from each terminating group are multiplexed in
sequence over idle intermediate to originating
group links. This is accomplished by controlling
the intermediate group reverse control matrices
to perform a commutating action.

The other function of the intermediate groups is
to receive a terminating group address on an
originating to intermediate group link from an
originating port and use the address to set up one
of four 2-bit address registers controllings its
stack of matrices thus directing the connection to
the appropriate terminating group. The terminat-
ing group address transmission consists of a
pulse during the S portion of the time slot which
corresponds with the terminating group addrass.
Therefore a terminating group address pulse is
coincident with the commutation of the link from
the intermediate group to that terminating group.
An address pulse for terminating group X
received on an idle link freezes the commutating
action for that link on terminating group X,
thereby setting up the address for the connection.
At this point all four matrices in the intermediate
group are enabled for the connection. A trans-
parent path now exists between the originating
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port and the terminating group of the recipient.
The function of the intermediate group now is to
monitor the busy indication of the forward control
plane 500 of the originating to intermediate link
and disable the connection when the busy indica-
tions cease.

Terminating group

Figs. 6 and 7 represent the two types of control
logical circuits in a terminating group. Fig. 6 shows
“line request logical circuitry” which appears eight
times in a terminating group, while Fig. 7 shows
the “line status logical circuit”” which appears four
times in a group. Fig. 8 shows the arrangement of
these logical circuits in a group and, in addition,
shows a circuit referred to as the relocation
information circuit 820. Fig. 9 shows switch mat-
rices 900, 901, 902 and 903 for a terminating group.
Referring to Fig. 8, the function of the “line request
logical circuitry’” is to interface each of eight
intermediate to terminating group links. The logi-
cal circuit receives the terminating group address
pulse as an indication that a connection request is
to follow. At this point, a pulse is transmitted from
the request logical circuit to the originating port
verifying that the connection is established to the
terminating group. Busy indications are then
transmitted by the terminating group and indica-
tions at the port logic circuitry are monitored
during the connection request. The request con-
sists of a line address transmission followed by an
address type transmission. (At this point the
terminating group is communicating directly with
the originating port through the connection estab-
lished thus far). The line address indicates to which
ofthe fourline-to-user ports the connectionisto be
directed. The address type qualifies the address as
either subscriber supplied or relocate connection
supplied. A relocate connection supplied address
is received by the originating port logicai circuit as
a result of an attempted connection to a subscriber
which has been relocated or has invoked the cail
forwarding function. Upon receiving the line
address and qualifier, the request logic
interrogates the line status logic. The status logic
circuits are arranged one per subscriber port and
contain the busy idle status and relocate infor-
mation for their associated port.

If the line address is qualified as a subscriber
supplied address (assigned address), the request
logic interrogates the status logic associated with
the addressed line for relocate and busy idie status
information. If “relocate” is active for the line, the
status logic returns a relocate address to the
request logic which transmits it to the originating
port. The request logical circuitry is arranged then
to cease busy indications and to reset. This would
complete a relocate connection.

If relocate is not active but the line is busy, a
negative response {interpreted as line busy) is
transmitted to the originating port. Thisis followed
by the ceasing of busy indications and a reset of
the request logic thus ending the connection
attempt.

if relocate is not active and the line is not busy, or
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if the line address is qualified as a relocate
connection-supplied address (current address),
the request logical circuit is arranged to send a
connection request to the appropriate status logic.
The busy status latch of the status logical circuit is
set and a connection response is returned to the
request logical circuit assuming no contention
exists. If no response is received at the request
logical circuit, another request logical circuit with
higher priority has simultaneously requested con-
nection to the same status logical circuit. This is
treated the same as the previous line busy
example since the line is now busy. Contention is
treated in detail hereinafter. Assuming no conten-
tion, a positive response is transmitted from the
request logical circuitry to the originating port
logical circuit indicating that a connection is
established and that the enable line to the four
plane terminating group switch matrix is acti-
vated. The address controlling the connction was
set up previously by the request logic in response
to reception of the line address transmission.

Since a connection is made to.the port logical
circuit of the recipient, busy indications from the
originating port logical circuit are now received
indicating that a connection has been established.
The recipient port logical circuit is arranged to
transmit busy indications to the originating port.
For a short period of time, the request logic
continues transmitting busy indications which are
“ORed"” with transmissions from the recipient
port. This is done to maintain a continuous busy
indication transmission in the reverse control
planes of the connection while the recipient port
assumes the role of maintaining the connection.

The port logical circuits now communicate if
necessary through the control planes of the switch
and the corresponding subscribers are connected
to the data planes completing the connection. The
request logical circuitry monitors the forward
control intermediate to terminating group link for
busy indications, deactivating the switch matrix
enable line when the indications cease. The status
logical circuitry is arranged to monitor busy indica-
tions on the reverse control terminating group to
port line, and to reset the line busy latch when the
busy indications cease.

As mentioned previously, a relocate information
circuit 820 is also part of the terminating group. lts
purpose is to receive relocate information and
forward it to the appropriate status logic circuit
within the corresponding terminating group.

Some of the communication lines between the
eight request logic circuits, and the four status

logic circuits are shown in Fig. 8. A request line

exists from each request logic circuit to each status
logic circuit. A request is directed from a request
logic circuit by the received line address to the
appropriate status logic circuit. Requests for relo-
cate and status information and requests for
connection are made over these lines. A line from
each status logic circuitis ORed to form a response
line to each request logic circuit.

A response to the two types of requests is
directed to the requesting request logical circuit
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according to the request line on which the request
was received.

Fig. 1 shows a typical connection between two
subscribers A & B. Note that the possibility of
including a circuit between the port logical circuit
interface of subscriber A and the terminating side
of the switch is foregone. This could allow
another subscriber to make a connection to the
port logical circuit of subscriber A even though
the latter is connected to subscriber B. In certain
applications, this may be desirable and in others it
may not. In the instant implementation, busy
indications originating at the port logicai circuit
100 are sent to the corresponding terminating
group shortly before the connection procedure is
initiated. The indications are detected by the
status logical circuit associated with the port
logical circuit 100 for setting a line busy latch. This
action causes subsequent connection request on
the port logical circuit 100 to establish a busy
condition. If this type of operation is not desired,
no simply busy indications are sent to the ter-
minating group prior to originating a connection.
In fact, sixteen subscribers capable of initiating
connections only could be connected to the
originating side of the switch, and 16 subscribers
capable of terminating connections only could be
connected to the terminating side of the switch.
This would allow up to 16 simultaneous connec-
tions. These configuration considerations are
application dependent and require no changes in
the switch control logic according to the inven-
tion.

Switch group control logic operation

Originating group

A block diagram of an originating group is
shown in Fig. 4. The basic function of this logic is
to establish a connection between a port and an
intermediate group upon receiving a terminating
group address from the port and on the basis of
status information from intermediate groups. The
logic must also monitor busy indications which
hold the connection until they cease, at which
time it must break the connection.

Fig. 10 shows the switch matrix incorporated in
the forward control and data planes of the
originating groups. Fig. 11 shows the switch
matrix incorporated in the reverse control and
data planes of the originating groups. Referring to
Fig. 10, the 4 input lines 1000, 1001, 1002 and 1003
represent the forward control or data lines from 4
attached ports. The 8 output lines, of which but
three 1020, 1021 and 1027 are shown, represent.
the forward control or data links to each of 8
intermediate groups.

in order to set up a connection from input X to
output Y, a 2-bit address equal to X must be
supplied to multiplexor circuit (MUX) Y. To enable
the connection, an enable line to MUX Y must be
activated. Addresses and enables to MUX's 0
through 7 are supplied by address registers 0
through 7 and enable latches 0 through 7 respec-
tively. Therefore, a connection from input X to
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output Y is established by setting a value of X into
register Y and setting enable latch Y. This holds
true for both the foward control and data
connections.

Referring to Fig. 11, the 8 input lines
1100—1107 represent the reverse control or data
links from each of 8 intermediate groups. The 4
output’ lines 1120—1123 represent the reverse
control or data lines to 4 corresponding ports. The
parallel connection for the previously described
input X to output Y forward plane connection is
an input Y to output X reverse plane connection,
since signals in forward and reverse planes travel
in opposite directions.

In order to establish an input Y to output X
connection De-MUX Y must be supplied an
address equal to X and De-MUX Y enable line
must be activated. If address register 0 through 7
and enabie latches 0 through 7 connected to the
MUX's in the forward planes were aiso connected
to De-MUX’s 0 through 7 in the reverse planes, an
input Y to output X connection in the reverse
planes could be establish by setting a value of X
into register Y and setting enable latch Y. This is
the same procedure which sets up the parallel
forward plane input X to output Y connection.

Since forward inputs X and reverse outputs X
are associated with port X, and since forward
outputs Y and reverse inputs Y are associated
with intermediate group Y, a connection from
post X to intermediate group Y is established by
setting a value of X into register Y and setting
enable latch Y. This is the function of the originat-
ing group control logic. In Fig. 4, the switch
matrices are represented by superimposed rec-
tangles 400, 401, 402 and 403. The register 410
and enabie latches 420 are arranged to control the
matrices 400—403.

Fig. 12 is a timing diagram of the Link selection
sequence of a connection between a port 20A and
a port 20B. Link selection establishes a connection
from port A to the terminating group of port B. In
this case, the terminating group address of port B
is transmitted from port A, by generating a pulse
during the S portion of time slot 2 as represented
by a curve 1220. This is received over the forward
control line by priority encoder circuit 430 which
generates a binary address equal to the line
number of the originating port. This address is
available at the group of selectable registers 410.

Simuitaneously presented to the originating
group over the reverse control links from one or
more intermediate groups is the idle scan
waveform timeslot associated with the addressed
terminating group to intermediate group link. One
such idle scan waveform is represented by curve
1240. These waveforms are received by priority
encoder 440 which generates a binary address
equal to the address of the lower order inter-
mediate group presenting a link idle indication.
This address is used to select which register 410
will be loaded with the originating port line
address generated by the priority encoder circuit
430.

Since circuits 430 and 440 both have active
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inputs (a terminating group address for the
former and, at least one idle indication for the
latter) the AND gating circuit 450 is raised to load
a register in circuit 410. If the originating port line
address is equal to X and the lowest order
intermediate group to provide an idle is equal to
Y, an address of X is loaded into register Y. This
completes the address setup requirement of the
matrix for an originating port to intermediate
group connection.

The output of the AND gating circuit 450 also
gates a decoder circuit 460 which sets an enable
latch Y, since the decoder binary input comes
from circuit 440 which has an output presently
equal to Y. This completes the enabling of the
previously addressed connection. The enable
latch 420 being set also disconnects intermediate
groups Y’'s reverse control transmissions from
circuit 440 for the duration of the connection. The
output of the AND gating circuit 450 also gates
decoder 470 which sets request accepted latch X
since circuit 430 is presently generating a value of
X. The output of the request accepted latch circuit
480 inhibits the originating port X from generat-
ing erroneous requests for the duration of the
connection.

At the time the connection was enabled, the
pulses of waveform 1220 in Fig. 12 are switched
from the originating port to the selected inter-
mediate group generating waveform 1250. Sub-
sequent connection sequence details are
described in following sections covering the inter-
mediate and terminating group control logic.

The terminating group address pulse is the first
pulse in a sequence of busy indications transmit-
ted by the port as represented by curve 1270. If
the busy indications shouid cease during the
remainder of the connection or after a connection
has been established, request accepted latch X,
circuit 480 and enable latch Y, circuit 420 will be
reset since both sample the forward control plane
of the connection during the S portion of time
slots. Request latch X resetting allows further
requests from port X to be accepted. Enable latch
Y resetting allows the link to intermediate group Y
to be considered for use in subsequent connec-
tions and causes the switch matrix to be disabled,
breaking the connection path in the originating

group.

Intermediate group

A block diagram of an Intermediate Group is
shown in Fig. 5. The basic function of this logical
circuit is to establish a connection between an
originating group and a terminating group upon
receiving the remainder of an intermediate group
address pulse as represented by curve 1250 of
Fig. 12 from an originating port through an
originating group. Upon establishment of the
connection, it must monitor busy indications
which hold the connection until they cease, at
which time it must break the connection. The
logic must also transmit idle scan waveforms
over all idle links to originating groups.

Fig. 13 shows the switch matrix incorporated in
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the forward control and data planes of the inter-
mediate groups. Fig. 14 shows the matrix incor-
porated in the reverse control and data planes of
these groups. Referring to Fig. 13, the 4 input lines
1300—1303 represent 4 control or data links from
the 4 originating groups. The 4 output lines
1310—1313 represent 4 control or data links to the
4 terminating groups. Referring to Fig. 14, the 4
input lines 1400—1403 represent 4 control or data
links from the 4 terminating groups and the
outputs represent links to the 4 originating
groups. The two types of matrices share common
addressing and enabling lines. The addresses are
provided by four 2-bit address registers 0 through
3 and the enables are provided by four enable
latches 0 through 3. This arrangement of common
addressing and enabling of forward and reverse
planes is the same as that described earlier for the
originating groups. Also, in a manner similar to
the originating group matrices, it can be demon-
strated that in order to establish a connection
between originating group X and terminating
group Y it is necessary to set an address equal to
Y into register X and set enable latch X. This is
therefore the function of an intermediate group in
establishing an X to Y connection.

Referring to Fig. 5, the first operation to be
described is idle scan waveform generation. The
generation of the idle scan waveform was earlier
defined as a commutating action in the inter-
mediate group reverse control switch planes. This
action assembles the S portions of reverse control
terminating group to intermediate group trans-
missions into a single time division multiplexed
signal which is distributed to all originating
groups where an idle link exists to do so. The
transmissions received from terminating groups
0 through 3 are assigned time slots 0 through 3 of
the idle scan waveform, respectively. Since the
commutation is only enabled during S portions of
time slots, the idle scan waveform is composed of
the presence or absence of busy indications from
a given terminating group during its respective
time slot. Thus, an originating group observing
the idle scan waveform received from a given
intermediate group knows the busy idle status of
all links from that intermediate group to
terminating groups.

The commutating action is generated as
follows. Referring to Fig. 14 each of the four
reverse switch plane output lines 1420—1423 is
controlled by a MUX (multiplexor) circuit
1410—1413 which selects one of four input lines
1400—1403 controlled by its respective address
register 0 through 3 and enable latch 0 through 3.
Assume this figure represents the reverse control
matrix. The MUX associated with each output line
that is part of an idle link to an originating group
must provide a commutating action. The address
registers associated with such MUX circuits must
provide an address equal to 0 during time siot 0,
and address of 1 during time siot 1, and so forth,
in order for the desired commutation to occur.
The four OR gating circuits 1430—1433 on the
MUX enable lines provide the necessary enabling
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during S portions of the time slots. The reverse
data plane need not be enabled during S time;
however, it may be if it is inconvenient not to. A
register circuit 510 in Fig. 5 contains the individual
address registers.

Each of the registers is provided a binary clock
pulse train as an input. The binary clock train is
synchronized with the time slots and thus
represents the addressing necessary for commu-
tation. Each individual register has a gate line
which causes the output of a register to follow the
input thereof as long as the line is activated. Each
register 0 through 3 has a gate line which is
derived by way of an inverting circuit 520 for
inverting the output of enable latches 530, 0
through 3, respectively. Thus, as long as an
originating to intermediate link does not have a
connection associated with it, the respective
enable latch 530 is not set causing the respective
address register 510 to follow the binary clock
signal resuiting in a commutating action in the
respective MUX circuit 1420—1423 as shown in
Fig. 14. When a connection over a -given link is
established, the associated enable latch 530 will
be set causing the commutating action to stop
with the last commutation address trapped in the
respective address register 510.

Circuit connections through an intermediate
group are established as follows. Referring to
Figs. 5 and 12, particularly curve 1250, the
remainder of a terminating group address pulse is
received from originating group X over the for-
ward control plane of link X. This pulse is received
by a priority encoder circuit 540 on its input X
causing it to generate a binary address equal to X.
The address is in turn decoded by a decoder
circuit 550 to produce a set pulse to enable latch X
in the enable latch circuit 530. The decoder enable
line is gated at AND gating circuit 560 by the ORed
output of the encoder 540, which indicates the
presence of an address and "“S-time delayed”,
which allows the address outputs of the priority
encoder 540 to stabilize.

Since enable latch X has been set, the current
address Y contained in address register X is
trapped and the four-plane connection path is
enabled, thus completing a connection from
originating group X to terminating group Y. The
address trapped in register X is equal to Y since
the terminating group address pulse for group Y
occurs during time slot Y coincident with the
commutation of terminating group Y. The set
condition of the enable iatch also prevents subse-
quent information on link X from reaching input X
of the encoder circuit 540,

In summary, terminating group Y is commu-
tated during time slot Y to all originating groups.
An originating port attached to originating group
X, desiring a connection to terminating group Y,
transmits a pulse also during time slot Y. Originat-
ing group X, upon receiving simultaneously the
puise from the originating port and the terminat-
ing group Y commutation from one or more
intermediate groups, establishes a connection to
a suitable intermediate group. This connection
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occurs during the first haif of the S portion of time
slot Y so that the remainder of the pulse from the
originating port arrives at the selected inter-
mediate group on its input X. Since the inter-
mediate group receives the pulse on its X input,
enable latch X is set, trapping the current commu-
tation address Y in register X and enabling the
originating group X to terminating group Y con-
nection.

Once a connection is established, the
remainder of the original pulse sent from the
originating port (terminating group address
pulse) is passed through the transparent inter-
mediate group connection to the terminating
group as shown by the curve 1260. The function
of the intermediate group regarding the connec-
tion now is to monitor busy indications and reset
the enable latch when they cease, breaking the
connection. This is accomplished by sampling the
forward control plane of the connection at S-time
generating a reset to the enable latch in the latch
circuit 530 if a busy plate is not present. When a
reset of the enable latch occurs, the switch pianes
for the connection are disabled, commutation on
link X continues, and the link X input to priority
encoder 540 is reestablished allowing subsequent
connections to occur on link X.

Terminating group

The terminating group consists of an arrange-
ment of eight ‘line request logic circuits”,
800—807, one per link, and four “line status logic
circuits’’, 810—813, one per line. {Fig. 8) The
function of the “status logical circuitry” is to
maintain the current busy/idle status of its asso-
ciated line to a subscriber port, store the relocate
information presented by the “relocate infor-
mation logical circuit 820, and present this infor-
mation to “‘request logic circuits” upon demand.
The relocate information logical circuit referred to
receives relocate information on a serieal bus
connected to ail terminating groups and routes it
to the appropriate “status logical circuit” for use.
The function of the “request logical circuit” is to
detect connection requests to receive a line
address and address qualifier to interrogate the
appropriate “status logical circuit” and, based on
“status logic circuit” responses, to make a con-
nection to a subscriber port, and to return a line
busy indication or relocate address to the
originating port logical circuit.

Figs. 10 and 11 show the matrices incorporated
in the reverse and forward control and data
planes of the terminating groups. As in the
originating and intermediate groups the forward
and reverse planes are controlled by common
addresses suppiied by address registers and
common enabie pulser supplied by enable
latches. One address register and enable latch is
controlled by each ‘“request logical circuit” to
establish connections from a “‘request logical
circuit” associated link to one of four lines to
attached port logical circuitry. If, for example, the
“request logical circuit” 6 sets a value of 2 in its
address register and turns on its enable latch, a
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connection will exist between the link 6 and the
line 2.

Fig. 9 shows the switch planes 900, 901, 902 and
903 associated with a termination group. Eight
links are switchable to one of four lines to ports
under control of eight 2-bit addresses and eight
enables as previously described. The reverse
control plane 801 of the eight links to intermediate
groups are ORed with eight “reverse out data”
lines before leaving the group. Each of the eight
revese out data lines is generated by a “request
logic circuit” which uses its line for the purpose of
transmitting connection information to the port
originating the connection. (Connection infor-
mation transmitted from the terminating group
consists of a connection verification pulse
followed by busy indications with positive or
negative status or a relocate address time
multiplexed).

Line request logic

Referring to Fig. 6, “line request logic” for link
X, the input “forward control in X" line 660 is the
forward control link from intermediate group X to
the terminating group switch matrix. The link is
monitored by the “request fogical circuit” for
busy indications and connection information
from the originating port. The curve 1260 in Fig.
12 represents the information received on this
link. The first pulse received during the last part of
the S portion of time slot 2 (the remainder of the
terminating group address pulse) causes a busy
latch 610 to set, initiating a cycle counter 620 and
causing the subsequent circuitry to generate a
“connection verification’’ pulse during the C por-
tion of time slot 2 followed by busy indications.
(Waveform) From this time until the end of the
connection, the busy latch 610 remains set by
busy indications gated into the latch during each
S time. Failure to'receive a pulse during S time
causes the latch 610 to be reset, restoring the
“request logical circuit” to an idle state. The cycle
counter 620 starts counting cycles when the busy
latch 610 is set. A cycle consists of time slots 0, 1,
2 and 3. Another latch is held reset until the busy
latch 610 is set. The C slot time following the set
of the busy latch 610 is gated through an AND
gating circuit 614, another AND gating circuit 616
{since latch 610 is not yet set) and an OR gating
circuit 618 to the reverse out data line 620. This
signal is propagated through the reverse control
plane connection to the requesting part iogic and
constitutes the connection verification puise. At
the end of C time, the latch 610 sets allowing the
immediate and subsequent S-time pulses to be
gated through an AND gating ciicuit 622 and the
OR gating circuit 618 to the reverse out data line
620 constituting the “busy sequence”.

The cycle counter 620, in the control circuit
steps at the beginning of each time slot 0. At this
point no further action is taken by the request
logic until the cycle counter 620 steps indicating
the beginning of the “line address transmission”
cycle. Fig. 15 comprises two curves 1510 and 1520
representing the “line address”” and “address
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type transmission’ cycles. Since the originating
and intermediate groups are transparent only the
transmissions between the originating port and
terminating group are shown.

A binary ciock running in synchronism with the
transmission time slots is provided to an address
register 626, as the data input. A load line to the
register 626 is developed by the control circuit
during the line address cycle when a C pulse {(a
pulse during the C portion of a time slot) is
received from the originating port logical circuit.
in the case represented by the curves in Fig. 15,
the pulse is received during time slot 2 causing
the address register to be loaded with a value
equal to 2, which is the line address.

At the beginning of the next 0 time slot, the
cycle counter 620 advances to indicate the
“address type transmission” cycle. During this
cycle the control activates the clock line of the
Assigned/Current address latch 630 at C time of
time slot 0. If the address used by the originating
port in making the connection was subscriber
supplied and not relocate connection supplied,
the port will transmit an up level during the C
portion of time slot 0 causing the latch 630 to set,
indicating assigned address as the address
qualifies.

During the last half of the address type cycle, a
request for relocate information is made by the
control circuit in Fig. 6 if the A/C latch 630 is set.
The request is directed to the appropriate “status
fogic” circuit by the decoder circuit 634 which is
controlled by the address register 626 containing
the line address. A time multiplexed 2-bit
response is received from the “status logical
circuitry’” over the “Response X" line and is
loaded into two latches, 636 and 638, by the
control circuit. The ““line busy” latch 636 is set if
the status logic returns no response, indicating
the status logic is busy responding to a higher
priority request. (This condition is equivalent to
an actual line busy). If the status logic responds,
the line busy latch is not set and the “Relocate”
latch 638 is set if relocation is active for the
addressed line. This completes the address type
transmission cycle. As mentioned previously, if
the A/C latch 630 is not set no request for relocate
information is made since a current address
cannot be relocated (A current address is one
supplied by a connection to a relocated line).

The output line 641 of cycle counter 620 indi-
cates the “line address’” transmission cycle. A
pulse during the C portion of a time slot during
this particular cycle will raise an AND gating
circuit to generate a load pulse to a line address
register 626. The bit time 0 and 1 pulse causes the
cycle counter circuit 620 to advance to cycle 2
indicating address type transmission cycle.

During the C portion of bit time 0, a pulse is
generated on the raising of an AND gating circuit
646 to the clock input of an A/C latch 630. This
causes the received assigned or current address
type to be latched by the A/C latch 630.

During time slots 2 and 3 of the cycle, a request
for relocate information is made if the A/C latch
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630 has been set, indicating an assigned and
therefore relocatable address. The raising of an
AND gating circuit 648 generates a puise through
an OR gating circuit 650 to enable the decoder
circuit 634. The line address register directs the
decoder circuit 634 to provide a pulse to the
appropriate “line status logic” circuit. Assuming a
request is made, the raising of AND gating circuits
652 generate clock pulses for the “line busy” and
"relocate” latches 636 and 638 during time slots 2
and 3, respectively. The line busy and relocate
information is gated into these latches from the
response line 656 driven by the selected “line
status logic” circuitry.

Fig. 16 comprises curves showing the
“response transmission’ cycles during which the
request logic circuitry transmits information to
the originating port logicai circuitry indicating the
result of the connection request. Again these
cycles are defined by the stepping of the cycle
counter in the control circuit of Fig. 6. Trans-
missions between a terminating group and a
terminating port (port B) are now included with
originating port {port A) and terminating group
waveforms since they begin during response
transmission cycles. Three different conditions
can exist at this point in the connection resulting
in three different actions. The conditions are
relocate, line busy and line idle (connection to be
established). The three will be described
separately in that order. .

If the line busy latch 636 was noh set and the
relocate latch 638 was set during the previous
cycle, the control circuit initiates a relocate oper-
ation. A relocate address is transmitted from the
status logic which was previously interrogated for
relocate information. The transmission is a serial
4-bit word transmitted during the C portions of
the first four time slots of the response trans-
mission cycles. The control circuit receives this
transmission and muitipiexes it between S pulses
of the busy indication transmission over the “Rev
QOut Data” line to the switch matrix. As mentioned
previously, all transmission from the terminating
group to the originating port are made over the
“Rev Qut Data” line.

Time slots 0 and 1 of the second half of the
response transmission are used to transmit the
busy, idle or relocate status to the originating
port. A pulse in the C portion of time siot 0
indicates busy (no connection is made). A pulse in
the C portion of time slow 1 indicates not busy (a
connection is established). No pulse during either
time slots C portion indicates the first four time
slots of the response transmission contained a
relocate address. So, in this case, no “status
pulses” are sent. The originating ports always
receive the first four bits of the response trans-
mission and assume it is a relocate address untii
the status pulses are received. If a busy or not
busy is received, the relocate address received by
the port is ignored. If no status pulses are
received, a relocate is active and the received
address is used in setting up a subsequent con-
nection.
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After the status puise transmission time slots,
the control circuit ceases busy indication trans-
mission and resets. This causes the existing
relocated connection to be broken and completes
the function of the terminating group for the
connection.

The first cycle counter 620 now steps to cycle 3,
the response cycle. Assuming the relocate latch
638 was set previously, the line status logic will
send a relocate address over the response line
656. This signal is gated through circuits 618 and
658 to the Rev Out Data line 620.

The cycle counter 620 now steps to cycle 4. At
this point a busy or not busy indication is
normally generated during time slots 0 and 1
respectively. These signals are blocked at an AND
gating circuit 660 during call rearrangement. Dur-
ing time slot 2, an OR gating circuit 662 and an OR
gating circuit 664 will generate a reset to the
“busy latch”, resetting the line request logic
circuit, and breaking the connection.

The next possible condition to be described is
busy. A busy condition can occur two ways. If the
line busy latch 636 is set as a result of a request
for relocate information a busy condition exists. If
the line busy latch 636 is not set and the relocate
latch 638 is not set as the resuit of a request for
relocate information, or if relocate information is
not requested as a result of a connection being
made with a current address, a request for con-
nection is made to the appropriate status logic
circuit. The request may result in the second type
of line busy condition if the line the request for
connection is made to is in fact busy. The two
types of busy will be described separately.

If a request for relocate information results in
the line busy latch 636 being set, the control logic
continues to transmit busy indications during the
first half of the response transmission cycles. The
second haif of the cycle will contain a pulse
during the C portion of time slot 0 indicating a
busy condition (negative response) to the
originating port. The control circuit then ceases
busy indication transmission and resets. This
breaks the connection and compietes the function
of the terminating group in the connection
attempt.

if a request for relocate information results in
neither the relocate 638 nor busy latches 636, 610
being set, or if no request is made, a request for
connection is made to the appropriate Status
Logic circuit. This request is directed under con-
trol of address register C in the same manner as a
request for relocate information. The request is
made during the first two time slots of the first
response transmission cycle. A response puise is
received on the ‘‘Response X" line if the
addressed line is not busy and no higher priority
request for connection is being made simul-
taneously. The pulse or absence of a pulse is
presented to the line busy latch 636 through an
inverting circuit 654 and is clocked into the latch
by the control circuit. Thus, if a pulse is received,
the line busy latch 636 is not set and, if a puise is
not received, the latch 636 is set.
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In this case the response puise is not received
and the busy latch 610 is set. The action of the
control circuit is now identical to the previous busy
case. A pulse in the C portion of time slot 0 in the
second response transmission cycle indicating
busy to the originating port is transmitted. This is
followed by the ceasing of busy indications and
the resetting of the control circuit, thus breaking
the connection and completing the function of the
terminating group in the connection attempt.

If the relocate latch 638 is not set but the line
busy latch 636 was set due to contention during a
request for relocate information, then no action is
taken during cycle 3. During cycle 4, a busy
indication is generated by AND gating, OR gating
and AND gating circuits 656 and 660 and is
propagated to the Rev Out Data line 620 through
the OR gating circuit 658. During time slot 2 of the
cycle, gating circuits 654 and 670 generate a reset
to the line busy latch 636 resulting in the line
request logic breaking the connection.

If the relocate and line busy latches 638 and 636
are not set, then during cycle 3 a connection
request is generated during time slots 0 and 1 by
way of an AND gating circuit 674. The request is
propagated to the line status logic through an OR
gating circuit 650 and the decoder circuit 634. if the
requested line is busy, a down level will be present
on the response line as a result of the request.
During time slot 1, AND gating and inverting
circuits 662 and 664 generate a set pulse to the line
busy latch 636. )

During cycle 4 the operation will proceed the
same as the previous busy case since the line busy
latch 636 has been set.

The last case to consider is the no relocate, not
busy condition, which results in a connection. The
waveforms in Fig. 16 are useful in an understand-
ing of this case. As previously mentioned, if a
request for relocate information results in no
relocate and not busy, or if no request for relocate
is made, a request for connection is made. This
request results in a response pulse being received
which causes the line busy latch 636 not to be set if
the addressed line is in fact not busy and no
contention exists. The request for connection has
already been described and in this case results in
the line busy latch not being set.

Since the line busy latch 636 is not set, the
control circuit activates its “Enable X" line during
the C portion of the first time slots of the response
transmission cycle. Address register 626 was
previously set with the line address which is
presented to the terminating group switch mat-
rices over the “Addr X" lines of the request logical
circuitry. Thus, upon activating the enable line, the
request logic has established a connection
between the originating port (port A) and the
terminating port (port B). Port B receives the busy
indications from port A through the terminating
group connection at this point, as is represented
by the curve 1520 of Fig. 15. Port Binterprets this as
an incoming connection and responds by sending
busy indications to port A. This is represented by
curve 1530. Port B’s busy indications are ORed
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temporarily with the remainder of the request
logictransmission to port A by way of an OR gating
circuit 910 shown in Fig. 9.

A pulse during the C portion of time slot 1
(positive response) is transmitted to the originat-
ing port during the last half of the response
transmission cycles {(waveform D). This indicates
to port A that port B was not busy and has been
connected. At the end of the response cycles, the
request logic ceases all transmissions and only
monitors busy indications from port A. The func-
tion of the terminating group in setting up the
connection is compiete. When busy indications
from port A cease, busy latch 610 in Fig. 6 will be
reset causing the control circuit to be reset,
deactivating the “Enable X" line and breaking the
connection.

At this point both ports know they are involved
in a connection, but the attached devices of the
subscriber may need to communicate before data
is actually exchanged through the switch connec-
tion. Assuming the devices are telephones, upon
receiving busy indications, port B (Fig. 16, curve
1635) would cause its telephone to start ringing.
When port A receives the positive response status
pulse (waveform D), it would send a ringback tone
to its telephone. At this point the ports would not
want their attached telephones to communicate.
However, when the port B telephone is answered,
a positive response status pulse could be sent to
port A indicating a desire to communicate, as
indicated in Fig. 17. Port A would stop the ringback
tone to its telephone and both ports would then
connect their telephones to the data planes of the
estabiished connection. This example demon-
strates the use of the control planes of the switch
once a connection is established. It is a function of
the ports and not the switch groups, and its exact
form is determined by subscriber device require-
ments.

If the relocate and busy latches 638 and 636 are
not set, and if during a connection request in cycle
3 the requested line is not busy, then the status
logic will return an up level on the response line
656. Thus the circuits 654 and 670 will not cause
the busy latch 636 to set. Also, during time siot 0
circuit 23 causes an “enable” latch 680 to set,
thereby enabling the final stage in the 3-stage
connection between port logic circuits and end
subscribers.

During cycle 4, time slot 1, a not busy indication
is generated by circuits 682, 658 and 660 and is
propagated to the Rev Out Data line 708 through
the OR gating circuit 658. The cycle counter 620
then steps to a null state and remains in the state
until the line request logic is reset at the time the
connection is broken.

The only action taken by the line request logic at
this point is to monitor busy indications for an
interruption. This is done by the busy latch 610
which resets in the absence of busy indications
causing the line request logic circuits 800-—807,
Fig. 8 to reset, breaking the connection. The reason
the connection is broken is due to the reset of the
enable latch 680.
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Line status logic

The operation of the Line Status Logic in
response to request logic relocate information
and connection requests will now be described.

Each Status Logic circuit Fig. 7 has eight
“Request” input lines, one from each request
logic circuit. These lines are inputs to a priority
encoder 750 that generates a 3-bit “Requestor
Addr” and a line indicating a request is present.
(Request Present) Request inputs 0 through 7
from request logic circuits 0 through 7 are con-
nected to priority inputs 0 through 7 which gener-
ates addresses with binary values of 0 through 7,
respectively. Decoders 760 and 770 use the
generated requestor addresses 0 through 7 to
direct responses and relocate addresses to OR
gating circuits 820—827, Fig. 8, and therefore to
request logic circuits 0 through 7, respectively. In
this manner, responses are directed to the
requesting request logic circuit only.

The “Relocate Addr X’ and 'Relocate Active X"
lines come from the relocate information logical
circuitry 820. If relocate is active for the line
associate with a status logic circuit 810—813 its
relocate latch line 830—833 will also be active. in
addition, the relocate address line contains a bit
serial representation of the relocate address in the
form required for ultimate transmission to the
originating port. The serial address is repeated
continuously so it is available every time slot
cycle.

Requests received by the status logic are either
requests for relocate information or requests for
connection. Requests for relocate information
always occur during time slots 2 and 3 of a given
cycle. Requests for connection always occur dur-
ing time slots 0 and 1 of a given cycle. Thus, the
requests being received on the same set of lines
are differentiated according to the time they are
received. The relocate information request will be
described first.

A pulse is received from request logic X on
request line X of a status logic circuit during time
slots 2 and 3. The control circuit of Fig. 7 gener-
ates a gate to encoder 750 during the C portion of
time slot 2 if the relocate latch line is active. It also
generates a gate during the S portion of time slot
3. Each time a gate is generated to the priority
encoder 750, an address and request present line
are generated causing B to send a pulse to the
requesting request {ogic circuit of Fig. 6. These
pulses cause the relocate latch 638 in the request
logic circuit to set if a relocate line is active and
cause a busy latch 610 not to be set. If relocate
was not active, the operation of the status logic is
complete.

The outputs of the priority encoder 750, during
the request cause the requestor address to be
stored in latched decoder 770. If relocate was
active during the request, the relocate latch 638 in
the requesting request iogic is set causing the
request logic to transmit the information present
on its response line to the originating port during
the C portions of the following time slots 0
through 3. It is the function of the status logic to
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provide the bit serial relocate address in proper
form during these time slots on the response line
to the request logic. The control circuit accom-
plishes this by gating the latching decoder 770,
thus directing the relocate address present on the
Relocate Addr X line to the requesting request
logic whose address is stored in the decoder 770.
This completes the operation of the status logic
for relocate information request. The control cir-
cuit does not activate the gate to the priority
encoder 750 during time slots 2 and 3 of a relocate
transmission cycle. A request logic circuit, Fig. 6,
making a request for relocate information at this
time receives no response, which is interprets as
a busy condition. This was mentioned in the
request logic circuit hereinbefore. During time
slots 0 and 1 of a relocate transmission, requests
for connection can be responded to since a
separate decoder 760 is used to direct the
response. Note, however, that the outputs of the
priority encoder 750 in this case will not disturb
the address in the decoder 770 since the “Xmit
Relocate Addr’” which gates the relocate address
also biocks the load line of the decoder 770.

The busy idle status of the line associated with
a status logic circuit is reflected in the state of the
“Line X Busy” latch 730. The latch 730 is set when
busy indications are received from the terminat-
ing port over the reverse control line by an “AND"
circuit 780. If busy indications are not present,
circuits 782 will cause circuit 730 to reset. As
previously described, when a port originates a
connection it may also transmit busy indications
to its terminating group, thus setting the line X
busy latch 730 in the associated status logic
circuit, preventing incoming connections. Upon
completion of the connection, busy indications
would cease resetting the line X busy latch 730
allowing incoming connections once again. The
latch 730 can also be set by the control circuit as
the result of a request for connection. Once the
latch 730 is set, however, it must be maintained
by busy indications from the terminating port.
These indications start during the request for
connection whenthe request logic receives a not
busy response, enables the terminating group
connection, thus signalling the terminating port a
connection is being made to it. The port responds
with busy indications which maintain the line X
busy latch 730 in the set condition until signalling
the end of the connection by ceasing. The busy
latch 730 being reset allows subsequent
connection to be made.

A request for connection consists of a puise
during time siots 0 and 1 of a cycle. The encoder
750 and the decoder 760 function in the same
manner as that described for a request for relo-
cate information. Thus, a response pulse is
directed to the requesting request logic circuit
when the gate line of the priority encoder 750 is
activated.

The control circuit of Fig. 7 activates the gate
line during the C portion of time slot 0 and the S
portion of time slot 1 if the busy latch 730 is not
set. Therefore, if the request logic receives a
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response pulse, its busy latch is not set and it
enables its connection. In this case the control
circuit would set the line busy latch 730 at the end
of the request pulse so that subsequent request
for connection would encounter a busy condition.
A request logical circuit 800—807, Fig. 8, that
receives no response pulse when making a
request for connection sets its busy latch. This is
the result of a previous connection being made to
the line, the line being busy due to the associated
port originating another connection (when this
mode of operation is desirable) or a higher
priority request being received simultaneously.
This completes the function of the line status logic
circuitry.

Disconnect operation

Fig. 18 is a graphical representation showing
the busy sequences transmitted between an
originating port A and a terminating port B. (Port
A and port B respectively). These sequences are
monitored by those stages of switching invoived
in a connection and, as long as they continue, the
connection path is maintained. Each port logical
circuit, in addition to transmitting its own
sequence, monitors the sequence generated by
the other. During the connection set up, the
terminating group request logic also participates
in sequence generation until the connection
attempt is terminated or the terminating port
begins transmitting its sequence.

The sequence consists of puises during the S
portion of each time slot. (The C portion being
reserved for connection information trans-
mission) A port will cease transmitting its
sequence when its attached subscriber indicates a
desire to break the connection, as shown by curve
1810. The ports monitor busy indication during
the first half of S time and truncate their own busy
sequence immediately upon detecting the
absence of a received sequence. (Lower
waveform) The switch groups monitor busy indi-
cations during the last half of S time and disable
their connections immediately when indications
are no longer detected.

Therefore, Figure 18 is a graphical representa-
tion showing port A initiating a disconnection, a
port B following and, at the end of the S portion of
the time slot, all connections in the associated
switch path are disabled. All links and the
involved ports are now free for other connections.

Contention

In the process of setting up a connection in the
switch, actions are initiated which result in a
response if the result is successful, or no
response otherwise. No response indicates the
failure of the switch to respond in the desired
manner and is the result of simultaneous request
to a single circuit for a given action. One type of
request for action is the transmission of a ter-
minating group address by an originating port.
This is a request for a connection through the
originating and intermediate switch groups to the
addressed terminating group. If the action is
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carried out successfuily, a connection verification
pulse is received by the originating port from the
addressed terminating group. If contention was
encountered from a higher priority request in
either the originating or intermediate groups, the
connection is not established and no verification
pulse is received. The originating port would then
break the partial connection by failing to initiate a
busy indication sequence and retry the connec-
tion during the next time slot cycle. This type of
contention is referred to as link contention since it
involves the selection of links to create a switch
path.

The second type of contention occurs within a
terminating group and involves the line request
logic requests to the line status circuits. A request
for relocate information or a request for connec-
tion can be made from separate request logic
circuits within a terminating group to the same
status logic circuit simultaneously. This results in
what is called status logic contention. This type of
contention differs from link contention in that no
retry is required. Contention for relocate infor-
mation implies a line busy condition since a
higher priority request is either about to make a
connection or be relocated to a new location
where it will make a connection. in any case, a
connection will be established to the desired line
by the higher priority requestor making the line
busy. Contention for a connection implies a busy
condition for the lower priority requestor aiso
since a connection to the desired line is about to
be made. Thus, an originating port receives a line
busy response to its connection attempt when
status logic contention is encountered.

Link contention

Referring to Fig. 4, requests for connection from
originating ports in the form of terminating group
address pulses are received in the originating
group priority encoder circuit 430. The priority
encoder 430 has four input lines 0 through 3. If
input line X is activated, a binary value equal to X
is generated as an output and a connection from
line X to an intermediate group is established. If
simultaneous pulses are received by the encoder
430, only the lowest order line is considered by
the encoded 430. Therefore, a connection is
established oniy from the lowest order requesting
line to an intermediate group. The other
request(s) are ignored and result in the respective
ports receiving no verification pulse. Contention
is assumed by the ports and retry connection
attempts are made. Contention exists in the prim-
ary stage of switching only if one or more ports
on the same originating group originate connec-
tions to the same terminating group during the
same cycle of time slots. These are the condition
necessary to cause a priority encoder to receive
simultaneous pulses. If several ports on the same
originating group originate connections during
the same cycle to different terminating groups, no
contention would exist since the request pulses
{terminating group address pulses) would occur
during different time slots of the cycle. This is
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possible since originating group connections are
set up in a fraction of time slot allowing the logic
to establish connections at a rate of one each time
slot.

Referring to Fig. 5, requests for connection are
received by the intermediate groups in the form
of partial terminating group address pulses
passed through newly established originating
group connections from originating ports on
different originating groups. (Different originating
groups since each group has only one line to any
given intermediate group). The pulses are
received by the priority encoder 540, which
operates in the same manner as the previously
described originating group encoder. Thus, if
more than one pulse is received, only a connec-
tion for the lowest order request is established.
The request(s) on other links are ignored so that
the associated ports will receive no connection
verification pulse, again indicating contention
was encountered. Therefore, for contention to
exist in an intermediate group, two or more ports
on different originating groups must originate
connections to the same terminating group dur-
ing the same cycle. Additionally, in order for the
same intermediate group to be selected by the
involved originating groups, it must be the lowest
order intermediate group having available links to
both the addressed terminating group and to all
involved originating groups.

Status logic contention

Referring to Fig. 7, requests for relocate infor-
mation are received by the priority encoder 750.
This circuit 750 generates an address equal to the
line number of the active input. This address is
used to direct responses back to the requesting
circuit. If more than one input is active to the
circuit 750, it will generate an address equal to the
lowest order active line number. Thus, responses
will be directed to only the lowest order requestor
when multiple requests are received. The other
requestors will receive no response, which is
interpreted as a busy condition as previously
described.

When a request for relocate information results
in a relocate address transmission, no requests
for relocate information will be responsed to for
the duration of the transmission. Again, the lack
of response is interpreted as a busy to the ignored
requestors.

In every case of status logic contention, a
higher priority requestor is about to make a
connection attempt to or be relocated to the
addressed line. Therefore, a retry connection is
not necessary since the line in question is either
busy or will be busy. Thus, it is sufficient to
respond to such contention situations with a busy
condition.

Claim
A distributed control progressive electronic cir-

cuit switching arrangement comprising
an originating group circuit arrangement
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having a multiple or originating terminais to
which given information handling systems are to
be connected,

an intermediate group circuit arrangement
having a multiple of input terminals to be con-
nected to corresponding terminals of said
originating group circuit arrangement,

a terminating group circuit arrangement having
a multiple of terminals to which other information
handling systems are to be connected and having
input terminals to be connected to corresponding
terminals of said intermediate group circuit
arrangement,

a source of timing pulses connected in common
to each of said groups,

circuitry in said originating group circuit
arrangement for accepting a request from an
originating terminal to which a given information
handling system is attached for connection to a
particular terminating group circuit terminal to
which is attached the specific information
handling system with which communication is
desired and .-for sensing the status from said
intermediate groups with respect to the connec-
tivity to that specific terminating group,

electronic switch circuitry connected between
said originating terminal of said originating cir-
cuitry and a terminal thereof corresponding to the
specific input terminal of said intermediate group
and having an actuating terminal,

circuitry connected to said request accepting
circuits and to said sensing circuitry and having
an output terminal connected to said actuating
terminal of said switching circuitry for estab-
lishing an electric connection in response to
matching data at said comparing circuitry,

circuitry in said intermediate group for accept-
ing a request relayed from said originating group
due to the electric connection established
thereby,

electronic switch circuitry connected between
the input and output terminals of said inter-
mediate group and each having an actuating
terminal,

circuitry for sensing data-connected to said
circuitry for accepting a request from said
originating group and connected to the terminais
connected to said terminating group and having
an output terminal connected to said actuating
terminal of said switch circuitry for establishing
an electric connection in response to matching
data,

circuitry in said terminating group for receiving
said connection request as relayed from said
intermediate group and for searching for the line
address corresponding to said connection
request,

circuitry in said terminating group for determin-
ing the available/busy status of the information
handling system terminals and for returning an
appropriate response to said originating group,
and

switch circuitry in said terminating group for
establishing electric connection in case of avail-
able status, and for disconnecting the connec-
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tions established to this point in case of busy
status.

Patentanspruch

Elektronische Leitungsvermittlungsanordnung
mit verteilter Steuerung und mit

giner Ursprungsgruppenanschiufanordnung,
die eine Vielzahl von UrsprungsanschluZstellen
aufweist, an die gegebene Informationsbearbei-
tungssysteme anschiieBbar sind,

einer ZwischengruppenanschluBanordnung,
die eine Vielzahl von EingangsanschiuRsteilen
aufweist, an die zugeordnete Anschiu3stellen der
Ursprungsgruppenanschlu3anordnung
anschlieRbar sind,

einer Zielgruppenanschluf3anordnung, die eine
Vielzahl von Anschlustellen, an die andere Infor-
mationsbearbeitungssysteme anschlieBbar sind,
sowie EngangsanschluBstellen aufweist, die an
entsprechende  AnschluBstellen  der  Zwi-
schengruppenanschluanordnung anschlieSbar
sind,

einer Quelle fur Zeittaktimpulse, die gemein-
sam an jede der Gruppen angeschlossen ist,

Schaltkreisen in der Ursprungsgruppenan-
schiuBanordnung zur Annahme einer Anforde-
rung von der Ursprungsanschiu3stelle, an die ein
gegebenes informationsbearbeitungssystem zur
Verbindung mit einer einzelnen Zielgruppenan-
schluBanordnung-Anschlufstelle angeschlossen
ist, an die das spezifische Informationsbearbei-
tungssystem angeschlossen ist, mit dem die
Kommunikation erwiinscht ist, und zur Uberwa-
chung des Zustandes von der Zwischengruppe
beziiglich der Verbindungen zu der spezifischen
Zielgruppe,

elektronsichen Vermittiungsschaltkreisen, die
zwischen der Ursprungsanschlustelle der
Ursprungsschaltkreise und einer AnschluBstelle
derselben angeschlossen sind, die der spezifi-
schen  EingangsanschiuBstelle  der  Zwi-
schengruppe entspricht und die eine Betétigungs-
anschlufstelle aufweist,

Schaltkreisen, die an die Anforderungsannah-
meschaltkreise sowie die Uberwachungsschait-
kreise angeschlossen sind und eine Ausgangsan-
schluBstelie aufweisen, die mit der Betétigungs-
anschiuBstelle der Vermittiungsschaltkreise ver-
bunden ist, um eine elektrische Verbindung in
Antwort auf zusammenpassende Daten an dem
Vergleichschaitkreis zu erstellen,

Schaltkreisen in der Zwischengruppe zur
Annahme einer Anforderung, die von der
Ursprungsgruppe infolge der dadurch hergestell-
ten Verbindung Gbermittelt wurde,

elektronischen Vermittlungsschaltkreisen, die
zwischen den Eingangs- und Ausgangsanschluf3-
stellen der Zwischengruppen angeschlossen sind
und jeweils eine Betdtigungsanschlufstelle auf-
weisen,

Schaltkreisen zum Abfragen von Daten, die mit
den Schaltkreisen zur Annahme einer Anforde-
rung von der Ursprungsgruppe und AnschluB-
stellen verbunden sind, die mit der Zielgruppe
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verbunden sind, und die eine Ausgangsanschiuf3-
stelle aufweisen, die mit der Betédtigungsan-
schluBstelle der Vermittiungsschaitkreise verbun-
den ist, um eine elektrische Verbindung in Ant-
wort auf (ibereinstimmende Daten herzustellen,

Schaltkreisen in der Zielgruppen zum Empfang
der von der Zwischengruppe {bermitteiten Ver-
bindungsanforderung und zum Suchen der Lei-
tungsadresse, die dem Verbindungswunsch ent-
spricht,

Schaltkreisen in der Zielgruppe zum Bestim-
men des Erreichbarkeits-/Besetztzustandes der
InformationsbearbeitungssystemsanschluBstel-
len und zum Riicksenden einer geeigneten Ant-
wort an die Ursprunggruppe, und

Vermittlungsschaltkreisen in der Zielgruppe
zum Erstellen einer elektrischen Verbindung im
Fall des Zustandes der Erreichbarkeit und zum
Unterbrechen der bis zu diesem Punkt hergestell-
ten Verbindungen im Fall des Besetztzustandes.

Revendication

Circuit de commutation éiectronique progressif
3 commande répartie, comprenant: un dispositif
de circuits de groupe d’origine qui comporte une
pluralité de bornes d’origine auxquelles des sys-
témes donnés de traitement d'information peu-
vent &tre connectés; un dispositif de circuits de
groupe intermédiaire qui comporte une pluralité
de bornes d’entrée & connecter & des bornes
correspondantes dudit dispositif de circuits de
groupe d’origine; un dispositif de circuits de
groupe terminal qui comporte une pluralité de
bornes auxqueiles d’autres systémes de traite-
ment d'information peuvent &tre connectés et qui
comporte des bornes d’entrée a connecter a des
bornes correspondantes dudit dispositif de cir-
cuits de groupe intermédiaire; une source d’'im-
pulsions de séquencement de temps raccordée
en commun & chacun des dits groupes; des
circuits prévus dans ledit dispositif de circuits de
groupe d'origine pour accepter une demande
venant d’'une borne d’origine a laquelle est relié
un systéme donné de traitement d‘information,
en vue d’une connexion & une borne particuliére
de circuit de groupe de destination a laquelle est
relié le systéme spécifique de traitement d'infor-
mation avec lequel une communication est dési-
rée, et pour détecter |'état desdits groupes inter-
médiaires en ce qui concerne ia possibilité de
connexion a ce groupe terminal spécifique; des
circuits de commutation électroniques raccordés
entre ladite borne d’origine desdits circuits d'ori-
gine et une borne de ces derniers qui correspond
i la borne d'entrée spécifique dudit groupe inter-
médiaire, et comportant une borne d’activation;
des circuits raccordés auxdits circuits d'accepta-
tion de demande et auxdits circuits de détection
et comportant une borne de sortie reliée & ladite
borne d’activation dudit circuit de commutation
pour établir une connexion électrique en réponse
& une concordance des données dans ledit circuit
de comparaison; des circuits prévus dans ledit
groupe intermédiaire pour accepter une demande
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relayée a partir dudit groupe d’origine du fait de la
connexion électrique ainsi établie; des circuits
électroniques de commutation raccordés entre
les bornes d’entrée et de sortie dudit groupe
intermédiaire et comportant chacun une borne
d’activation; des circuits de détection de donnéss
raccordés auxdits circuits pour accepter une
demande venant dudit groupe d'origine et rac-
cordés aux bornes reliées audit groupe terminal
et comportant une borne de sortie reliée a ladite
borne d’activation desdits circuits de commuta-
tion pour établir une connexion électrique en
réponse a la concordance de données; des cir-
cuits prévus dans ledit groupe terminal pour
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recevoir ladite demande de connexion relayée &
partir dudit groupe intermédiaire et pour recher-
cher l'adresse de ligne correspondant a ladite
demande de connexion; des circuits prévus dans
ledit groupe terminal pour déterminer I'état de
disponibilité/occupation des bornes du systéme
de traitement d'information et pour envoyer une
réponse appropriée audit groupe d'origine; et des
circuits de commutation dans ledit groupe termi-
nal pour établir une connexion électrique dans le
cas d’'un état de disponibilité et pour déconnecter
les connexions établies vers ce point dans le cas
d’un état d’'occupation.
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