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TECHNIQUES FOR ALLOCATING USER EQUIPMENT PROCESSING
CAPABILITY AMONG MULTIPLE ACCESS NODES

CLAIM OF PRIORITY

[0001] The present Application for Patent claims priority to Non-Provisional
Application No. 14/444,691 entitled “Techniques for Allocating User Equipment Processing
Capability Among Multiple Access Nodes™ filed July 28, 2014 and Provisional Application
No. 61/863,540 entitled “Techniques for Allocating User Equipment Processing Capability
Among Multiple Access Nodes” filed August 8, 2013.

BACKGROUND OF THE DISCLOSURE

10002] Aspects of the present disclosure relate generally to wircless communications,

and more particularly, to techniques for allocating user equipment processing capability

between multiple access nodes.

[0003] Wireless communication networks are widely deployed to provide various
communication services such as voice, video, packet data, messaging, broadcast, etc. These
wireless networks may be multiple-access networks capable of supporting multiple users by

sharing the available network resources. Examples of such multiple-access networks include

Code Division Multiple Aécess (CDMA) networks, Time Division Multiple Access (TDMA)

networks, Frequency Division Multiple Access (FDMA) networks, Orthogonal FDMA
(OFDMA) networks, and Single-Carrier FDMA (SC-FDMA) networks.

[0004] A wireless communication network may include a number of evolved Node Bs

(also referred to as eNodeBs or eNBs) that can support communication for a number ot user

cquipments (UEs). A UE may communicate with an eNodeB via the downlink and uplink.
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The downlink (or forward link) reters to the communication link from the eNodeB to the UE,
and the uplink (or reverse link) refers to the communication link from the UE to the eNodeB.
[0005] A UE may, simultancously, be separately connected to two (or more) access
nodes. The access nodes may be eNodeBs and/or wireless local area network (WLAN or Wi-
F1) access points. Operating according to this type of simultaneous, separate connection may
be referred to as “dual connectivity” operation or as a “dual connectivity mode” of the UE.
Because the UE 1s connected to two separate access nodes, two separate schedulers (e.g., one
scheduler per access node) are allocating radio resources to the single UE. Despite the dual
connectivity, the UE only has a certain amount of processing capability. If the access nodes
are not aware that the UE 1s also in communication with another access node, the two (or
more) access nodes may perform scheduling that, together, requires processing capabilities
that exceed that available at the UE. In view of the foregoing, 1t can be understood that there
may be significant problems and shortcomings associated with current technology when a UE
1s 1n dual connectivity mode.

[0006] As such, improvements 1n allocating UE processing capability between multiple

access nodes are desired.

SUMMARY OF THE DISCLOSURE

[0007] The following presents a simplified summary of one or more aspects 1n order to
provide a basic understanding of such aspects. This summary 1s not an extensive overview of
all contemplated aspects, and 1s intended to neither 1dentify key or critical elements of all
aspects nor delinecate the scope of any or all aspects. Its sole purpose 18 to present some
concepts of one or more aspects 1n a simplified form as a prelude to the more detailed

description that is presented later.
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[0008] In an aspect, a method of allocating user equipment processing capability 1s
described. The method may include determining the user equipment processing capability.
The method may include determining a first allocation of the user equipment processing
capability for a first access node or a second allocation of the user equipment processing
capability for a second access node when the user equipment 1S 1n communication with at
least the first access node and the second access node. The method may include assigning
resources for the user equipment based at least 1n part on the first allocation or the second
allocation.

[0009] In an aspect, a non-transitory computer-recadable medium for allocating user
cquipment processing capability stores computer-executable code. The code may cause at
least one computer to determine the user equipment processing capability. The code may
cause at least one computer to determine a first allocation ot the user equipment processing
capability for a first access node or a second allocation of the user equipment processing
capability for a second access node when the user equipment 1S in communication with at
least the first access node and the second access node. The code may cause at least one
computer to assign resources for the user equipment based at least in part on the first
allocation or the second allocation.

[0010] In an aspect, apparatus for allocating user equipment processing capability 18
described. The apparatus may include means for determining the user equipment processing
capability. The apparatus may include means for determining a first allocation of the user
equipment processing capability for a first access node or a second allocation of the user
cquipment processing capability for a sccond access node when the uscer cquipment 1S 1n

communication with at least the first access node and the second access node. The apparatus
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may include means for assigning resources for the user equipment based at least in part on the

first allocation or the second allocation.

[0011] In an aspect, an apparatus for allocating user equipment processing capability
1s described. The apparatus may include at least one memory. The apparatus may include a
scheduler, in communication with the at least one memory. The scheduler may be configured
to determine the user equipment processing capability. The scheduler may be configured to
determine a first allocation ot the user equipment processing capability for a first access node
or a second allocation of the user equipment processing capability for a second access node
when the user equipment 1s in communication with at least the first access node and the
second access node. The scheduler may be configured to assign resources for the user

equipment based at least in part on the first allocation or the second allocation.

[0011a] According to one aspect of the present invention, there 1s provided a method of
allocating processing capability of a user equipment, comprising: determining the processing
capability of the user equipment; determining a first allocation of the processing capability of
the user equipment for a first access node or a second allocation of the processing capability
of the user equipment for a second access node when the user equipment is in communication
with at least the first access node and the second access node, wherein a total of the first
allocation and the second allocation is less than or equal to the processing capability of the
user equipment; and assigning resources for the user equipment based at least in part on the

first allocation or the second allocation.

[0011b] According to another aspect of the present invention, there is provided a
computer readable memory having recorded thereon statements and instructions for execution
by a computer, said statements and 1nstructions comprising: code means for causing at least
one computer to determine processing capability of a user equipment; code means for causing
the at least one computer to determine a first allocation of the processing capability of the user
equipment for a first access node or a second allocation of the processing capability of the

user equipment for a second access node when the user equipment is in communication with

at least the first access node and the second access node, wherein a total of the first allocation

CA 2917825 2017-11-08
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and the second allocation 1s less than or equal to the processing capability of the user

equipment; and code means for causing the at least one computer to assign resources for the

user equipment based at least in part on the first allocation or the second allocation.

[0011¢] According to still another aspect of the present invention, there is provided an
apparatus for allocating processing capability of a user equipment, comprising: means for
determining the processing capability ot the user equipment; means for determining a first
allocation of the processing capability of the user equipment for a first access node or a
second allocation of the processing capability of the user equipment for a second access node
when the user cquipment 1s in communication with at least the first access node and the
second access node, wherein a total of the first allocation and the second allocation 1s less than
or equal to the processing capability of the user equipment; and means for assigning resources

for the user equipment based at least in part on the first allocation or the second allocation.

[0011d] According to yet another aspect of the present invention, there is provided an
apparatus for allocating processing capability of a user equipment, comprisihg: at least one
memory contigured to store instructions; and at least one processor and a scheduler, coupled
to the at least one memory, configured to execute the instructions to: determine the processing
capability ot the user equipment; determine a first allocation of the processing capability of
the user equipment for a first access node or a second allocation of the processing capability
of the user equipment for a second access node when the user equipment is in communication
with at least the first access node and the second access node, wherein a total of the first
allocation and the second allocation is less than or equal to the processing capability of the
user equipment; and assign resources for the user equipment based at least in part on the first

allocation or the second allocation.

[0012] T'o the accomplishment of the foregoing and related ends, the one or more
aspects comprise the features hereinafter fully described and particularly pointed out in the
claims. The following description and the annexed drawings set forth in detail certain
I/lustrative features of the one or more aspects. These features are indicative, however, of but
a tew of the various ways in which the principles of various aspects may be employed, and

this description is intended to include all such aspects and their equivalents.

4a
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BRIEF DESCRIPTION OF THE DRAWINGS

[0013] [n order to facilitate a fuller understanding of the present disclosure, reference
is now made to the accompanying drawings, in which like elements are referenced with like
numerals. These drawings should not be construed as limiting the present disclosure, but are

intended to be illustrative only.

4b
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[0014] FIG. 1 1s a block diagram conceptually illustrating an example of a
teleccommunications system having aspects for allocating user equipment processing
capability among multiple access nodes;

[0015] FIG. 2 1s a block diagram conceptually illustrating an example of a down link
frame structure that may be used 1n the telecommunications system of FIG. 1, which has
aspects for allocating user equipment processing capability among multiple access nodes;
[0016] FI1G. 3 1s a block diagram conceptually illustrating an exemplary eNodeB and an
exemplary user equipment in communication with one another in the telecommunications
system of FIG. 1, which has aspects for allocating user equipment processing capability
among multiple access nodes;

[0017] FI1G. 4 15 a block diagram conceptually illustrating exemplary subframe resource
clement mapping that may be used 1n the telecommunications system of FIG. 1, which has
aspects for allocating user equipment processing capability among multiple access nodes;
[0018] FI1G. 5 18 a block diagram conceptually 1llustrating aspects of an exemplary user
cquipment and exemplary access nodes within the telecommunications system of FIG. 1,
which has aspects for allocating user equipment processing capability among multiple access
nodes:

[0019] F1G. 6 15 a call flow diagram 1llustrating communications, according to a first
aspect, between an exemplary user equipment and exemplary access nodes within the
telecommunications system of FIG. 1, which has aspects for allocating user equipment
processing capability among multiple access nodes;

[0020] F1G. 7 1s a call flow diagram illustrating communications, according to a sccond

aspect, between an exemplary user equipment and exemplary access nodes within the
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telecommunications system of FIG. 1 having aspects for allocating user equipment
processing capability among multiple access nodes;

[0021] FIG. 8 1s a flow chart of a method for allocating user equipment processing
capability among multiple access nodes according to the present aspects; and

[0022] F1G. 9 18 a diagram 1llustrating an example of a hardware implementation for an
apparatus employing a processing system having aspects configured for allocating user
cquipment processing capability among multiple access nodes according to the present

aspects.

DETAILED DESCRIPTION

[0023] The detailed description set forth below, in connection with the appended
drawings, 1s imntended as a description of various configurations and 1s not intended to
represent the only configurations 1n which the concepts described herein may be practiced.
The detailed description includes specific details for the purpose of providing a thorough
understanding of the various concepts. However, it will be apparent to those skilled in the art
that these concepts may be practiced without these specific details. In some instances, well-
known structures and components are shown 1n block diagram form in order to avoid
obscuring such concepts.

[0024] The techniques described herein may be used for wvarious wireless
communication networks such as CDMA, TDMA, FDMA, OFDMA, SC-FDMA and other
networks. The terms “network™ and “system” are often used interchangeably. A CDMA
nctwork may implecment a radio tcchnology such as Universal Terrcstrial Radio Acccss
(UTRA), cdma2000, c¢tc. UTRA includes Wideband CDMA (WCDMA) and other variants

of CDMA. ¢dma2000 covers IS-2000, IS-95 and IS-856 standards. A TDMA network may
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mmplement a radio technology such as Global System for Mobile Communications (GSM).
An OFDMA network may implement a radio technology such as Evolved UTRA (E-UTRA),
Ultra Mobile Broadband (UMB), IEEE &802.11 (Wi-F1), IEEE 802.16 (WiMAX), IEEE
802.20, Flash-OFDMA, etc. UTRA and E-UTRA are part of Universal Mobile
Telecommunication System (UMTS). 3GPP Long Term Evolution (LTE) and LTE-
Advanced (LTE-A) are new releases of UMTS that use E-UTRA. UTRA, E-UTRA, UMTS,
LTE, LTE-A and GSM are described in documents from an organization named “3rd
Generation Partnership Project” (3GPP). ¢dma2000 and UMB are described in documents
from an organization named °‘3rd Generation Partnership Project 27 (3GPP2). The
techniques described herein may be used for the wireless networks and radio technologies
mentioned above as well as other wireless networks and radio technologies. For clarity,
certain aspects of the techniques are described below for LTE, and LTE terminology 1s used
i much of the description below.

[0025] According to the present aspects, a user equipment (UE) may be simultancously
or concurrently connected to two (or more) access nodes, which may be referred to as
operating according to “dual connectivity”. For example, a UE may simultancously be
connected to two (or more) access nodes, such as, for example, eNodeBs and/or Wi-Fi1 access
points. As such, total UE processing capability, which also may be referred to as a total UE
processing resource, may be allocated between the two (or more) access nodes for scheduling
the UE (e.g., assigning resources) at the access nodes and other purposes.

[0026] According to a first aspect, which may be referred to as an inter-access node
coordination aspcct, two (or morc) acccss nodcs (¢.g., cNodeBs and/or Wi-F1 access points)
that are simultancously connected to a UE via the same radio access technology (RAT) or

different RATSs, and cach other, may coordinate usage of the processing capability of the UE
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among themselves. The access nodes may be 1 direct communication via, for example, a
backhaul or X2 connection, may communicate with on¢ another using the UE as an
intermediary, and/or may not capable of communicating with on¢ another.

[0027] The access nodes may determine a split or division of UE processing capability
based on one or a combination of factors, including but not limited to, for example, a required
quality of service (QoS) of data flow of cach access node, present or expected radio
conditions (e.g., received signal, Signal-plus-Interference-to-Noise Ratio (SINR), pathloss,
and/or the like), a present or expected load condition of each access node, present or expected
access node capability (e.g., processing, throughput, and/or the like), backhaul performance
(e.g., capacity, throughput, delay, and/or the like), and/or data buffer status. In an aspect, the
coordination of the processing capability split may be performed once and remain static
thereafter. In another aspect, the processing capability may be split dynamically and changed
over time. The coordinated split may be arranged 1n a time multiplexed manner. In a non-
limiting example, for instance, the split between access nodes may be on a subframe-by-
subframe basis, or within a subframe. For example, but not limited hereto, a split within
subframes may include a division such as a 60:40 ratio in certain subframes (€.g., subframes
0,1, 2,5,9, for example, of FIG. 2) and a 30:70 ratio for the other subframes (e.g., subframes
3, 4, 6, 7, 8, for example, of FIG. 2) within ¢very frame. The coordinated split may be
signaled to the UE by one or all access nodes.

[0028] According to a second aspect, inter-access node coordination may not always be
possible due to, for example, backhaul constraints, that the two (or more) access nodes are
associatcd with diffcrent RATs, and/or that thc two (or morc) acccss nodcs cannot
communicate with one another. As such, UE processing capability may be allocated among

the access nodes without any coordination between the access nodes. The allocation of UE
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processing capability as between the access nodes may be fixed, predefined, and/or
previously-configured based on a UE category (referred to as UE-Category), which 1s related
to a total processing capability for the UE. Once the UE category 18 known, c¢ach of the
connected access nodes may retrieve category-related information for the UE, which may
include the total processing capability for the UE and/or dual connectivity information, such
as, for example, a specified capability allocation. In one example, the dual connectivity
information may include a rule that indicates that UE processing capability 1s equally split
between access nodes such that each access node 1s free to use up to half of the available UE
processing capability. In another example, there may be an uneven split between access
nodes (¢.g., 40,60 ratio, 70;30 ratio, and/or the like).

[0029] Referring to FIG. 1, a telecommunications system 100 1s configured to allocate
user equipment processing capability among multiple access nodes according to the present
aspects. The telecommunications system 100 may include a number of access nodes 110,
user equipment (UEs) 120, and other network entities. In an aspect, the access nodes 110
may be evolved NodeBs (which also may be referred to as eNodeBs or eNBs) configured to
provide UEs 120 with access to a cellular wireless communications network. In another
aspect, access nodes 110 may be access pomts configured to provide UEs 120 with access to
a wireless local areca network (WLAN), for example, Wi-Fi.

[0030] In the aspect where access nodes 110 are eNodeBs, cach eNodeB 110 may
provide communication coverage for a particular geographic area. According to the 3rd
Generation Partnership Project (3GPP) family of standards, the term “‘cell” can refer to a
covcrage arca of an cNodcB 110 and/or an ¢cNodcB subsystcm scrving the covcrage arca,

depending on the context in which the term 1s used.
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[0031] An eNodeB 110 may provide communication coverage for a macro cell, small
cell, and/or other types of cell. As used herein, the term “small cell” may refer to an access
point or to a corresponding coverage arca of the access point, when the access point in this
case has a relatively low transmit power or relatively small coverage as compared to, for
example, the transmit power or coverage areca of a macro network access point or macro
cell. For instance, a macro cell may cover a relatively large geographic area, such as, but not
limited to, several kilometers 1n radius. In contrast, a small cell may cover a relatively small
geographic area, such as, but not limited to, a home, a building, or a floor of a building. As
such, a small cell may include, but 1s not limited to, an apparatus such as a BS, an access
point, a femto node, a femtocell, a pico node, a micro node, a Node B, eNB, home Node B
(HNB) or home evolved Node B (HeNB). Therefore, the term “small cell,” as used herein,
refers to a relatively low transmit power and/or a relatively small coverage area cell as
compared to a macro cell. In addition, the use of the term “pico cell” or “pico eNode B” may
refer, generally, to any other type of small cell of the present disclosure.

[0032] In the example shown 1n FIG. 1, the eNodeBs 110a, 110b, and 110¢ may be
macro ¢NodeBs for the macro cells 102a, 102b and 102c¢, respectively. The eNodeB 110x
may be a pico eNodeB for a pico cell 102x. The eNodeBs 110y and 110z may be femto
cNodeBs for the femto cells 102y and 102z, respectively. An e¢NodeB 110 may provide
communication coverage for one or more (¢.g., three) cells.

[0033] The telecommunications system 100 may include one or more relay stations
110r and 120r, that also may be referred to as a relay eNodeB, a relay, etc. The relay station
110r may bc¢ a station that rcccives a transmission of data and/or other information from an
upstream station (e.g., an ¢eNodeB 110 or a UE 120) and sends the received transmission of

the data and/or other information to a downstream station (¢.g., a UE 120 or an ¢eNodeB 110).

10
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The relay station 120r may be a UE that relays transmissions for other UEs (not shown). In
the example shown 1n FIG. 1, the relay station 110r may communicate with the eNodeB 110a
and the UE 120r 1n order to facilitate communication between the eNodeB 110a and the UE
120r.

[0034] The telecommunications system 100 may be a heterogencous network that
includes eNodeBs 110 of different types, ¢.g., macro eNodeBs 110a, 110b, and 110¢, pico
¢NodeB 110x, femto eNodeBs 110y and 110z, relay 110r and/or the like. These different
types of eNodeBs 110 may have different transmit power levels, different coverage areas, and
different impact on interference m the telecommunications system 100. For example, macro
¢NodeBs 110a, 110b, and/or 110c may have a high transmit power level (e.g., 20 Watts)
whereas pico eNodeB 110x, femto eNodeBs 110y and 110z and/or relay 110r may have a
lower transmit power level (e.g., 1 Watt).

[0035] The telecommunications system 100 may support synchronous or asynchronous
operation. For synchronous operation, the eNodeBs 110 may have similar frame timing, and
transmissions from different ¢eNodeBs 110 may be approximately aligned in time. For
asynchronous operation, the ¢NodeBs 110 may have different frame timing, and
transmissions from different eNodeBs 110 may not be aligned in time. The techniques
described herein may be used for both synchronous and asynchronous operation.

[0036] A network controller 130 may be coupled to a set of eNodeBs 110 and provide
coordination and control for the eNodeBs 110. The network controller 130 may
communicate with the eNodeBs 110 via a backhaul (not shown). The eNodeBs 110 may also
communicatc with onc¢ anothcr, c¢.g., dircctly or indircctly via wircless or wirce linc backhaul
(¢.g., an X2 1nterface) (not shown). In an aspect where telecommunications system 100

includes eNodeBs and one or more Wi-F1 access points, these two types of access nodes may,
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or may not, be connected to one another via the backhaul. However, 1n the case where the
e¢NodeBs and Wi-F1 access points are not connected via the backhaul, the eNodeBs and the
Wi-F1 access points may communicate with one another through an intermediary such as, for
example, one of UEs 120.

[0037] The UEs 120 may be dispersed throughout the telecommunications system 100
and cach UE 120 may be stationary or mobile. UEs 120 also may be referred to as terminals,
mobile stations, subscriber units, stations, c¢tc. In an example, each of UEs 120 may be a
cellular phone, a smartphone, a personal digital assistant (PDA), a wireless modem, a
wireless communication device, a handheld device, a laptop computer, a cordless phone, a
wireless local loop (WLL) station, a tablet, a netbook, a smart book, and/or the like. The UEs
120 may be able to communicate with macro eNodeBs 110a, 110b, and 110c¢, pico ¢eNodeB
110x, femto eNodeBs 110y and 110z, relays 110r, and/or any other network entity. For
example, in FIG. 1, a solid line with double arrows may indicate desired transmissions
between a particular UE 120 and 1its serving ¢NodeB 110, which 1s an ¢NodeB 110
designated to serve the particular UE 120 on the downlink and/or uplink. A dashed line with
double arrows may indicate mterfering transmissions between a particular UE 120 and an
e¢NodeB 110 (e.g., a non-serving eNodeB).

[0038] LTE telecommunication networks may utilize orthogonal frequency division
multiplexing (OFDM) on the downlink and single-carrier frequency division multiplexing
(SC-FDM) on the uplink. OFDM and SC-FDM may partition the system bandwidth into
multiple (K) orthogonal subcarriers, which are also commonly referred to as tones, bins, etc.
Each subcarricr may bc modulatcd with data. In gencral, modulation symbols may bc sent in
the frequency domain with OFDM and in the time domain with SC-FDM. The spacing

between adjacent subcarriers may be fixed, and the total number of subcarriers (K) may be
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dependent on the system bandwidth. For example, the spacing of the subcarriers may be 15
kHz and the minimum resource allocation (called a “resource block™) may be 12 subcarriers
(or 180 kHz). Consequently, the nominal Fast Fourier Transform (FFT) size may be equal to
128, 256, 512, 1024 or 2048 for a system bandwidth of 1.25, 2.5, 5, 10 or 20 megahertz
(MHz), respectively. The system bandwidth may be partitioned into sub-bands. For
cxample, a sub-band may cover 1.08 MHz (i.¢., 6 resource blocks), and there may be 1, 2, 4,
& or 16 sub-bands for system bandwidth of 1.25, 2.5, 5, 10 or 20 MHz, respectively.

[0039] Referring to FIG. 2, a down link frame structure 200 may be used m the
telecommunications system 100 of FIG. 1, which 1s configured to allocate user equipment
processing capability among multiple access nodes according to the present aspects. The
transmission timeline for the downlink may be partitioned into units of radio frames. Each
radio frame may have a predetermined duration (e.g., 10 milliseconds (ms)) and may be
partitioned into 10 sub-frames having indices 0 through 9. Each sub-frame may include two
slots. Each radio frame may thus include 20 slots having indices 0 through 19. Each slot
may include L symbol periods, where L may be, for example, 7 symbol periods for a normal
cyclic prefix (as shown 1n FIG. 2) or 14 symbol periods for an extended cyclic prefix (not
shown). The 2L symbol periods in each sub-frame may be assigned indices of 0 through 21—
1. The available time frequency resources may be partitioned into resource blocks. Each
resource block may cover N subcarriers (e.g., 12 subcarriers) in one slot.

[0040] In LTE for example, an eNodeB, such as one of eNodeBs 110 of FIG. 1, may
send a primary synchronization signal (PSS) and a secondary synchronization signal (SSS)
for cach ccll in the covcrage arca of the cNodceB. The primary synchronization signal (PSS)
and secondary synchronization signal (SSS) may be sent in symbol periods 6 and 3,

respectively, 1n each of sub-frames 0 and 5 of each radio frame with the normal cyclic prefix,
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as shown 1 FIG. 2. The synchronization signals may be used by UESs, such as, for example,
UEs 120 of FIG. 1, for cell detection and acquisition.

[0041] The eNodeB 110 may send system information on a Physical Broadcast Channel
(PBCH) 1n symbol periods 0 to 3 of slot 1 of sub-frame 0. The eNodeB 110 may send
information on a Physical Control Format Indicator Channel (PCFICH) 1n only a portion of
the first symbol period of each sub-frame (although FIG. 2 depicts information being sent on
the PCFICH 1n the entire first symbol period). The PCFICH may convey the number of
symbol periods (M) used for control channels, where M may have a value of 1, 2 or 3 and
may change from sub-frame to sub-frame. M may have a value of 4 for a small system
bandwidth, e.g., less than 10 resource blocks. In the example shown in FIG. 2, M=3.

[0042] The eNodeB 110 may send information on a Physical HARQ Indicator Channel
(PHICH) and a Physical Downlink Control Channel (PDCCH) 1n the first M symbol periods
of ecach sub-frame (e.g., M=3 in FIG. 2). The PHICH may carry information to support
hybrid automatic retransmission (HARQ). The PDCCH may carry information related to
uplink and downlink resource allocation for UEs 120 and power control information for
uplink channels. It may be understood that the PDCCH and PHICH are also included 1n the
first symbol period even though they are not shown as such in FIG. 2. Stmilarly, the PHICH
and PDCCH are also both included 1n the second and third symbol periods, although, again,
they are not shown as such 1n FIG. 2.

[0043] The eNodeB 110 may send information on a Physical Downlink Shared Channel
(PDSCH) in the remaining symbol periods of each sub-frame. The PDSCH may carry data
for UEs 120 schcduled for data transmission on thc downlink. The various signals and
channels 1n LTE are described in 3GPP TS 36.211, entitled “Evolved Universal Terrestrial

Radio Access (E-UTRA); Physical Channels and Modulation,” which 1s publicly available.
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[0044] The eNodeB 110 may send the PSS, SSS and PBCH around the center 1.08
MHz of the system bandwidth used by the eNodeB. The ¢NodeB 110 may send the PCFICH
and PHICH across the entire system bandwidth in e¢ach symbol period mm which these
channels are sent. The eNodeB 110 may send the PDCCH to groups of UEs 120 in certain
portions of the system bandwidth. The eNodeB 110 may send the PDSCH to specific UEs
120 1n specific portions of the system bandwidth. The eNodeB 110 may send the PSS, SSS,
PBCH, PCFICH and PHICH in a broadcast manner to all UEs 120 1n the coverage arca. The
eNodeB 110 may send the PDCCH 1n a unicast manner to specific UEs 120 in the coverage
arca. The eNodeB 110 also may send the PDSCH 1n a unicast manner to specific UEs 120 1n
the coverage area.

[0045] A number of resource clements may be available 1n each symbol period. Each
resource element may cover one subcarrier in one symbol period and may be used to send
one modulation symbol, which may be a real or complex value. Resource elements not used
for a reference signal in each symbol period may be arranged 1nto resource element groups
(REGs). Each REG may include four resource elements in one symbol period. The PCFICH
may occupy four REGs, which may be spaced approximately equally across frequency, in
symbol period 0. The PHICH may occupy three REGs, which may be spread across
frequency, 1n one or more configurable symbol periods. For example, the three REGs for the
PHICH may all be included 1in symbol period 0 or may be spread across symbol periods 0, 1,
and 2. The PDCCH may occupy 9, 18, 32, or 64 REGs, which may be selected from all
available REGs, 1n the first M symbol periods. Only certain combinations of REGs may be
allowcd for thc PDCCH.

[0046] A UE 120 may know the specific REGs used for the PHICH and the PCFICH,

but may have to scarch different combinations of REGs for the PDCCH. The number of
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combinations to be searched 1s typically less than the number of allowed combinations for the
PDCCH. An ¢NodeB 110 may send the PDCCH to a UE 120 1n any of the combinations that
the UE will search.

[0047] A UE 120 may be within the coverage arecas of multiple eNodeBs 110. One of
these eNodeBs 110 may be selected to serve the UE 120. The serving eNodeB 110 may be
selected based on various criteria such as received power, path loss, signal-to-noise ratio
(SNR), and/or the like. In an aspect, a UE 120 within the coverage arcas of one or more
eNodeBs 110 also may be within the coverage arca of one or more Wi-F1 access points. A
UE 120 configured to operate according to dual connectivity may be simultaneously 1n
communication with more than one access node, such as, 1n a non-limiting example, two (or
more) ¢NodeBs 110, two (or more) Wi-Fi1 access points (not shown), or one (or more)
eNodeB 110 and one (or more) Wi-F1 access point (not shown).

[0048] Referring to FIG. 3, an exemplary eNodeB 310 and an exemplary UE 320 may
be 1n communication with on¢e another within a telecommunications system 300, which may
be the same as or similar to telecommunications system 100 of FIG. 1, which 1s configured to
allocate user equipment processing capability among multiple access nodes according to the
present aspects. In an aspect, eNodeB 310 may be one of eNodeBs 110 of FIG. 1 and UE
320 may be one of UEs 120 of FIG. 1. The eNodeB 310 may be equipped with antennas
334, to 3344, and the UE 320 may be equipped with antennas 352, to 352,, wherein t and r are
Integers greater than or equal to one.

[0049] At the eNodeB 310, a base station transmit processor 322 may receive data from
a basc station data sourcc 312 and control information from a basc station controllcr 340. In
an aspect, the base station controller 340 may comprise a processor and, therefore, may also

be referred to as basc station processor 340 or base station controller 340. Control
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information may be carried on the PBCH, PCFICH, PHICH, PDCCH, and/or the like, while
data may be carried on the PDSCH and/or the like. The base station transmit processor 322
may process (¢.g., encode and symbol map) data and control information to obtain data
symbols and control symbols, respectively. The base station transmit processor 322 may
generate reference symbols, €.g., for the PSS, S§SS, and cell-specific reference signal (RS). A
base station transmit (TX) multiple-input multiple-output (MIMO) processor 330 may
perform spatial processing (e.g., precoding) on the data symbols, the control symbols, and/or
the reference symbols, 1f applicable, and may provide output symbol streams to the base
station modulators/demodulators (MODs/DEMODs) 332, to 332, Each base station
modulator/demodulator 332, to 332; may process a respective output symbol stream (e.g., for
OFDM, ectc.) to obtain an output sample strecam. Each base station modulator/demodulator
332, to 332¢ may further process (¢.g., convert to analog, amplity, filter, and up-convert) the
output sample stream to obtain a downlink signal. Downlmk signals from
modulators/demodulators 332, to 332; may be transmitted via the antennas 334, to 334,
respectively.

[0050] At the UE 320, the UE antennas 352, to 352, may receive downlink signals from
the eNodeB 310 and may provide received signals to the UE modulators/demodulators
(MODs/DEMODs) 354, to 354,, respectively. Each UE modulator/demodulator 354, to 354,
may condition (¢.g., filter, amplify, down-convert, and digitize) a respective recetved signal
to obtain input samples. Each UE modulator/demodulator 354, to 354, may further process
the mput samples (e.g., for OFDM and/or the like) to obtain received symbols. A UE MIMO
dctcetor 356 may obtain rcccived symbols from all the UE modulators/decmodulators 354, to
354,, perform MIMO detection on the received symbols, 1f applicable, and provide the

detected symbols. A UE reception processor 358 may process (e.g., demodulate,
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deinterleave, and decode) the detected symbols, provide decoded data for the UE 320 to a UE
data sink 360, and provide decoded control information to a UE controller 380. In an aspect,
the UE controller 380 may comprise a processor and, therefore, may also be referred to as UE
processor 380 or UE controller/processor 380.

[0051] On the uplink, at UE 320, a UE transmit processor 364 may receive and process
data (¢.g., for the PUSCH) from a UE data source 362 and control information (¢.g., for the
PUCCH) from the UE controller 380. The UE transmit processor 364 may generate
reference symbols for a reference signal. The symbols from the UE transmit processor 364
may be precoded by a UE TX MIMO processor 366, 1f applicable, further processed by the
UE modulator/demodulators 354, to 354, (¢.g., for SC-FDM and/or the like), and transmitted
to the eNodeB 310. At the eNodeB 310, the uplink signals from the UE 320 may be received
by the base station antennas 334, to 334, processed by the base station
modulators/demodulators 332, to 332;, detected by a base station MIMO detector 336, 1f
applicable, and further processed by a base station reception processor 338 to obtain decoded
data and control information sent by the UE 320. The base station reception processor 338
may provide the decoded data to a base station data sink 346 and the decoded control
imformation to the base station controller 340.

[0052] The base station controller 340 and the UE controller 380 may direct operations
at the eNodeB 310 and the UE 320, respectively. The base station controller 340 and/or other
processors and modules at the eNodeB 310 may perform, or direct the execution of, one or
more processes to mmplement the functions described herein for allocating processing
capability of a UE (c.g., UE 320, which may bc onc of UEs 120 of FIG. 1) among multiplc
access nodes (e.g., eNodeB 310, which may be one of ¢eNodeBs 110 of FIG. 1 and/or on¢ or

more other eNodeBs 110 of FIG. 1 or Wi-F1 access points). The base station memory 342
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and the UE memory 382 may store data and program codes used by the eNodeB 310 and the
UE 320, respectively, to implement the functions described heremn. A scheduler 344 at
¢NodeB 310 may schedule UEs 320 for data transmission on the downlink and/or uplink.
[0053] In one configuration, the eNodeB 310, which may be one of eNodeBs 110 of
FIG. 1, may include means for determining user equipment processing capability. For
example, eNodeB 310 may include means for determining processing capability at UE 320,
which may be one of UEs 120 of FIG. 1. In on¢ configuration, the ¢NodeB 310 also may
include means for determining a first allocation of the user equipment processing capability
(c.g., the processing capability of UE 320) for a first access node (e.g., eNodeB 310, which
may be one of eNodeBs 110 of FIG. 1 or a Wi-Fi1 access point) or a second allocation of the
user equipment processing capability (e.g., the processing capability of UE 320) for a second
access node (e.g., another one of the eNodeBs 110 of FIG. 1 or a Wi-F1 access point) when
the user equipment 1S 1n communication with at least the first access node and the second
access node. In one configuration, the ¢eNodeB 310 also may include means for assigning
resources for the user equipment (e.g., UE 320) based at least in part on the first allocation or
the second allocation. In one aspect, the aforementioned means may be the base station
controller 340, the base station memory 342, the base station modulators/demodulators 332,
the base station scheduler 344, and the base station antennas 334, to 334 configured to
perform the functions recited by the aforementioned means. In another aspect, the
aforementioned means may be 4@ module or any apparatus configured to perform the functions
recited by the atorementioned means.

[0054] Rcferring to FIG. 4, two cxemplary subframc formats 410 and 420 for the
downlink may be used 1n the telecommunications system 100 of FIG. 1, which 1s configured

to allocate user equipment processing capability among multiple access nodes according to
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the present aspects. Subframe formats 410 and 420 may be exemplary for the downlink when
there 1s a normal cyclic prefix.

[0055] The available time frequency resources for the downlink may be partitioned 1nto
resource blocks. Each resource block may include 12 subcarriers 1n one slot and may include
a number of resource elements. Each resource element may correspond to one subcarrier in
one symbol period and may be used to send one modulation symbol, which may be a real or
complex value.

[0056] The subframe format 410 may be used for an eNodeB, such as, for example, one
of eNodeBs 110 of FIG. 1, equipped with two antennas. A common reference signal (CRS)
may be transmitted from antennas 0 and 1 in symbol periods 0, 4, 7, and 11. A common
reference signal (CRS) 1s a signal that 18 known a priori by a transmitter and a receiver and
may also be referred to as a pilot signal. A common reference signal (CRS) may be a
reference signal that 1s specific for a cell, e.g., generated based on a cell identity (ID). In the
example of FIG. 4, for a given resource element with label Ra, a modulation symbol may be
transmitted on the given resource element from antenna a, and no modulation symbols may
be transmitted on the given resource element from other antennas.

[0057] The subframe format 420 may be used for an eNodeB, such as, for example, one
of eNodeBs 110 of FIG. 1, equipped with four antennas. A common reference signal (CRS)
may be transmitted from antennas 0 and 1 1n symbol periods 0, 4, 7, and 11 and from
antennas 2 and 3 in symbol periods 1 and 8.

[0058] For both subframe formats 410 and 420, a CRS may be transmitted on evenly
spaccd subcarricrs, which may be dctermined bascd on ccll ID. Daifferent oncs of ¢cNodceBs

110 may transmit their CRSs on the same or different subcarriers, depending on their cell
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IDs. For both subframe formats 410 and 420, resource elements not used for the CRS may be
used to transmit data (¢.g., traffic data, control data, and/or other data).

[0059] The PSS, SSS., CRS and PBCH in LTE are described in 3GPP TS 36.211,
entitled “Evolved Universal Terrestrial Radio Access (E-UTRA); Physical Channels and
Modulation,” which 1s publicly available.

[0060] An 1nterlace structure may be used on each of the downlink and uplink for FDD
in a communication network (e.g., LTE network). For example, Q interlaces, having indices
of 0 through Q-1, may be defined, where Q 1s 4, 6, &, 10, or some other value. Each interlace
may include subframes that may be spaced apart by Q frames. In particular, interlace g may
include subframes q, q+Q, g+2Q, etc., where q € {0, ..., Q-1}..

[0061] The telecommunications system 100 of FIG. 1 may support hybrid automatic
retransmission (HARQ) for data transmission on the downlink and uplink. For HARQ), a
transmitter (e.g., at an eNodeB 110) may send one or more transmissions of a data packet
until the data packet 1s decoded correctly by a receiver (e.g., at a UE 120) or some other
termination condition 1s encountered. For synchronous HARQ), all transmissions of the data
packet may be sent in subframes of a single interlace. For asynchronous HARQ, cach
transmission of the data packet may be sent in any subframe.

[0062] As noted above, one of UEs 120 of FIG. 1 may be located within the geographic
coverage arca of multiple eNodeBs 110 of FIG. 1 (and/or Wi-Fi access points). One of the
cNodeBs 110 may be selected to serve each of the UEs 120 and, as such, may be referred to
thercatter as a “serving eNodeB,” while other, non-serving eNodeB(s) in the vicinity may be
rcferred to as “ncighbormg cNodceB(s).” Onc of cNodcBs 110 may be sclected as the scrving
cNodeB for one of UEs 120 based on various criteria such as received signal strength,

received signal quality, pathloss, and/or the like. Received signal quality may be quantified
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by a signal-to-noise-and-interterence ratio (SINR), a reference or pilot signal recerved quality
(RSRQ), and/or some other metric. Each of UEs 120 may operate 1n a dominant interference
scenario 1 which one of UEs 120 may observe high interference from one or more of
eNodeBs 110 that are not its serving eNodeB, ¢.g., the neighboring eNodeBs .

[0063] Referring to FIG. 5, a UE 530 may be in communication with a first access node
510 and a second access node 520. In an aspect, first access node 510 and second access
node 520 may be associated with different RATSs (e.g., a Wi-F1 access point and an ¢eNodeB).
In another aspect, first access node 510 and second access node 520 may be associated with
the same RAT (e.g., two Wi-F1 access pomts or two ¢NodeBs). In one aspect, and for
cxample, UE 530 may be an example of UE 120y (FIG. 1), first access node 510 may be an
example of macro eNodeB 110c¢ (FIG. 1), and second access node 520 may be an example of
a small cell such as femto eNodeB 110y (FIG. 1). . It will be understood that the example of
FIG. 5 1s a non-limiting one and that 1s provided for 1llustration purposes only. The present
aspects as described herein may apply equally to any of the eNodeBs 110 shown in FIG. 1 1n
addition to any Wi-F1 access points with which one or more of UEs 120 of FIG. 1 are in
communication.

[0064] In the example of FIG. 5, UE 530 1s in communication with both first access
node 510 (via a communication connection 542) and sccond access node 520 (via a
communication connection 544). First access node 510 and second access node 520 are
optionally 1n direct communication with one another (via optional communication connection
540540) through, for example, a backhaul or X2 connection.

[0065] First acccss node 510 includes scheduler 512, and, similarly, sccond acccss nodce
520 includes scheduler 522, both of which may be the same as or similar to scheduler 344 of

FIG. 3. Scheduler 512 and scheduler 522 may generally be configured to determine a portion
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of a total processing capability at UE 530 that 1t may use to schedule UE 530 when UE 530 1s
operating according to dual connectivity and 1s connected to at least first access node 510 and
second access node 520. In one example, scheduler 512 may be configured to determine a
first allocation of the UE 530 processing capability to be used for first access node 510 and
scheduler 522 may be configured to determine a second allocation of the UE 530 processing
capability for second access node 520. In an aspect, alternatively or additionally, each of
scheduler 512 and 522 may be configured to determine an allocation of UE 530 processing
capability for the other respective access node (e.g., scheduler 512 may be configured to
determine an allocation for second access node 520). In an example, but not limited hereto,
the first allocation of the UE 530 processing capability and the second allocation of the UE
530 processing capability sum to equal a value that does not exceed a value of the processing
capability of UE 530.

[0066] In an aspect, each of schedulers 512 and 522 may be configured to determine an
allocation for 1ts respective access node, and/or the other access node, based on at least one
network condition and/or at least one non-network condition. The network condition may be
a quality of service (QoS) of data flow for first access node 510 and/or second access node
520. The network condition may be a radio condition, such as, for example, a received
signal, signal-plus-interference-to-noise ratio (SINR), and/or pathloss observed by first access
node 510 and/or second access node 520. The network condition may be a load condition of
first access node 510 and/or second access node 520. The network condition may be a
capability of first access node 510 and/or second access node 520, such as, for example, a
proccssing capability and/or a throughput capability. Thc nctwork condition may bc a
backhaul performance (e.g., performance of communication connection 540) between first

access node 510 and second access node 520, such as, for example, backhaul capacity,
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backhaul throughput, and/or backhaul delay. The network condition may be a data bufter
status observed by UE 530, first access node 510 and/or second access node 520. In an
aspect, cach of schedulers 512 and 522 may be configured to determine an allocation for 1ts
respective access node based on at least one non-network-related condition.

[0067] According to a first aspect, and optionally, scheduler 512 and scheduler 522
may include negotiation component 514 and negotiation component 524, respectively, at
least onc of which 1s configured to determine that UE 530 1s operating according to dual
connectivity and 1s connected to the other eNodeB (e.g., negotiation component 514 may be
configured to determine that UE 530 15 also in communication with second access node 520).
In an aspect, each of negotiation components 514 and 524 also may be configured to
determine a first allocation of UE 530 processing capability for its respective eNodeB (e.g.,
negotiation component 514 determines a first allocation for first access node 510) or a second
allocation of UE 530 processing capability for the other eNodeB (e.g., negotiation component
514 determines a second allocation for second access node 520) when UE 530 18 1n
communication with at least first access node 510 and second access node 520. Negotiation
components 514 and 524 may do so by negotiating with the other eNodeB (e.g., negotiation
component 514 may negotiate with second access node 520) to determine the first allocation
for 1ts respective eNodeB and the second allocation for the other eNodeB such that a total of
the first allocation and the second allocation does not exceed the total processing capability
for UE 530.

[0068] In an aspect, and for example, negotiation component 514 may be configured to
ncgotiatc with sccond access nodce 520, ¢.g., via ncgotiation componcent 524, by dctcrmining a
first allocation request for first access node 510, sending the first allocation request to second

access node 520, and receiving a response from the second access node 520 including a
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second allocation request, such that a total of the first allocation request and the second
allocation request does not exceed the total UE 530 processing capability. In another aspect,
and for example, negotiation component 514 may be configured to negotiate with second
access node 520, e.g., via negotiation component 524, by receiving a second allocation
request from second access node 520, and determining the first allocation based on the total
UE 530 processing capability and the second allocation request such that a total of the first
allocation and the second allocation does not exceed the total UE 530 processing capability.

[0069] In an aspect, and for example, negotiation component 514 may be configured to
negotiate with second access node 520, ¢.g., via negotiation component 524, by determining
the second allocation, e.g., for second access node 520, as described above, and,
communicating the second allocation to second access node 520. In another aspect, and for
example, negotiation component 514 may be configured to negotiate with second access node
520 by recerving the first allocation, e.g., for first access node 510, from second access node
520, e¢.g., via negotiation component 524. During an allocation negotiation, negotiation
components 514 and 524 may be configured to determine 1f one of first access node 510 and
second access node 520 has priority over the other and, as such, determine an appropriate
allocation split based on the priority and/or the network or non-network conditions, as
described herein. Information related to such priority may be determined at the access node,
configured and provided by UE 530, and/or configured and provided by telecommunications
system 100. In any event, negotiation components 514 and 524 may be configured to re-
negotiate the first allocation and the second allocation at any time, according to a preset re-
ncgotiatc schcdule, upon the occurrencc of a trigger or cvent, and/or the like. In cach of the
above aspects, negotiation component 524 may be configured to operate 1n a similar fashion

as negotiation component 514,
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[0070] The first allocation and the second allocation of UE 530 processing capability
may be the same for all subframes across a frame or the first allocation and the second
allocation may be different for at least some of the subframes across a frame, which are
shown 1n and described with respect to FIG. 2.

[0071] Optionally, 1n an aspect, UE 530 may include negotiation assistance component
532 configured to facilitate a negotiation between two access nodes (e.g., first access node
510 and second access node 520 and their respective negotiation components 514 and 524)
when the access nodes are not 1n communication with one another, e.g., communication
connection 540 1s not available. This scenario may occur, for example, when two access
nodes are associated with different RATS, when there 1s a problem with, and/or constraint on,
the backhaul connection between two eNodeBs, and/or the like. In one example, negotiation
assistance component 532 may be configured to receive a communication (which may be
generated by, for example, negotiation component 514) from first access node 310 over
communication connection 542. The communication may include negotiation information
for allocating the UE 530 processing capability between first access node 510 and second
access node 520. Negotiation assistance component 532 may be configured to receive the
communication and pass 1t along to second access node 520, where 1t may be recerved and
processed (by, for example, negotiation component 524). Negotiation assistance component
532 may be configured to operate similarly when it receives a negotiation-related
communication from second access node 3520 on communication connection 544, In an
aspect, negotiation assistance component 532 may be configured to perform some processing
on th¢ communication; in anothcr aspcect, ncgotiation assistance componcnt 532 may function

simply as an intermediary.

26



CA 02917825 2016-01-07

WO 2015/020837 PCT/US2014/048633

[0072] In an aspect, UE 520 may be configured to provide a category associated with
the UE 520 (which may be referred to as UE-category) to first access node 510 (via
communication connection 542) and/or second access node 520 (via communication
connection 544). In an aspect, UE 520 also may be configured to provide network condition
measurement report(s) to first access node 510 (via communication connection 542) and/or
second access node 520 (via communication connection 544). The category for UE 520
and/or the measurement report(s) may be used by first access node 510 and/or second access
node 520 to assist with determining the first allocation and the second allocation of the total
UE 530 processing capability.

[0073] According to a second aspect, and optionally, cach of schedulers 512 and 522
may include a look-up component 516 and 526, respectively, configured to determine a pre-
configured allocation of UE 530 processing capability for its respective eNodeB. More
particularly, and for example, look-up component 516 may be configured to determine a first
allocation of UE 530 processing capability for first access node 510 by receiving information
related to a category for UE 530, determining that UE 530 1s operating according to dual
connectivity, and retrieving UE 530 processing capability information, including dual
connectivity allocation information, based on the category. In an aspect, UE 530 may
provide 1ts category, processing capability, dual connectivity allocation information, and/or a
rule related to processing capability allocation, to first access node 510 and/or second access
node 520 via communication connections 342 and 544, respectively. The category (which
may be referred to as UE-Category) to which UE 530 belongs may indicate the UE 530
proccssing capability, along with a prc-dcterminced split of that proccssing capability to be
used by two (or more) access nodes when the UE 530 i1s operating according to dual

connectivity. Such categories are described in 3GPP TS 36.306, entitled “Evolved Unmiversal
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Terrestrial Radio Access (E-UTRA); User Equipment (UE) radio access capabilities.” Look-
up component 516 may be further configured to determine the first allocation for first access
node 510 and/or the second allocation for second access node 520, based on the dual
connectivity allocation information for UE 3530 according to its category. Look-up
component 526 may be configured to operate 1n a similar fashion as look-up component 516.
In an aspect, the information included in look-up component 516 and look-up component 526
may be updated periodically by, for example, the network, based on a change 1n network
conditions, a change in the dual connectivity allocation mnformation for UE 530, a change in
UE 530 category, and/or the like.

[0074] In any case, once an allocation 1s determined, scheduler 512 and 522 may be
configured to schedule or assign resources (sec ¢.g., FIG. 4) for UE 530 for first access node
510 and second access node 520, respectively, based at least in part on the first allocation
and/or the second allocation.

[0075] In FIGS. 6 and 7, two call tflows 600 and 700 include communications between
a UE 630, a first access node 610, and a second access node 620. In an aspect, first access
node 610 and second access node 620 may be associated with the same RAT. For example,
first access node 610 and second access node 620 may each be an eNodeB or a Wi-F1 access
point. In another aspect, first access node 610 and second access node 620 may be associated
with different RATs. For example, first access node 610 and second access node 620 may be
one cach of an eNodeB and a Wi-F1 access node. In an aspect, and one non-limiting
example, UE 630 may be an example of any one of UEs 120 (FIG. 1), first access node 610
may bc an cxamplc of macro cNodcB 110c¢ (FIG. 1), and sccond acccss nodc 620 may bc an
example of a small cell such as femto eNodeB 110y (FIG. 1). In the example of FIGS. 6 and

7, first access node 610 and second access node 620 may be 1n communication with one
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another either directly (e.g., via a backhaul or communication connection 540 as shown 1n
FIG. 5) or indirectly (c.g., using UE 530 as an intermediary via negotiation assistance
component 532 as shown in FIG. 5).

[0076] Referring to FIG. 6, 1n an example of a call flow 600, at 601, UE 630 1s shown
as bemg in communication with first access node 610, such that first access node 610 18 the
serving eNodeB for UE 630. UE 630, which may operate according to dual connectivity,
1dentifics, at 602, second access node 620 based on, for example, receipt of a pilot/reference
signal from second access node 620. At 603, UE 630 determines to communicate with
second access node 620 1 addition to first access node 610. At 604, UE 630 sends a request
to first access node 610 to indicate 1ts intent to simultancously communicate with second
access node 620. At 605, first access node 610 forwards the request to second access node
620, since the two access nodes are 1n communication with one another. In response, and at
606, first access node 610 recetves a communication indicating that UE 630 may
communicate with second access node 620. At 607, first access node 610 forwards the
communication to UE 630. UE 630 and second access node 620 are then shown, at 608, as
being m communication with one another while UE 630 1s also simultancously in
communication with first access node 610, at 609.

[0077] Referring now to FIG. 7, 1n another example of a call flow 700, and at 701, first
access node 610 1s currently the serving node for UE 630 when UE 630, at 702 1dentifies
second access node 620 via, for example, a reference or pilot signal. At 703, UE 630
determines to simultanecously communicate with second access node 620 and first access
nodc 610. In thc cxamplc of FIG. 7, and at 704, UE 630 scnds a rcqucst to conncct to sccond
access node 620 directly thereto, and at 7035, second access node 620 responds directly to UE

630. As such, and at 706, UE 630 1s shown as now being 1n communication with both first
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access node 610 and second access node 620. At 707, second access node 620 provides an
indication of the request from UE 630 to first access node 610. Both second access node 620
and first access node 610 arc now aware that UE 630 18 operating according to dual
connectivity. First access node 610, at 708, sends an acknowledgment to second access node
620.

[0078] Referring now to both FIG. 6 and FIG. 7, once UE 630 1S 1n communication
with first access node 610 and second access node 620, cach of the access nodes may
determine an allocation of the total processing capability of UE 630 that may be used by each
of the respective access nodes to schedule UE 630. As shown 1n both call flows 600 and 700,
at 610 and 709, respectively, and 1n an aspect, first access node 610 and second access node
620 may necgotiate the allocations between themselves (either directly or by using UE 630 as
a go-between) as described herein. In another aspect, first access node 610 and second access
node 620, at 611 and 612 1n FIG. 6 and at 710 and 711 1in FIG. 7, may be configured to
independently determine a respective allocation of UE 630 processing capability based on a
pre-determined split of processing capability allocation, which may be determined based on a
category of UE 630 as described herein.

[0079] Referrimg to FIG. 8, aspects of a method 800 for allocating user equipment
processing capability among multiple access nodes may be performed by a scheduler (e.g.,
scheduler 512 and/or 522 of FIG. 5), a negotiation component (€.g., negotiation component
514 and/or 524 of FIG. 3), and/or a look-up component (¢.g., look-up component 516 and/or
526 of FIG. 5) of any one of eNodeBs 110 of FIG. 1 and/or any Wi-F1 access point with
which any onc of UEs 120 of FIG. 1 18 in communication. For simplicity, schcduler 512,
negotiation component 514 and look-up component 516 of first access node 510 (as shown 1n

FIG. 5) may be described as performing the actions of method 800 1n relation to UE 530 (as
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shown 1n FIG. 5). However, such actions may be performed by the same or similar
components included in any one of eNodeBs 110 of FIG. 1 and/or any Wi-F1 access points to
which any one of UEs 120 of FIG. 1 are in communication.

[0080] At 805, the method 800 includes determining the user equipment processing
capability. For example, scheduler 512 may be configured to determine processing capability
for UE 530. UE 530 may provide information related to its processing capability to first
access node 510 and/or first access node 510 may determine processing capability for UE 530
based on a UE-Category of UE 530.

[0081] At 810, the method 800 includes determining a first allocation of the user
cquipment processing capability for a first access node or a second allocation of the user
cquipment processing capability for a second access node when the user equipment 1S 1n
communication with at least the first access node and the second access node. For example,
negotiation component 514 and/or look-up component 516 may be configured to determine
that UE 530 1s in communication with at least two access nodes (e.g., first access node 510
and second access node 520 of FIG. 5 and/or first access node 610 and second access node
620 of FIGS. 6 and 7) as described herein with respect to FIGS. 6 and 7. In an aspect, the
first access node and the second access node are associated with difterent RATs. In another
aspect, the first access node and the second access node are associated with the same RAT.
[0082] Based thercon, and for example, negotiation component 514 and/or look-up
component 516 may be configured to determine a first allocation of UE 530 processing
capability for first access node 510 or a second allocation of UE 530 processing capability for
sccond access node 520.

[0083] In an aspect, scheduler 512 includes negotiation component 514 configured to

determine that UE 530 18 in communication with the second access node. Negotiation
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component 514 also may be contfigured to negotiate with the second access node to determine
the first allocation for the first access node and the second allocation for the second access
node such that a total of the first allocation and the second allocation does not exceed the
total UE 530 processing capability. In an aspect, negotiating with the second access node
may 1nclude receiving a second allocation request from the second access node, and
determining the first allocation based on the total UE 530 processing capability and the
second allocation request such that a total of the first allocation and the second allocation
does not exceed the total UE 530 processing capability. In another aspect, negotiating with
the second access node may include determining a first allocation request, sending the first
allocation request to the second access node, and receiving a response from the second access
node including a second allocation request, wherein a total of the first allocation request and
the second allocation request does not exceed the total UE 530 processing capability. In yet
another aspect, negotiating with the second access node may include communicating the
second allocation to the second access node and/or recerving the first allocation from the
second access node. In an aspect, the first allocation and the second allocation may be
dynamic and re-negotiatiable.

[0084] In an aspect, negotiation component 514 may be configured to negotiate with
the second access node using the UE 530 as a go-between, such that negotiation assistance
component 532 1s configured to receive and pass-along (with or without processing)
allocation negotiation-related communications between the first access node and the second
access node.

[0085] In an aspcct, ncgotiation componcent 514 may be configurcd to dctcrmince the
first allocation and the second allocation based on at least one network condition. The at

least one network condition may be, for example, a quality of service (QoS) of data flow for
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at least one of the first access node and the second access node, a radio condition (e.g., a
received signal, signal-plus-interference-to-noise ratio (SINR), and/or pathloss) observed by
at least one of the first access node and the second access node, a load condition of at least
one of the first access node and the second access node, a capability (e.g., processing and/or
throughput capability) of at least one of the first access node and the second access node, a
backhaul performance (¢.g., capacity, throughput, and/or delay) between the first access node
and the second access node, and/or a data buffer status observed by at least one of UE 530,
the first access node, and the second access node.

[0086] In an aspect, the first allocation and the second allocation of the user equipment
processing capability are the same for all subframes across a frame. In another aspect, the
first allocation and the second allocation of the user equipment processing capability are
different for at least some subframes across a frame.

[0087] In an aspect, scheduler 512 includes look-up component 516 configured to
receive information related to a category for UE 530 and retriecve UE 530 processing
capability information based on the category, where the UE 530 processing capability
information includes total user equipment processing capability and dual connectivity
allocation mmformation. Based thereon, look-up component may be further configured to
determine the first allocation based on the dual connectivity allocation information.

[0088] At 815, the method 800 includes assigning resources for the user equipment
based at least in part on the first allocation or the second allocation. For example, scheduler
512 may be configured to schedule or assign resources for UE 530 based at least in part on
thc first allocation and/or thc sccond allocation dctecrmincd by ncgotiation component 514

and/or look-up component 516.
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[0089] Referring to FIG. 9, an example of a hardware implementation for an apparatus
900 employing a processing system 914 having aspects configured for allocating user
cequipment processing capability among multiple access nodes as described herein 1s shown.
In this example, the processing system 914 may be implemented with a bus architecture,
represented gencrally by the bus 902. The bus 902 may mclude any number of
interconnecting buses and bridges depending on the specific application of the processing
system 914 and the overall design constraints. The bus 902 links together various circuits
including one or more processors, represented generally by the processor 904 and computer-
recadable media, represented generally by the computer-readable medium 906. In an aspect
where the apparatus 900 employing processing system 914 1s one of eNodeBs 110 of FIG. 1
(e.g., first access node 510 and second access node 520 of FIG. 5 and/or first access node 610
and second access node 620 of FIGS. 6 and 7), the bus 902 also links scheduler 512 of first
access node 510, which includes negotiation component 514 and/or look-up component 516,
scheduler 522 of second access node 520, which includes negotiation component 524 and/or
look-up component 526. In an aspect where the apparatus 900 employing processing system
914 18 one of UEs 120 of FIG. 1 (¢.g., UE 530 of FIG. 5 and/or UE 630 of FIGS. 6 and 7), the
bus 902 also links negotiation assistance component 532. The bus 902 may also link various
other circuits such as timing sources, peripherals, voltage regulators, and power management
circuits, which are well known 1n the art, and therefore, will not be described any further.

[0090] A bus interface 908 provides an interface between the bus 902 and a transceiver
910. The transcerver 910 provides a means for communicating with various other apparatus
over a transmission mcdium. Dcpending upon the naturc of the apparatus, a uscr interface

912 (e.g., keypad, display, speaker, microphone, joystick) may also be provided.
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[0091] The processor 904 1s responsible for managing the bus 902 and general
processing, including the execution of software stored on the computer-readable medium
906. The software, when executed by the processor 904, causes the processing system 914 to
perform the various functions described herein related to allocating user equipment
processing capability among multiple access nodes for any particular apparatus. The
computer-readable medium 906 may also be used for storing data that 1s manipulated by the
processor 904 when executing software. In addition, any aspect of FIG. 9 may be
implemented by hardware, software, and/or a combination thereof.

[0092] Those of skill i the art would understand that information and signals may be
represented using any of a variety of different technologies and techniques. For example,
data, instructions, commands, information, signals, bits, symbols, and chips that may be
referenced throughout the above description may be represented by voltages, currents,
clectromagnetic waves, magnetic fields or particles, optical fields or particles, or any
combination thereof.

[0093] Those of skill 1n the art would further appreciate that the various illustrative
logical blocks, modules, circuits, and algorithm steps described in connection with the
disclosure herein may be implemented as clectronic hardware, computer software, or
combinations of both. To clearly illustrate this mterchangeability of hardware and software,
various 1illustrative components, blocks, modules, circuits, and steps have been described
above generally 1n terms of their functionality. Whether such functionality 1s implemented as
hardware or software or combination of both depends upon the particular application and
dcsign constraints imposcd on the ovcerall system. Skilled artisans may implement the

described functionality 1n varying ways for each particular application, but such
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implementation decisions should not be interpreted as causing a departure from the scope of
the present disclosure.

[0094] The wvarious 1illustrative logical blocks, modules, and circuits described 1n
connection with the disclosure herein may be implemented or performed with a general-
purpose processor, a digital signal processor (DSP), an application specific integrated circuit
(ASIC), a ficld programmable gate array (FPGA) or other programmable logic device,
discrete gate or transistor logic, discrete hardware components, or any combination thercof
designed to perform the functions described herein. A general-purpose processor may be a
microprocessor, but i the alternative, the processor may be any conventional processor,
controller, microcontroller, or state machine. A processor may also be implemented as a
combination of computing devices, ¢.g., a combination of a DSP and a microprocessor, a
plurality of microprocessors, one or more microprocessors 1n conjunction with a DSP core, or
any other such configuration.

[0095] The aspects, actions, or steps of a method or algorithm described 1n connection
with the disclosure herein may be embodied directly in hardware, in a software module
executed by a processor, or in a combination of the two. A software module may reside 1n
RAM memory, flash memory, ROM memory, EPROM memory, EEPROM memory,
registers, hard disk, a removable disk, a CD-ROM, or any other known form of storage
medium. An exemplary storage medium 15 coupled to the processor such that the processor
can read mformation from, and write information to, the storage medium. In the alternative,
the storage medium may be integral to the processor. The processor and the storage medium
may rcside i an ASIC. Thce ASIC may rcside m a uscr tcrminal. In the altcrnative, the

processor and the storage medium may reside as discrete components 1n a user terminal.
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[0096] In one or more exemplary designs, the functions described may be implemented
in hardware, software, firmware, or any combination thercof. If implemented in software, the
functions may be stored on a computer-readable medium, or transmitted over a computer-
readable medium, as one or more instructions or code. Computer-readable media includes
both computer storage media and communication media including any medium that
facilitates transfer of a computer program from one¢ place to another. A storage media may
be any available media that can be accessed by a gencral purpose or special purpose
computer. A computer-readable medium may be a non-transitory computer-readable
medium. A non-transitory computer-readable medium 1ncludes, by way of example, a
magnectic storage device (e.g., hard disk, floppy disk, magnetic strip), an optical disk (e.g.,
compact disk (CD), digital versatile disk (DVD)), a smart card, a flash memory device (¢.g.,
card, stick, key drive), random access memory (RAM), read only memory (ROM),
programmable ROM (PROM), erasable PROM (EPROM), electrically erasable PROM
(EEPROM), a register, a removable disk, and any other suitable medium for storing software
and/or instructions that may be accessed and read by a computer. A computer-readable
medium may also include, by way of example, a carrier wave, a transmission line, and any
other suitable medium for transmitting software and/or instructions that may be accessed and
rcad by a computer. As such, any connection 1S properly termed a computer-readable
medium. For example, if the software 1s transmitted from a website, server, or other remote
source using a coaxial cable, fiber optic cable, twisted pair, digital subscriber line (DSL), or
wireless technologies such as infrared, radio, and microwave, then the coaxial cable, fiber
optic cablc, twistcd pair, DSL, or wirclcss tcchnologics such as infrarcd, radio, and
microwave are included in the definition of medium. Disk and disc, as used herein, includes

compact disc (CD), laser disc, optical disc, digital versatile disc (DVD), floppy disk and Blu-
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ray disc where disks usually reproduce data magnetically, while discs reproduce data
optically with lasers. Combinations of the above should also be included within the scope of
computer-readable media.

[0097] The previous description of the disclosure 1s provided to enable any person
skilled 1n the art to make or use the aspects described herein. Various modifications to the
disclosure will be readily apparent to those skilled in the art, and the generic principles
defined herein may be applied to other variations without departing from the spirit or scope
of the disclosure. Thus, the disclosure 1s not intended to be lImmited to the examples and
designs described herein, but, rather, 1s to be accorded the widest scope consistent with the

principles and novel features disclosed herein.
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CLAIMS:

I, A method ot allocating processing capability of a user equipment, comprising:

determining the processing capability of the user equipment;

determining a tirst allocation ot the processing capability of the user equipment

for a first access node or a second allocation of the processing capability of the user

equipment for a second access node when the user equipment 1s in communication with at
least the first access node and the second access node, wherein a total of the first allocation
and the second allocation 1s less than or equal to the processing capability of the user

equipment; and

assigning resources for the user equipment based at least in part on the first

allocation or the second allocation.

2. The method of claim 1, wherein the first access node and the second access

node are associated with different radio access technologies.

3. The method of claim 1, wherein the first access node and the second access

node are assoclated with a same radio access technology.

23 The method of claim 1, wherein the processing capability of the user
equipment comprises a processing resource, and further comprising partitioning the

processing resource based on at least one of the first allocation or the second allocation.

5. The method of claim 1, wherein determining the first allocation of the

processing capability comprises:

determining that the user equipment is in communication with the first access

node and the second access node: and

negotiating with the second access node to determine the first allocation for the

first access node and the second allocation for the second access node such that the total of the
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tirst allocation and the second allocation 1s less than or equal to the processing capability of

the user equipment.

6. T'he method of claim 5, wherein negotiating with the second access node

COMprises:

recerving a second allocation request from the second access node; and

determining the first allocation based on the processing capability of the user
equipment and the second allocation request such that the total of the first allocation and the

second allocation 1s less than or equal to the processing capability of the user equipment.

7. The method of claim 5, wherein negotiating with the second access node

COMprises:
sending the first allocation to the second access node; and

determining the second allocation based on the processing capability of the
user equipment and the first allocation such that a total of the first allocation and the second

allocation 1s Icss than or equal to the processing capability of the user equipment.

8. The method of claim 5, wherein negotiating with the second access node

comprises communicating the second allocation to the second access node.

9. The method of claim 5, wherein negotiating with the second access node

comprises receiving the first allocation from the second access node.

10. The method of claim 5, wherein negotiating with the second access node
comprises communicating with the second access node via the user equipment when the first

access node and the second access node do not have direct communication with one another.

11. The method of claim 5, wherein negotiating with the second access node to

determine the first allocation for the first access node and a second allocation for the second
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access node comprises determining the first allocation and the second allocation based on at

least one network condition.

12. The method of claim 11, wherein the at least one network condition is a quality
of service (QoS) of data flow for at lcast one of the first access node or the second access

node.

13. The method of claim 11, wherein the at least one network condition 1s a radio
condition, wherein the radio condition comprises at least one of a received signal, signal-plus-
interference-to-noise ratio (SINR), or pathloss observed by at least one of the first access node

or the second access node.

14. The method of claim 11, wherein the at least one network condition is a load

condition of at least one of the first access node or the second access node.

15. T'he method of claim 11, wherein the at least one network condition is a
capability ot at least one of the first access node or the second access node, wherein the

capability comprises at least one of a processing capability or a throughput capability.

16. The method of claim 11, wherein the at least onc network condition is a
performance of a backhaul conncction between the tfirst access node and the second access
node, wherein the performance of the backhaul connection comprises at least one of backhaul

capacity, backhaul throughput. or backhaul delay.

17. The method of claim 11, wherein the at least one network condition is a data
butfer status observed by at least one of the user equipment, the first access node, or the

second access node.

18. The method of claim 3, further comprising transmitting at least one of the first

allocation or the second allocation to the user equipment.

19. The method of claim 3, wherein the first allocation and the second allocation of

the processing capability of the user equipment are the same for all subframes across a frame.
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20. The method of claim 5, wherein the first allocation and the second allocation of
the processing capability of the user equipment are different for at least some subframes

across a frame.

21. The method of claim 5, wherein the first allocation and the second allocation
are dynamic and can be renegotiated between the first access node and the second access

node.

22. The method of claim 1, wherein determining the first allocation or the second

allocation of the processing capability of the user equipment comprises:

retrieving processing capability information of the user equipment, wherein the
processing capability information of the user equipment includes total processing capability of

the user equipment;

determining that the user equipment 1s in communication with the first access

node and the second access node; and

determining the first allocation or the second allocation of the processing

capability of the user equipment based on a previously-configured rule.

23. The method of claim 22, wherein the user equipment is associated with a
category, and further comprising retrieving the previously-configured rule based on the

category.

24, A computer readable memory having recorded thereon statements and

instructions for execution by a computer, said statements and instructions comprising:

code means for causing at least one computer to determine processing

capability of a user equipment;

code means for causing the at least one computer to determine a {irst allocation
ol the processing capability of the user equipment for a first access node or a second

allocation ot the processing capability of the user equipment for a second access node when
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the user equipment 1s in communication with at least the first access node and the second

access node, wherein a total of the first allocation and the second allocation is less than or

equal to the processing capability of the user equipment; and

code means for causing the at least one computer to assign resources for the

user equipment based at least in part on the first allocation or the second allocation.

25. An apparatus for allocating processing capability of a user equipment,

comprising:
means for determining the processing capability of the user equipment;

means for determining a first allocation olf the processing capability of the user
equipment tor a tirst access node or a second allocation of the processing capability of the
user equipment for a second access node when the user equipment is in communication with
at least the first access node and the second access node, wherein a total of the first allocation
and the second allocation 1s less than or equal to the processing capability of the user

equipment; and

means for dassigning resources for the user equipment based at least in part on

the first allocation or the second allocation.

26. An apparatus for allocating processing capability of a user equipment,

comprising:
at least one memory configured to store instructions; and

at least one processor and a scheduler, coupled to the at least one memory,

configured to execute the instructions to:

determine the processing capability of the user equipment;

determine a first allocation ot the processing capability of the user equipment

for a first access node or a second allocation of the processing capability of the user
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equipment tor a second access node when the user equipment 1s in communication with at

least the first access node and the second access node, wherein a total ot the first allocation
and the second allocation 1s less than or equal to the processing capability of the user

equipment; and

assign resources tor the user equipment based at least in part on the first

allocation or the second allocation.

27. The apparatus of claim 26, wherein the at least one processor and the scheduler

are further configured to execute the instructions to:

determine that the user equipment is in communication with the first access

node and the second access node: and

negotiate with the second access node to determine the first allocation for the
first access node and the second allocation for the second access node such that the total of the
first allocation and the second allocation is less than or equal to the processing capabulity of

the user equipment.

28. The apparatus of claim 27, wherein the at least one processor and the scheduler
are further configured to execute the instructions to determine the first allocation and the

second allocation based on at least one network condition.

29, The apparatus of claim 26, wherein the at least one processor and the scheduler

are further configured to execute the instructions to:

retrieve processing capability information of the user equipment, wherein the
processing capability information of the user equipment includes total processing capability of

the user equipment;

determine that the user equipment 1s in communication with the first access

node and the second access node: and
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determine the first allocation or the secoﬁd allocation of the processing

capability of the user equipment based on a previously-configured rule.

30. The apparatus of claim 29, wherein the user equipment is associated with a
category, and the at least one processor and the scheduler are further configured to execute the

structions to retrieve the previously-configured rule based on the category.
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