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Abstract: Different types of Hybrid contextual advertising and related content analysis and display techniques are disclosed for facilitating on-line contextual advertising operations and related content delivery operations implemented in a computer network. At least some embodiments may be configured or designed enabling advertisers to provide contextual advertising promotions to end-users based upon real-time analysis of web page content which may be served to an end-user's computer system. In at least one embodiment, the information obtained from the real-time analysis may be used to select, in real-time, contextually relevant information, advertisements, and/or other content which may then be displayed to the end-user, for example, via real-time insertion of textual markup objects and/or dynamic display of additional content such as, for example, via use of one or more customized overlay layers.
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BACKGROUND

Over the past decade the Internet has rapidly become an important source of information for individuals and businesses. The popularity of the Internet as an information source is due, in part, to the vast amount of available information that can be downloaded by almost anyone having access to a computer and a modem. Moreover, the internet is especially conducive to conduct electronic commerce, and has already proven to provide substantial benefits to both businesses and consumers.

Many web services have been developed through which vendors can advertise and sell products directly to potential clients who access their websites. To attract potential consumers to their websites, however, like any other business, requires target advertising. One of the most common and conventional advertising techniques applied on the Internet is to provide advertising promotions (e.g., banner ads, pop-ups, ad links) on the web page of another website which directs the end user to the advertiser’s site when the advertising promotion is selected by the end user. Typically, the advertiser selects websites which provide context or services related to the advertiser’s business.

Conventionally, the process of adding contextual advertising promotions to web page content is both resource intensive and time intensive. In recent years the process has been somewhat automated by utilizing software applications such as application servers, ad servers,
code editors, etc. Despite such advances, however, the fact remains that conventional contextual advertising techniques typically require substantial investments in qualified personnel, software applications, hardware, and time.

Furthermore, conventional on-line marketing and advertising techniques are often limited in their ability to provide contextually relevant material for different types of web pages.

As access to the Internet becomes more available, there is a greater potential to gather data relating to user behaviors and activities, and to present contextually relevant advertisements to different markets of people who are able to access the Internet.

**BRIEF DESCRIPTION OF THE DRAWINGS**

Various drawings, figures and/or screenshots are provided herein which generally relate to various aspects, features, data flows, processes, information, etc., relating to one or more of the various Hybrid techniques disclosed or referenced herein.

Figure 1 shows a block diagram of a computer network portion 100 which may be used for implementing various aspects described or referenced herein in accordance with a specific embodiment.

Figure 2A shows a block diagram of various components and systems of a Hybrid System 200 which may be used for implementing various aspects described or referenced herein in accordance with a specific embodiment.

Figure 2B shows an example block diagram illustrating various portions 290 which may form part of the related repository 230 and/or index 252 of Hybrid System 200, and which may be used for implementing various aspects described or referenced herein. At least a portion of the functionalities of various components shown in Figure 2A are described below. It will be noted, however, other embodiments of the Hybrid System may include different functionality than that shown and/or described with respect to Figure 2A.

Figure 2C shows an alternate example embodiment of a client system 290c which may be operable to implement various aspects, techniques, and/or features disclosed herein.

Figure 3A-R show different flow diagrams of Hybrid Contextual Advertising Processing and Markup Procedures in accordance with different embodiments.

Figures 4A-G provide examples of various screen shots which illustrate different techniques which may be used for modifying web page displays in order to present additional contextual advertising information.

Figures 5A-E illustrate various types of information which may be stored at one or more of data structures of the Dynamic Taxonomy Database and/or Related Content Corpus.

Figures 6 and 7A-B illustrate specific example embodiments of different examples of floating type ads which may be displayed to a user via at least one electronic display.
Figure 8 shows an example of an alternate embodiment of a graphical user interface (GUI) which may be used for implementing various aspects of the hybrid contextual advertising techniques described herein.

Figure 9 shows an example of an alternate embodiment of a graphical user interface (GUI) which may be used for implementing various aspects of the hybrid contextual advertising techniques described herein.

Figure 10 shows an example procedural flow of a Hybrid-based ad bidding process 1050 in accordance with a specific embodiment.

Figure 11A illustrates an example flow diagram of an Ad Selection Analysis Procedure 1150 in accordance with a specific embodiment.

Figure 11B illustrates an example flow diagram of an Related Content Selection Analysis Procedure 1100 in accordance with a specific embodiment.

Figures 12A-14 generally relate to various aspects of EMV, ERV, and Layout analysis processes.

Figure 16A shows an example of a Hybrid Ad Selection Process 1600 in accordance with a specific embodiment.

Figure 16B shows an example of a Hybrid Related Content Selection Process 1600 in accordance with a specific embodiment.

Figure 15 shows a specific embodiment of a network device 1560 suitable for implementing various techniques and/or features described herein.

Figure 16B shows an example of a Hybrid Related Content Selection Process 1650 in accordance with a specific embodiment.

Figures 17-70B generally show examples of various screenshot embodiments which, for example, may be used for illustrating various different aspects and/or features of one or more Hybrid contextual advertising, relevancy and/or markup techniques described are referenced herein.

Figure 71 shows an illustrative example of the output of the URL parsing process in accordance with a specific example embodiment.

Figure 72 shows an illustrative example of output which may be generated from the page classification processing, in accordance with a specific example embodiment.

Figure 73 shows an illustrative example of output information/data which may be generated from the Phrase Extraction operation(s) in accordance with a specific example embodiment.

Figure 74 shows an illustrative example embodiment of output which may be generated, for example, at the Hybrid System during contextual/relevancy analysis/processing of one or more source pages, target pages, ads, etc.
Figure 75 shows an example high level representation of a procedural flow of various Hybrid System processing operations in accordance with a specific embodiment.

Figure 76 shows a example block diagram visually illustrating an example technique of how words of a selected document may be processed for phrase extraction and classification.

Figure 77 shows a example block representation of an Update Phrase Count process in accordance with a specific embodiment.

Figure 78 shows an example of several advertisements and their associated scores and/or other criteria which may be used during the ad selection or ad matching process.

Figure 79 shows a example block representation of an Update Inventory process in accordance with a specific embodiment.

Figure 80 shows a example block representation of an Update Related Repository process in accordance with a specific embodiment.

Figure 81 shows a example block representation of an Update Index process in accordance with a specific embodiment.

Figure 82 shows a example block representation of a Refresher Process in accordance with a specific embodiment.

Figures 83-85 illustrated example block diagrams illustrating additional features, alternative embodiments, and/or other aspects of various different embodiments of the Hybrid contextual advertising and related content analysis and display techniques described herein.

Figures 86A-B show illustrative example embodiments of features relating to the Query Index functionality.

Figure 87 shows an illustrative example of phrase extraction and processing in accordance with a specific example embodiment.

Figure 88 shows an illustrative example how the various parsing, extraction, and/or classification techniques described herein may be applied to the process of extracting and classifying phrases from an example webpage 8801.

Figure 89 shows a example block diagram visually illustrating various aspects relating to the Hybrid Crawling Operations.

Figures 91-93 show different examples of hybrid phrase matching features in accordance with a specific embodiment.

Figures 94 and 95 illustrate a pictorial representation of various nodes of the Keyphrase taxonomy (Fig. 94) and Page Taxonomy (Fig. 95), in accordance with a specific embodiment.

Figure 96 shows a specific example embodiment of various types of data structures which may be used to represent various entity types and their respective relationships to other entity types in the Related Content Corpus.
Figure 97 shows a specific example embodiment of various types of data structures which may be used to represent various entity types and their respective relationships to other entity types in the DTD.

Figure 98 shows an example block diagram relating to one or more story level targeting processes which may be implemented using one or more techniques described herein.

DETAILED DESCRIPTION OF EXAMPLE EMBODIMENTS

OVERVIEW

Various other aspects are directed to different methods, systems, and computer program products for facilitating on-line contextual advertising operations implemented in a computer network. According to some embodiments, various aspects may be used for enabling advertisers to provide contextual advertising promotions to end-users based upon real-time analysis of web page content which may be served to an end-user’s computer system. In at least one embodiment, the information obtained from the real-time analysis may be used to select, in real-time, contextually relevant information, advertisements, and/or other content which may then be displayed to the end-user, for example, via real-time insertion of textual markup objects and/or dynamic content.

An example embodiment provides a system and method for statistically analyzing web pages and other content to determine to what degree two or more items of content are related to one another. In an example embodiment, the degree of relevancy or relatedness of two web pages or other content may be used to decide whether to link those items. For example, a web page may be downloaded from a server on the Internet by a client computer system. The statistical distribution of words and phrases on the web page may be determined and scored against a taxonomy of topics stored in a database on a server. A score indicating how related the web page is to each topic in the taxonomy is determined. This is compared to the scores for other web pages that are candidates for being matched or linked. The similarity in scores between two web pages may be used to determine whether those two items should be matched or linked. For example, the server system may determine that a web page downloaded to a client system is related to the same or similar sets of topics as another web page. As a result, the server system may cause a link to the related web page to be inserted into the text of the downloaded web page on the client system. The server system can select a keyphrase or phrase in the downloaded web page that relates to the topics of both the downloaded web page and the other related web page that has been identified. The server system can then cause the keyphrase or phrase on the downloaded page to be converted into a hyperlink that links the two related pages.

In an example embodiment, the web pages are scored against each of the topics in the taxonomy database on the server system. In one example, the score for each topic may be
normalized and represented by a number between 0 and 1. The resulting list of scores is a vector representing the relatedness of the web page to the topics in the taxonomy. For example, if there were only three topics in the taxonomy (such as health, politics and sports), the scores would be a vector of three numbers \( <x, y, z> \) based on the occurrence of keywords/keyphrases on the page that relate to each topic. The vector for one web page \( <x_1, y_1, z_1> \) may be compared to the vector for another web page \( <x_2, y_2, z_2> \) to determine how related the two web pages are. In this simplified example, the relatedness can be determined by the distance between the two vectors in three dimensional space (the distance between the point \( <x_1, y_1, z_1> \) and the point \( <x_2,y_2,z_2> \)). In an actual example, the taxonomy may have 10, 100, 1000 or more topics. The number of topics, \( n \), would result in an \( n \)-dimensional vector for each web page being scored that indicates the relatedness of the web page to the topics in the taxonomy. These vectors may be compared to determine to what degree two web pages or other items of content are related. A cosine similarity or other technique may be used to compare the vectors in example embodiments to determine how related one web page is to another web page based on the taxonomy. This “related score” can then be used as a factor in selecting web pages or other items of content to be matched or linked for various purposes.

For example, in one embodiment, the system may be used to insert hyperlinks in a web page that are linked to advertisements. The web page and the candidate advertisements may be scored against the taxonomy and the resulting vectors may be compared to determine a “related score” between the web page and the advertisement. An advertisement may be scored against the taxonomy by analyzing and scoring the text (words and phrases) in the ad copy itself and/or in meta data associated with the ad and/or based on the text of a landing page associated with the ad and/or based on web pages for the vendor who sells the product or service being advertised. One or more of these sources of information about the ad may be analyzed and the words and phrases in those sources may be scored against the taxonomy to generate a vector of topic scores for the ad. An advertisement to be displayed or linked on a web page may be selected based, at least in part, on how related the web page is to the ad. Other factors may also be taken into account, such as the expected value for the ad (based on historical click through rates and cost per click for the ad).

Other content such as videos or graphics may also be matched or linked. The words and phrases in meta data associated with the video (such as a title, description or transcript) or graphics may be analyzed and scored against the taxonomy. The resulting topic vector can then be compared against the topic vector for web pages, advertisements or other content.

Individual keywords and keyphrases can also be scored against the taxonomy. The scores may be based on the number of times that the keyphrase or phrase has appeared on a web page (or in other content) associated with the topic. This is a statistical distribution of the
occurrences of the keyphrase or phrase across the topics in the taxonomy. As web pages are analyzed, the count (the occurrences of the keyphrase or phrase in each topic) may be dynamically updated. The topic vector for a particular keyphrase or phrase may then be compared against the topic vector for the source web page or a target web page being considered for matching or linking (based on cosine similarity or other technique).

The related score for particular keywords and keyphrases on a web page (or other content) may then be used to determine whether to use a particular keyphrase or phrase to link two pages (or other content). For example, the system may determine that a web page is related to candidate advertisements. The system may consider keywords and keyphrases on the web page for linking the web page to a candidate advertisement. The related score between the source web page and the advertisement, the related score between the keyword/keyphrase and the source web page, and the related score between the keyword/keyphrase and the source web page may all be considered in determining which ad to select and how to link the ad to the source web page. Other factors may also be considered in determining which ad and keyword/keyphrase to select. For example, the expected value for the advertisement may also be considered (for example, the historical click through rate for the keyword/keyphrase or ad and/or the cost per click that will be paid when the keyword/keyphrase or ad is selected).

Similarly, web pages may be linked or a web page may be linked to other related content such as a text box or video or graphic display. The related score between the source content and the target content, the related score between the keyword/keyphrase and the source content, and the related score between the keyword/keyphrase and the target content may all be considered in determining which target content to select and how to link the target content to the source content. Other factors may also be considered in determining which ad and keyword/keyphrase to select. For non-advertising content, there may be no expected value based on payments for selecting the content. However, the quality of the keyword/keyphrase and the target content may be considered based on the historical likelihood of that item being selected when it is linked through the particular keyword/keyphrase.

In one example embodiment, the candidate targets to be selected for linking and the keyword/keyphrase to be used for linking are selected based on an overall related score that is based on a weighted sum of the related score of source/target, the related score of the keyphrase/source, and the related score of the keyphrase/target. The weightings for these three factors may be selected based on the relative emphasis to place on each of these factors in making the selection. In an example embodiment, the three weights are normalized and add up to one. The overall related score may be added to an expected value and/or quality score (based on expected value, expected click through rate or other factors indicating the desirability of the particular selection). The resulting total score can be used to select the target and
keyphrase for linking. In an example embodiment, linking phrases and target candidates may be selected that have the highest total score. This is an example only and other embodiments may use other methods for selecting the target and linking phrase based on one or more of the above factors.

In one example, items are linked to a source web page (or other content item) through a keyphrase or phrase on the page. The keyphrase or phrase may be ordinary text and may be selected and converted into a link that is highlighted on the page. When the link is selected, the user may be directed to the target web page or other content. In some embodiments, when the link is selected or when a mouse is positioned over the highlighted keyword/keyphrase, a dynamic overlay layer (such as a pop up layer or window) may be displayed. The target content may be displayed in the dynamic overlay layer. The target content may be an advertisement with text, graphics and/or video as well as a link to a landing page for the ad (such as the vendor’s web site). There may also be more than one item of target content displayed in the dynamic overlay layer. For example, in some embodiments, the dynamic overlay layer may display one or more ads, one or more links to related web pages or other related content, one or more related graphics and/or one or more related videos (which may be played in a box in the dynamic overlay layer). The number and types of target content to display may be determined based on preferences or settings indicated by a particular publisher who provides the source web page or by the system administrator or by an advertiser or by some other setting. The system may select the individual target content items to be displayed in the dynamic overlay layer based on a total score for each item as described above (based on related score of source/target, related score of keyphrase/source and related score of target/keyphrase and other factors such as expected value or quality). The highest scoring items of each type (ads, links to related sites, related videos, etc.) may be selected for the dynamic overlay layer.

In an example embodiment, the source web page is downloaded from a publisher web page to a client computer system. The source web page includes a javascript tag that causes javascript to execute on the browser. The javascript code may be automatically downloaded from a javascript server by the browser in response to the tag. The javascript causes the client to parse the web page and extract the main text. An identifier is generated for the page based on a hash or fingerprint for the text on the web page. The identifier is sent to a server system. The server system checks a cache to see if the particular content has already been analyzed. If not, the server system obtains the text for the web page from the client (or, in some embodiments, the server system may crawl the original web page from the publisher’s server). The server system scores the overall text content and individual keyphrases on the page against the taxonomy stored on the server system and also identifies candidate items of related content.
or ads. Candidate ads may be obtained from ad servers who bid on the ad placement opportunity. The candidate items of target content are also scored against the taxonomy. The related scores of the source, keyphrases and targets are determined as well as other factors such as expected value and/or quality. The server system determines which keyphrases on the source page should be used for linking and sends instructions back to the browser on the client system to highlight and link these keyphrases on the source page when it is displayed by the browser. When the user selects or positions the mouse over the keyphrase, a message is sent back to the server system. In response, the server system makes the final selection among the candidate items of target content (for example, based on which ads remain available at that time) and sends those items to the client system for display in a dynamic overlay layer. When an item is selected in a dynamic overlay layer, a corresponding action may be taken (such as playing a video, or being redirected to the landing page for an ad). These actions are logged by the server system and can be used for reporting/payment to advertisers as well as for statistics to be used in future matching/linking.

In example embodiments, the taxonomy that is used for the above processing may be dynamic. The server system may continuously analyze web pages and other content and update the taxonomy database. A relative count of how many times a keyphrase or phrase occurs on a page associated with a particular topic can be maintained. This can be normalized to provide a statistical distribution of how often each keyphrase or phrase is associated with a particular topic. When a page is related to many topics, the count for the keyphrase or phrase may be proportionally updated for each of the topics based on how much the web page relates to that particular topic (which may be determined, for example, based on the topic vectors described above). As a result, the score for each keyphrase or phrase against a topic may be dynamically updated.

In addition, selected web pages or sets of web pages may be manually designated as being related to particular topics. For example, a CNN or Fox news page on breaking news may be associated with the topic of breaking news. The server system analyzes the statistical distribution of keywords and keyphrases on those pages and associates them with the topic of breaking news. These designated pages may be weighted to affect the correlation of keywords/keyphrases to the topic of breaking news more strongly than other pages being analyzed. This allows topics to be dynamic, where the keywords and keyphrases associated with the topic may change over time. The server system can periodically or continuously update the score for keywords/keyphrases relative to each topic to reflect the most recent information. As a result the server system can recognize a web page as relating to a topic (such as breaking news) even though the keywords/keyphrases change over time and there may be completely new keywords/keyphrases that had not previously been associated with that topic.
For example, the term “swine flu” or “H1N1” may appear on various web sites that have been associated with topics such as health or breaking news. These terms may not have occurred much in the past, but may become common terms once a swine flu outbreak occurs. Since the server system analyzes designated sets of pages for a topic (as well as analyzing all the source web pages that are being processed for linking), the server system can quickly and dynamically adjust to recognize and link pages based on this new terminology. Another example would be the topic of sports. Various sports sites and sports news pages may be designated as relating to the topic of sports. When a new sports star emerges, the server system will start counting the relative number of times that name appears on pages associated with sports. A new keyword/keyphrase is added that becomes correlated to the sports topic (even if that name had not appeared much in the past). Pages can then be scored against the sports topic based on the occurrence of that keyphrase and the relative correlation of that keyphrase to the topic of sports. Pages related to sports can then be selected and linked to one another based on this keyphrase (and other words/phrases appearing on the pages). The dynamic taxonomy can be updated based both on pages crawled from the web (including pages designated as relating to particular topics) as well as based on source web pages obtained from client computer systems being analyzed for linking and ad placement. Thus, the scores for a particular keyphrase or phrase against a topic (indicating the relative correlation of that keyword/keyphrase to the topic) is continually updated. For example, the name of a movie actor may be associated with the topic of entertainment. However, if the actor retires and runs for political office, the name may become more strongly correlated with the topic of politics. The correlation may be based on the occurrence of keyphrases over a selected period of time or they may be weighted based upon how recent the occurrences are (with more recent occurrences being weighted more heavily, particularly for time sensitive topics such as breaking news). Keyphrases that occur more narrowly in particular topics may be weighted more heavily than common keyphrases that occur across a large number of topics.

When processing a source page for ad placement or linking to related content, the occurrence of keywords/keyphrases on the source page and the historical correlation of those keywords/keyphrases to each topic can be used to generate the score of the source page against each topic in the taxonomy. This results in the vector of topic scores that can be used to compare the source content to other content as described above.

Other aspects are directed to different methods, systems, and computer program products for facilitating on-line contextual analysis and/or advertising operations implemented in a computer network. In at least one embodiment, an estimation engine may be utilized which is operable to generate expected monetary value (EMV) information relating to estimates of Expected Monitory Values (EMVs) based on specified criteria. In one embodiment, the
specified criteria may include click through rate (CTR) estimation information. In at least one embodiment, a relevance engine may be utilized which is operable to generate relevance information relating to relevance criteria between a specified page or document and at least one specified ad. In at least one embodiment, a layout engine may be utilized which is operable to generate ad ranking information for one or more of the at least one specified ads using the relevance information and EMV information. In at least one embodiment, a data analysis engine may be utilized which is operable to analyze historical information including user behavior information and advertising-related information. In at least one embodiment, an exploration engine may be utilized which is operable to explore the use of selected KeyPhrases and ads in order for the purpose of improving EMV estimation.

Other aspects are directed to different methods, systems, and computer program products for facilitating on-line contextual analysis and/or advertising operations implemented in a computer network. According to at least one embodiment, a first page may be identified for contextual ad analysis. Page classifier data may be generated, for example, using content associated with the first page. In at least one embodiment, a first group of KeyPhrases on the page may be identified as being candidates for ad markup/highlighting. In at least one embodiment, one or more potential ads may be identified for selected KeyPhrases of the first group of KeyPhrases. In at least one embodiment, ad classifier data may be generated for each of the identified ads using at least one of: ad content, meta data, and/or content of the ad’s landing URL. In at least one embodiment, a relevance score may be generated for each of the selected ads. In one embodiment, the relevance score may indicate the degree of relevance between a given ad and the content of the identified page. In at least one embodiment, a ranking value may be generated for each selected ad based on the ad’s associated relevance score and associated EVM estimate. In at least one embodiment, specific KeyPhrases may be selected for markup/highlighting using at least the ad ranking values.

Other aspects described or referenced herein relate to systems and methods for real-time web page context analysis and real-time insertion of textual markup objects and dynamic content. According to various embodiments described or referenced herein, real-time web page context analysis and/or real-time insertion of textual markup objects and dynamic content may occur in real-time (or near real-time), for example, as part of the process of serving, retrieving and/or rendering a requested web page for display to a user. In other embodiments described or referenced herein, web page context analysis and/or insertion of textual markup objects and dynamic content may occur in non real-time such as, for example, in at least a portion of situations where selected web pages are periodically analyzed off-line, modified in accordance with one or more aspects described or referenced herein, and served to a number of users over a period of time with the same highlighted KeyPhrases, ads, etc.
According to an example embodiment, aspects described or referenced herein may be used for enabling advertisers to provide contextual advertising promotions to end-users based upon real-time analysis of web page content that is being served to the end-user’s computer system. In at least one embodiment, the information obtained from the real-time analysis may be used to select, in real-time, contextually relevant information, advertisements, and/or other content which may then be displayed to the end-user, for example, via real-time insertion of textual markup objects and/or dynamic content.

According to different embodiments described or referenced herein, a variety of different techniques may be used for displaying the textual markup information and/or dynamic content information to the end-user. Such techniques may include, for example, placing additional links to information (e.g., content, marketing opportunities, promotions, graphics, commerce opportunities, etc.) within the existing text of the web page content by transforming existing text into hyperlinks; placing additional relevant search listings or search ads next to the relevant web page content; placing relevant marketing opportunities, promotions, graphics, commerce opportunities, etc. next to the web page content; placing relevant content, marketing opportunities, promotions, graphics, commerce opportunities, etc. on top or under the current page; finding pages that relate to each other (e.g., by relevant topic or theme), then finding relevant KeyPhrases on those pages, and then transforming those relevant KeyPhrases into hyperlinks that link between the related pages; etc.

Additional objects, features and advantages of the various aspects of the present invention will become apparent from the following description of its preferred embodiments, which description should be taken in conjunction with the accompanying drawings.

SPECIFIC EXAMPLE EMBODIMENTS

Various techniques will now be described in detail with reference to a few example embodiments thereof as illustrated in the accompanying drawings. In the following description, numerous specific details are set forth in order to provide a thorough understanding of one or more aspects and/or features described or reference herein. It will be apparent, however, to one skilled in the art, that one or more aspects and/or features described or reference herein may be practiced without some or all of these specific details. In other instances, well known process steps and/or structures have not been described in detail in order to not obscure some of the aspects and/or features described or reference herein.

One or more different inventions may be described in the present application. Further, for one or more of the invention(s) described herein, numerous embodiments may be described in this patent application, and are presented for illustrative purposes only. The described embodiments are not intended to be limiting in any sense. One or more of the invention(s) may
be widely applicable to numerous embodiments, as is readily apparent from the disclosure. These embodiments are described in sufficient detail to enable those skilled in the art to practice one or more of the invention(s), and it is to be understood that other embodiments may be utilized and that structural, logical, software, electrical and other changes may be made without departing from the scope of the one or more of the invention(s). Accordingly, those skilled in the art will recognize that the one or more of the invention(s) may be practiced with various modifications and alterations. Particular features of one or more of the invention(s) may be described with reference to one or more particular embodiments or figures that form a part of the present disclosure, and in which are shown, by way of illustration, specific embodiments of one or more of the invention(s). It should be understood, however, that such features are not limited to usage in the one or more particular embodiments or figures with reference to which they are described. The present disclosure is neither a literal description of all embodiments of one or more of the invention(s) nor a listing of features of one or more of the invention(s) that must be present in all embodiments.

Headings of sections provided in this patent application and the title of this patent application are for convenience only, and are not to be taken as limiting the disclosure in any way.

Devices that are in communication with each other need not be in continuous communication with each other, unless expressly specified otherwise. In addition, devices that are in communication with each other may communicate directly or indirectly through one or more intermediaries.

A description of an embodiment with several components in communication with each other does not imply that all such components are required. To the contrary, a variety of optional components are described to illustrate the wide variety of possible embodiments of one or more of the invention(s).

Further, although process steps, method steps, algorithms or the like may be described in a sequential order, such processes, methods and algorithms may be configured to work in alternate orders. In other words, any sequence or order of steps that may be described in this patent application does not, in and of itself, indicate a requirement that the steps be performed in that order. The steps of described processes may be performed in any order practical. Further, some steps may be performed simultaneously despite being described or implied as occurring non-simultaneously (e.g., because one step is described after the other step). Moreover, the illustration of a process by its depiction in a drawing does not imply that the illustrated process is exclusive of other variations and modifications thereto, does not imply that the illustrated process or any of its steps are necessary to one or more of the invention(s), and does not imply that the illustrated process is preferred.
When a single device or article is described, it will be readily apparent that more than one device/article (whether or not they cooperate) may be used in place of a single device/article. Similarly, where more than one device or article is described (whether or not they cooperate), it will be readily apparent that a single device/article may be used in place of the more than one device or article.

The functionality and/or the features of a device may be alternatively embodied by one or more other devices that are not explicitly described as having such functionality/features. Thus, other embodiments of one or more of the invention(s) need not include the device itself.

Techniques and mechanisms described or reference herein will sometimes be described in singular form for clarity. However, it should be noted that particular embodiments include multiple iterations of a technique or multiple instantiations of a mechanism unless noted otherwise.


HYBRID PRODUCT HIGH LEVEL OVERVIEW
The world of online content today includes many sources that continue to expand exponentially. These sources may be dynamic (i.e. they continue to generate additional content and update existing content continuously). In order to take advantage of online content in an optimal way publishers and advertisers require a system that will help them match between content, of different types, with additional content and ads. This matching is required in order to perform a few basic actions such as classifying and locating content in the most suitable place in a web site and also for more advanced actions such as recommending additional related pages, video clips, images, etc. One additional important action is the ability to match ads, of different formats that originate from different sources, to this dynamic content in an accurate and effective way.

There may be several levels of classification and matching that related to both quality and coverage. In at least one embodiment, “quality” may means the level of relevancy one would assign a specific content page to another page or to a potential advertisement. Quality takes into account preventing errors that might occur due to ambiguities, and also tries to answer the question “how relevant / related is it?”. In at least one embodiment, “coverage” may mean the ability to detect and match a high ratio of content ads. For example, given 100 unique content pages, the ability to accurately classify 90 of these pages and match related content and ads to these pages yields a coverage rate of 90%.

The ability to improve both quality and coverage and doing so effectively and in a scalable way may be directly translated into additional revenue. There is also an indirect advantage when it comes to identifying and classifying new phrases, pages, ads, videos, etc. This ability allows online marketers to use the new phrases in order to expand online advertising campaigns and to target and profit from new content pages, video, etc. in a way that was not possible previously.

For example using the technology, if an advertiser is bidding on KeyPhrases such as ‘Blackberry’, one or more Hybrid System embodiments disclosed herein may be operable to recommend additional phrases such as ‘SureType keyboard’, and ‘voice dialing’. Each new expanded phrase may have a respective score which, for example, may be based, at least in part, on its relatedness or similarness to the original phrase, and/or to the advertiser’s business. Such automated suggestions may be particularly useful in ad campaigns which, for example, may include paid search, banners, and video ads, etc.

Additionally, as described in greater detail below, at least some Hybrid System embodiments disclosed herein may be operable to automatically, dynamically, and continuously update its databases of dynamic taxonomies and/or related content with updated information such as, for example: newly identified pages, recently updated pages, newly identified phrases, new or recently identified phrases relating to competitor products, brands,
similar offerings, etc., and may be further operable to provide customized keyword or key phrase suggestions to the advertiser (and/or campaign provider) in order, for example, to optimize the relative success and financial return of the advertiser's/campaign provider's advertising campaigns, website optimizations, and/or other marketing efforts.

The present disclosure describes various embodiments for increasing revenue potential which may be generated via on-line contextual advertising techniques such as those employing contextual in-text Keyword or KeyPhrase advertising techniques for displaying advertisements to end users of computer systems.

Most online content is supported by ad revenue and most ad revenue is delivered by one of the following commonly known formats: banners, pop-up/under ads, rich media expandable ads (takeovers), sponsored text ads (content ads), and a variety of other affiliate links that might appear on the page. In recent years search has become one of the common methods for online users to find information. This behavior carries over to the web sites that users browse, read, view vide on, etc. For example, a user reading the online version of the New York Times might look for an article about the new iPod device by typing “new ipod device” in the site’s search field and then filter through the search results in an attempt to find the desired material. Web sites take advantage of this behavior and place paid search ads next to the search results as a method to generate additional ad revenue.

However, finding desired information is an activity that requires active knowledge and participation from the user. Furthermore, due to search’s limitations the average user will not find additional information that might be interesting, relevant, and useful due to the way search algorithms work. In addition, in an effort to increase revenue, web sites try to increase the amount of pages users read on their sites since each additional page translates to additional revenue. In order to increase the amount of pages consumed by users, the web site needs to proactively “surface” relevant content for the user in a hope that by doing so the user will spend more time on the site, read more pages, watch more video and by doing that generate more ad revenue for the site.

Differently than search, that requires the user’s active initiation, at least some of the various Hybrid contextual/relevancy analysis and markup techniques described herein may be utilized to surface related content proactively, for example, by selecting relevant phrases within the text that the user is reading, turning those phrases into links, and when the user performs a mouse rollover on the link, a custom window opens showing the user a combination of related content, that could come from the site or from external sources, links to related content, related video, images, and more. This related content is accompanied by a relevant ad. The web site offers the user related content without requiring the user to search for this content and if the user clicks to view the related page or related video, the site will generate additional revenue by
virtue of the ads that are placed on that content. In addition to this revenue there is the direct revenue from the Hybrid ad. In addition to the ad revenue there is the long term brand value that the site establishes with the user by providing additional relevant information in a convenient way.

In at least one embodiment, in order to utilize the Hybrid product, the web publisher places a JavaScript code snippet or tag (e.g., 104a, Figure 1) on one or more of his pages. This snippet communicates with the Hybrid Systems and enable the link placement on the page. The Hybrid System analyzes the publisher’s pages in real time as they are served and clusters the page based on the semantic attributes of the page and how it is distributed on the dynamic taxonomy. The cluster will contain several similar pages, in terms of topic / theme, and these pages will be candidates when it comes to related content pages. The cluster can contain content from one or many sites, depending on the configuration and the publisher’s desire. The Hybrid System uses various different algorithms and mechanisms in order to extract the content from the page (deep crawling, parsing), identify phrases (natural language processing – NLP), classify these phrases into topical groups, and then based on the phrases that were discovered on the page, classify the page into a topical categorization. This process may be performed for various types of related content and/or other related information such as, for example, one or more of the following related element types (or combinations thereof):

- Related site pages: e.g., web pages from the site that relates to the page/phrase
- Related web pages: e.g., web pages from the web that relates to the origin page/phrase
- Related Video: e.g., video from the site/web that relates to the origin page/phrase
- Related Images: e.g., images from the site/web that relates to the origin page/phrase
- Related Audio: e.g., related audio (podcast, wav, etc.) that relates to the origin page/phrase
- Related Ads
- Related information
- Related content
- Related articles
- Related links
- Related Animation (e.g., Flash)
- Related External feeds (e.g., RSS)

Figure 1 shows a block diagram of a computer network portion 100 which may be used for implementing various aspects described or referenced herein in accordance with a specific embodiment. As illustrated in Figure 1, network portion 100 includes at least one client system.
102, at least one host server or publisher (PUB) server 104, at least one advertiser (and/or advertiser system) 106, and at least one Hybrid Contextual Advertising System 120 (also referred to herein as “Hybrid System” and “Hybrid Server System”).

In at least one embodiment, the Hybrid System 108 may be configured or designed to implement various aspects described or referenced herein including, for example, real-time web page context analysis, real-time insertion of textual markup objects and dynamic content, identification and selection of related content and/or related elements, dynamic generation of dynamic overlay layers (DOLs), etc. In the example of Figure 1, the Hybrid System 108 is shown to include one or more of the following components:

- Front End System 122
- Backend System 124
- Cache/Index/Repository system 126

It will be appreciated that other embodiments may include fewer, different and/or additional components than those illustrated in Figure 1. A number of these components are described in greater detail below. In example embodiments, the client system 102 may include a Web browser display 131 adapted to display content 133 (e.g., text, graphics, links, frames 135, etc.) relating desired web pages, file systems, documents, advertisements, etc. It will be appreciated that other embodiments may include fewer, different and/or additional components than those illustrated in Figure 1.

In one embodiment, such analysis and/or calculations may be implemented in real-time (or near real-time) in order allow one technique(s) described herein to automatically and dynamically adapt, in real-time, its algorithms and/or other mechanisms for selecting and/or estimating potential revenue relating to on-line contextual advertising techniques such as those employing contextual in-text KeyPhrase advertising.

Additionally, in some example embodiments, aspects described or referenced herein may be applied to real-time advertising in situations where selected KeyPhrases (KPs) are not located in the content of the page or document. For example, referring to Figure 1, various techniques according to embodiments described or referenced herein may be applied to content (e.g., 133) in the main body of a web page and/or to content in frames such as, for example, Ad Frame portion 135, which, for example, may be used for displaying advertisements (or other information) that is not included as part of the original content of the web page. Moreover, these techniques may also be used to analyze dynamically generated content such as, for example, content of a web page which dynamically changes with each refresh of the URL. In at least one embodiment, it is also possible to display ads directly based on KeyPhrases and/or topics identified in the Ad Frame portion 135. In one example embodiment, performance of a
KeyPhrase may be based, at least in part, on how many clicks are generated for the associated ad.

As used herein, the terms “keyword”, “keyphrase”, and “KeyPhrase” may be used interchangeably, and may be used to represent one or more of the following (or combinations thereof): a single word, a plurality of words, a phrase comprising a single word, a phrase comprising multiple words, a string of text, and/or other interpretations commonly known or used in the relevant field of art. Additionally, as used herein, the terms “relatedness” and “relevancy” are generally interchangeable, and that the term “relatedness” may typically used when referring to related articles, related pages, and/or other types of related content described herein; whereas the term “relevancy” may typically be used when referring to advertisements.

For purposes of illustration, an exemplary embodiment of Figure 1 will be described for the purpose of providing an overview of how various components of the computer network portion 100 may interact with each other. In this example, it is assumed that a user at the client system 102 has initiated a URL request to view a particular web page such as, for example, www.yahoo.com. Such a request may be initiated, for example, via the Internet using an Internet browser application at the client system. According to a specific embodiment, when the URL request is received at the PUB server 104, server 104 responds by transmitting the URL request info and/or web page content (corresponding to the requested URL) to the Hybrid System 108. In a specific embodiment where the Hybrid System receives only the URL request information from the PUB server, the Hybrid System may request the web page content (corresponding to the requested URL) from the PUB server 104. The server 104 may then respond by providing the requested web page content to the Hybrid System.

According to specific embodiments, as the Hybrid System 108 receives the web page content from the PUB server 104, it analyzes, in real-time, the received web page content (and/or other information) in order to generate page information (e.g., page classifier data) and KeyPhrase information (e.g., list identified KeyPhrases on page which may be suitable for highlight/mark-up). The Hybrid System may also dynamically identify and/or select, in real time, one or more ad candidates from advertisers (e.g., Advertiser System 106), which, for example, may be displayed via the use of one or more dynamic overlay layers (DOLs).

In one embodiment, each ad candidate may include one or more of the following:

- title information relating to the ad;
- a description or other content relating to the ad;
- a click URL that may be accessed when the user clicks on the ad;
- a landing URL which the user will eventually be redirected to after the click URL action has been processed;
- cost-per-click (CPC) information relating to one or more monetary values which the advertiser will pay for each user click on the ad;
- etc.

According to a specific embodiment, it is possible for the Hybrid System 108 to receive different contextual ad information from a plurality of different advertiser systems. In one embodiment, the received ad information (and/or other information associated therewith) may be analyzed and processed to generate relevance information, estimated value information, etc. The identified ad candidates may be ranked, and specific ads selected based on predetermined criteria. Once a desired ad has been selected, the Hybrid System may then generate web page modification instructions for use in generating contextual in-text KeyPhrase advertising for one or more selected KeyPhrases of the web page, and/or for use in generating one or more DOL layers (and various content associated therewith) which may be associated with one or more KeyPhrases of the source pages, and which may be displayed at the client system display.

According to a specific embodiment, the web page modification operations may be implemented automatically, in real-time, and without significant delay. As a result, such modifications may be performed transparently to the user. Thus, for example, from the user's perspective, when the user requests a particular web page to be retrieved and displayed on the client system, the client system will respond by displaying a modified web page which not only includes the original web page content, but also includes additional contextual ad information. If the user subsequently clicks on one of the contextual ads, the user’s click actions may be logged along with other information relating to the ad (such as, for example, the identity of the sponsoring advertiser, the KeyPhrases(s) associated with the ad, the ad type, etc.), and the user may then be redirected to the appropriate landing URL. According to specific embodiments, the logged user behavior information and associated ad information may be subsequently analyzed in order to improve various aspects described or referenced herein such as, for example, click through rate (CTR) estimations, estimated monetary value (EMV) estimations, etc.

Figure 2A shows a block diagram of various components and systems of a Hybrid System 200 which may be used for implementing various aspects described or referenced herein in accordance with a specific embodiment. At least a portion of the functionalities of various components shown in Figure 2A are described below. It will be noted, however, other embodiments of the Hybrid System may include different functionality than that shown and/or described with respect to Figure 2A.
One aspect of at least some embodiments described herein is directed to systems and/or methods for augmenting existing web page content with new hypertext links on selected KeyPhrases of the text to thereby provide a contextually relevant link to an advertiser’s sites.

Other aspects are directed to one or more techniques for determining and displaying related links based upon KeyPhrases of a selected document such as, for example, a web page. For example, one embodiment may be adapted to link KeyPhrases from content on a web site (e.g., articles, new feeds, resumes, bulletin boards, etc.) to relevant pages within their site. In embodiments where the selected website includes multiple web pages (which, for example, may include static and/or dynamic web pages), the technique(s) described herein may be adapted to automatically and dynamically determine how to link from specific KeyPhrases to the most appropriate and/or relevant and/or desired pages on the website. In at least one embodiment, the most appropriate and/or relevant pages may include those which are determined to be contextually relevant to the specific KeyPhrases. For example, using the technique(s) described herein the KeyPhrase “DVD player” may be linked to a recently published article reviewing the latest DVD players on the market. In at least one embodiment, it may be preferable to link one or more KeyPhrases to pages, articles, URLs or other references which are determined to have the relatively greatest revenue potential as compared to a group of possible candidates which might be appropriate.

For purposes of illustration, the contextual advertising and related content processing and display techniques disclosed herein are described with respect to the use of ContentLinks. However, other embodiments described or referenced herein may utilize other types of techniques which, for example, may be used for modifying displayed content (and/or for generating modified content) in order to present desired contextual advertising information and/or other related information on a client device display.

As illustrated in the example embodiment of Figure 2A, Hybrid System 200 may include a variety of different components which, for example, may be implemented via hardware and/or a combination of hardware and software. Examples of such components may include, but are not limited to, one or more of the following (or combinations thereof):

- **Front End** 240 which, for example, may be operable for handling user request(s)/response(s). In at least one embodiment, the input to the front end may include URL(s) provided from the client system. In at least one embodiment, such input may cause the Front End to initiate one or more hybrid contextual analysis processes for generating and providing appropriate responses to the client system. In at least one embodiment, at least a portion of such responses may include javascript instructions that may be sent back to the client in order to present the various DOL layers described herein.
• **Layout** 243 which, for example, may be operable for selecting the actual highlights, related content, related video and related ads. In at least one embodiment, the layout uses input from the ERV Engine 241 as well as relevancy score(s) for each (or selected) origin-target pairs in order, for example, to select the optimal highlights and information based on spatial arrangement and scores. An example of the layout process is described, for example, in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B), which is incorporated herein by reference for all purposes.

• **ERV Engine** 241 which, for example, may be operable to assign ERV value(s) for each (or selected) phrase-target combination. In at least one embodiment, this is based on a Click-Through-Rate (CTR) prediction algorithm such as that described, for example, in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B), which is incorporated herein by reference for all purposes. In at least one embodiment, the CTR estimates may be multiplied by a value parameter such as, for example, the CPC/CPM of the ad component, the CPM of the target page, or any other value the publisher selects to give pages on his site. For example if a publisher wants to move traffic from one area of his site to another, he may assign a relatively higher value to the preferred channel.

• **Statistics Engine** 242 which, for example, may be operable to collect all (or selected ones of) the user behavior (e.g., clicks, mouseovers) for each URL, highlights, target choices and feed them to the ERV engine. See, e.g., U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B) for the collection of statistics, which is incorporated herein by reference for all purposes.

• **Exploration Engine** 231 which, for example, may be operable to perform selection of sub-optimal phrases or related content in order to explore sub optimal decisions and avoid local maximums. In at least one embodiment, the exploration may be implemented, at least partially, based upon information gain theory as described, for example, in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B), which is incorporated herein by reference for all purposes.

• **Cache** 244 which, for example, may be operable for caching or storing selected KeyPhrases and/or related pages from the Back End. In at least one embodiment, when the Front End receives a page or URL request from a client system, the Front End may check to see whether any of the page details are already in the cache. If the cache doesn’t have desired information, the Front End may sends a request to the Back End queue for page analysis. In at least one embodiment, the cache 244 may be configured or designed as a multi-level (e.g., 3 level, 2-5 level, etc.) cache which holds information in memory, in memory outside
the process and/or on disk. This enables the cache to be scalable, distributed and redundant.

- **Back End** 250 which, for example, may be operable for analyzing selected web pages or other documents which have been identified for contextual analysis. In at least one embodiment, Back End 250 may include a queue of URLs corresponding to webpages (or other documents) to be analyzed. In at least one embodiment, the Manager process (e.g., 253) may be operable to identify and/or select URLs from the queue and/or to initiate contextual analysis for one or more of the selected URLs.

- **Manager** 253 which, for example, may be operable for initiating and/or managing the Back End tasks. For example, in one embodiment Manager may be implemented as a process and configured or designed to retrieve jobs from the Back End queue, and send them to the appropriate Back End component for further processing/action. When the analysis is complete the Manager may automatically update the disk repository, which enables the front end to get information regarding specific page(s). In at least one embodiment, the Manager may be configured or designed to use the analysis results for specific source page(s) (e.g., phrases to highlight, and related information for each phrase) to automatically, dynamically, and/or continuously update the repository (230). The Front End may read the updated information for a given page (e.g., using a unique ID for that particular page) from the repository or cache (244) (if available in cache).

- **Job Queue** 254 which, for example, may be configured or designed to function as a queue of identified URL(s) that either need to be analyzed for the first time, or need to be refreshed. The queue enables a distribution of the Back End jobs to several physical machines.

- **Indexer** 252a which, for example, may be operable for automatically and dynamically indexing the pages, titles, topics, phrases, etc. In at least one embodiment, indexer may be configured or designed to facilitate or enable a quick retrieval of similar pages (e.g., based on TF-IDF scoring such as that described, for example, at http://en.wikipedia.org/wiki/Tf-idf) based on the different query field. In at least one embodiment, the Indexer may be operable to retrieve or access all (or selected ones of) related content from the Back End for specific page-phrase combinations.

- **Parser** 251 which, for example, may be operable to automatically and dynamically parse the content of web pages and/or other documents and/or to generate one or more chunks of plain text based upon the parsed content. In at least one embodiment, the parsing of web page or document content may include, but is not limited to, one or more of the following (or combinations thereof):
• Identifying main content block of target document
• Extracting semi structured information and clean plain text
• Converting HTML to clean plain text
• Removing all (or selected) menus, advertisements, and link boxes etc.
• Generating pure text output of content only, without external noise, while retaining semi structured information such as, for example, titles, bold elements, meta information, etc.

According to different embodiments, at least some of such parsing operations may be performed at the Hybrid System, the client system(s), or both the Hybrid System and client system(s).

• **Phrase Extractor** 255 which, for example, may be operable to automatically and dynamically extract KeyPhrases from plain text such as, for example, the main content block of a target document. In at least one embodiment, phrase extraction functionality may be implemented using one or more different types of phrase extraction mechanisms or algorithms such as, for example: part-of-speech (POS) tagging, chunking, NGram analysis, etc.

• **Classifier** 256 which, for example, may be operable to classify a document or a paragraph to a taxonomy of topics and/or other type(s) of descriptors. In at least one embodiment, the input data may include text and the output data may include a vector of topics and associated weights which, collectively, represent the analyzed document (or selected portions thereof). Additional details and features of different Classifier embodiments are disclosed in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B), which is incorporated herein by reference for all purposes.

• **Refresher** 257 which, for example, may be implemented as a process which is operable to monitor or scan the Related Repository (237) and to identify/determine whether specific URLs need to be refreshed based on specified criteria such as, for example, age of URL, the last time the URL was refreshed, the type of content being analyzed (e.g., news need to be more up-to-date while more static content doesn’t need to be refreshed often), etc.

• **Related Repository** 230 which, for example, may include one or more different databases (or portions thereof) such as, for example:
  • Dynamic Taxonomy Database (DTD) (e.g., organized by topic)
  • Related Content Corpus (RCC) (e.g., organized by channels)

In at least one embodiment, aspects of these two databases may overlap.

• **Application Database** 232 which, for example, may be implemented as a separate DB which may be configured or designed to handle other types of information such as that
relating to publishers, advertisers, etc. In at least one embodiment, the Application Database 232 may include business rules and/or preferences (e.g., provided by advertiser or publisher) which, for example, may be utilized when determining customized displays of DOL(s) including, for example, one or more of the following (or combinations thereof):

- look and feel
- type of DOL elements to be presented in DOL (e.g., video, text, images, audio, ads, related links)
- quantity of each DOL element to be presented in DOL
- size, shape, position (of display) of DOL;
- DOL behavior (e.g., display onmouseover, display on click, and/or other behaviors show in Hybrid demo screenshots);
- etc.

According to different embodiments, the Front End and/or Back End may be responsible for serving of different type of requests. In at least one embodiment, the Front End is responsible for handling pages that were processed, and to select in real time the different components the user will see based on its geo location, the ERV values, the ad inventory, etc. One such embodiment of this technique is described, for example, in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B), which is incorporated herein by reference for all purposes. In at least one embodiment, when a new page arrives (which is not in the cache), it is sent for further processing in the Back End, which, in at least one embodiment, may be configured or designed to perform parsing, classification, phrase extraction, indexing, and/or matching of related phrases and content.

**REPRESENTATIONS OF DYNAMIC TAXONOMY DATABASE, RELATED CONTENT CORPUS, INDEX**

Figure 2B shows an example block diagram illustrating various portions 290 which may form part of the Related Repository 230 and/or Index 252 of Hybrid System 200, and which may be used for implementing various aspects described or referenced herein.

Various different embodiments of the Related Repositories may include a plurality of different types of components, devices, modules, processes, systems, etc., which, for example, may be implemented and/or instantiated via the use of hardware and/or combinations of hardware and software. For example, as illustrated in the example embodiment of Figure 2B, the Related Repository 230 may include one or more different databases (or portions thereof), such as, for example, one or more of the following (or combinations thereof):

- Dynamic Taxonomy Database (DTD) 230a
- Related Content Corpus (RCC) 230b
According to different embodiments, the various components of the Related Repository may be configured, designed, and/or operable to provide various different types of operations, functionalities, and/or features, such as those described herein, for example.

In one embodiment, the Index (252) may be implemented as a data structure (such as, for example, an inverted index) which is configured or designed to index selected portions of the Related Repository (e.g., Related Content Corpus 230b), and facilitates/enables fast retrieval of desired and/or relevant related information, related videos, related ads, etc. (e.g., based on one or more different criteria such as, for example, tags, titles, topics, text (MCB), phrases, descriptions, metadata, etc.). In at least one embodiment, the index may be queried with the source page, and different element may be assigned different weights. For example if the phrase in the origin page appears in the title of the destination page, the relevancy score may be boosted. The final relevancy score may represent the distance between the source page and the target page. In at least one embodiment, different boosts may be given to the matches in the title, topics and/or phrases. The closer the match, the higher the score, which, for example, may be normalized to include a range of values between 0-1.

Figure 2C shows an alternate example embodiment of a client system 290c which may be operable to implement various aspects, techniques, and/or features disclosed herein.

As illustrated in the example embodiment of Figure 2C, client system 290c may include one or more of the following (or combinations thereof):

- one or more processors 262,
- one or more interfaces such as, for example:
  - at least one network communication interface 266 which, for example, may be operable to facilitate communication between client system 290c and other network devices (e.g., Hybrid System(s), Advertiser System(s), Publisher System(s), etc. According to different embodiments, different types of network communication interfaces may include, for example, one or more of the following (or combinations thereof): wired interfaces (e.g., Ethernet interfaces, frame relay interfaces, cable interfaces, DSL interfaces, token ring interfaces, fast Ethernet interfaces, Gigabit Ethernet interfaces, ATM interfaces, HSSI interfaces, POS interfaces, FDDI interfaces and the like), wireless interfaces, etc.
  - at least one input interface 268 which, for example, one or more of the following (or combinations thereof): keyboard, touchscreen, mouse, motion sensor(s), visual sensors, audio sensors, and/or other types of input interfaces or devices which, for example, may be utilized by a user for providing input to client system 290c.
• In at least one embodiment, at least a portion of the client system interfaces may include ports appropriate for communication with the appropriate media. In some cases, they may also include an independent processor and, in some instances, volatile RAM. The independent processors may control such communications intensive tasks as packet switching, media control and management. By providing separate processors for the communications intensive tasks, these interfaces allow the processor(s) 262 to efficiently perform routing computations, network diagnostics, security functions, etc.

• memory 264, which, for example, may include, but are not limited to, one or more of the following (or combinations thereof): volatile memory (e.g., RAM), non-volatile memory (e.g., flash memory, magnetic memory, optical memory, flash memory, non-volatile RAM, etc. It will be appreciated that there are many different ways in which memory could be coupled to the client system. In at least one embodiment, different portions of memory 264 may be configured or designed for different uses such as, for example, caching and/or storing data, programming instructions, and/or other types of information. For example, in at least one embodiment, memory 264 may be configured or designed to include cache 244c.

• at least one display system 139

• Cache 244c which, for example, may be operable for caching or storing selected information relating to one or more aspects or features of the hybrid contextual analysis techniques described herein such as, for example, one or more of the following (or combinations thereof):
  o KeyPhrase information
  o SourcePage ID information
  o DOL element information
  o markup information
  o DOL layout information
  o URL information
  o advertising information
  o relevancy score information
  o related content information
  o etc.

In at least one embodiment, cache 244c may be configured or designed to include at least a portion of functionality and/or data which is similar to the functionality and/or data associated with cache 244 of Figure 2A.
Layout 243c which, for example, may be configured or designed for selecting desired highlights (e.g., to be displayed on client display system 139), related content, related video, related ads, etc. In at least one embodiment, the layout 243c may utilize ERV information and/or relevancy score information (e.g., for each or selected origin-target pair(s)) in order, for example, to select the desired/optimal highlights and information based, for example, at least partially on spatial arrangement and relevancy scores. An example of the layout process is described, for example, in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B), which is incorporated herein by reference for all purposes. In at least one embodiment, Layout 243c may be configured or designed to include at least a portion of functionality and/or data which is similar to the functionality and/or data associated with Layout 243 of Figure 2A.

Parser 251c which, for example, may be operable to automatically and dynamically parse the content of web pages and/or other documents and/or to generate one or more chunks of plain text based upon the parsed content. In at least one embodiment, the parsing of web page or document content may include, but is not limited to, one or more of the following (or combinations thereof):

- Identifying main content block of a target document
- Extracting semi structured information and clean plain text
- Converting HTML to clean plain text
- Removing all (or selected) menus, advertisements, and link boxes etc.
- Generating clean text output of content only, without external noise, while retaining semi structured information such as, for example, titles, bold elements, meta information, etc.
- Performing chunking operations for generating chunks of clean text output which may then be provided to the Hybrid System for further contextual search analysis and processing.

In at least one embodiment, Parser 251c may be configured or designed to include at least a portion of functionality and/or data which is similar to the functionality and/or data associated with Parser 251 of Figure 2A.

Phrase Extractor 255c which, for example, may be operable to automatically and dynamically extract KeyPhrases from plain text such as, for example, the main content block of a target document. In at least one embodiment, Phrase Extractor 255c may be configured or designed to include at least a portion of functionality and/or data which is similar to the functionality and/or data associated with Phrase Extractor 255 of Figure 2A.
• Web browser application 271 (such as, for example, Mozilla Firefox (TM), Microsoft
Internet Explorer (TM), Safari (TM), Netscape Navigator (TM), etc.) which, for example,
may be operable to implement or facilitate display of web browser window 131 and content
contained therein.

• Content rendering engine 273 which, for example, may be operable to render received web
page content, markup instructions, URLs, DOL elements, etc. for display on client display
system 139.

Although the system shown in Figure 2C illustrates one specific example embodiment
of a client computer system 290c, it is by no means the only client system device architecture
which may be utilized. Accordingly, it will be appreciated that other client system
embodiments (not shown) having different combinations of features or components described
herein may be utilized or implementing one or more aspects of the hybrid contextual analysis
and display techniques disclosed herein. Further, it will be appreciated that other client system
embodiments may include fewer, different and/or additional components than those illustrated
in Figure 2C.

In one embodiment, such analysis and/or calculations may be implemented in real-time
(or near real-time) in order allow one technique(s) described herein to automatically and
dynamically adapt, in real-time, its algorithms and/or other mechanisms for identifying and/or
selecting various types of information (e.g., KeyPhrases, advertisements, related content, DOL
elements, etc.) and/or display features relating to at least a portion of the on-line contextual
advertising techniques disclosed herein such as those employing contextual in-text KeyPhrase
advertising.

According to different embodiments, different client system embodiments may be
operable to automatically and/or dynamically initiate and/or perform various aspects, features
and/or operations relating to one or more of the hybrid contextual analysis and display
techniques disclosed herein, such as, for example, one or more of the following (or
combinations thereof):

• Parse web page content retrieved from online publishers or content providers

• Generate chunks of clean or pure text output

• Transmit or provide chunks of clean or pure text output to the Hybrid System for further
contextual search and markup analysis

• Generate an identifier (e.g., SourcePage ID) which represents the content associated with a
given web page. In at least one embodiment, a unique SourcePage ID may be created or
generated for a given web page or document, wherein the SourcePage ID is representative
of the main content (which, for example, may include static and/or dynamically generated
content) associated with that particular web page (e.g., which is to be displayed at that particular client system). Accordingly, in at least one embodiment, the SourcePage ID may correspond to a fingerprint or hash value which is representative of the main or primary content associated with that particular version or instance of the web page or document.

For example, in at least one embodiment, the client system may be operable to:

- parse a given web page,
- identify and extract the main content block of that web page,
- generate clean text output version of the main content block
- use clean text output version of the main content block to generate a SourcePage ID for that particular web page

According to different embodiments, the SourcePage ID may be generated using different types of hashing function such as, for example, one or more of the well known hashing functions: elf64; HAVAL; MD2; MD4; MD5; Radio Gatún; RIPEMD-64; RIPEMD-160; RIPEMD-320; SHA1; SHA256; SHA384; SHA512; Skein; Tiger; Whirlpool; Pearson hashing; Fowler-Noll-Vo; Zobrist hashing; JenkinsHash; Java hashCode; Bernstein hash; etc.

- Provide SourcePage ID information to the Hybrid System. In at least one embodiment, the Hybrid System may cache selected SourcePage ID information received from various different client systems so that such information may be utilized (e.g., by the Hybrid System and/or client system(s)) during subsequent contextual analysis operations.
- Cache (e.g., in local memory) various types of information provided by the Hybrid System such as, for example, one or more of the following (or combinations thereof):
  - relevancy scoring information (e.g., Ad Final_Score values, RC Final_Score values, Ad Related Score values, RC Related Score values, TotalQuality Score values, DOL related score values, KP-DOL score values, etc.)
  - EMV values
  - ERV values
  - CTR estimates
  - SourcePage ID values
  - etc.

In at least one embodiment, the Hybrid System and/or client system(s) may use the cached SourcePage IDs to determine whether an identified web page (e.g., web page to be displayed at the client system, related content page, advertiser page, etc.) has previously been processed for contextual KeyPhrase and markup analysis. In at least one embodiment, if the SourcePage ID of the identified web page matches a SourcePage ID in the cache, it may be
determined that the identified web page has been previously processed for contextual KeyPhrase, relevancy scoring, and markup analysis. Accordingly, in at least one embodiment, further processing of the identified webpage (e.g., for contextual KeyPhrase, relevancy scoring, and/or markup analysis) need not be performed, and at least a portion of the results (e.g., relevancy scores, KeyPhrase data, markup information) from the previous processing of identified web page may be utilized.

In at least one embodiment, at least a portion of the above-describe client system functionality, features and/or operations may be implemented on readily available, general-purpose, end-user type computer systems (e.g., desktop PC, laptop PC, netbook, smart PDA, etc.), and without the need to install additional hardware and/or software components at the client system. For example, in at least one embodiment, at least a portion of the disclosed client system functionality, features and/or operations may be implemented at an end user’s personal computer system via the use of scripts (e.g., Javascript, Active-X, etc.), non-executable code and/or other types of instructions which, for example, may be processed and initiated by the client system’s web browser application. In at least one embodiment, such scripts or instructions may be embedded (e.g., as tags) into a publisher’s web page(s). When the client system accesses a webpage which includes such scripts/instructions, the client system’s web browser application (and/or one or more plug-ins or add-ons to the web browser application) may process the scripts/instructions, which may then cause the client system to initiate or perform one or more aspects, features and/or operations relating to one or more of the hybrid contextual analysis and display techniques disclosed herein.

Overview of Processing of Source Pages, Target Pages, Related Ads

Figure 3A shows a flow diagram of a Hybrid Contextual Advertising Processing and Markup Procedure in accordance with a specific embodiment. As illustrated in the example embodiment of Figure 3A, the processing of various Source page types (e.g., 990), Target page types (e.g., 991), and Ad types (992) are described. In at least one embodiment, the processing of Target page types may stop after execution of operational blocks 1008/1008a, whereas the processing of Source pages may include additional processing operations (e.g., 1009-1014), resulting in selection of KeyPhrases (e.g., for highlight/markup) and layer elements to present in one or more dynamic overlay layers (DOLs).

In at least one embodiment, the Hybrid Contextual Advertising Processing and Markup Procedure may be operable to perform and/or implement various types of functions, operations, actions, and/or other features such as, for example, one or more of the following (or combinations thereof):
• identifying documents/content (e.g., source pages, source page content, target pages, related content, advertisements, advertisement landing pages, and etc.) for contextual search and market analysis;

• crawling and/or accessing content from one or more identified URLs, source pages, target pages, advertisements, etc.;

• parsing content relating to one or more identified URLs, source pages, target pages, advertisements, etc.;

• classifying parsed content into vector of one more topic;

• performing keyphrase or keyphrase analysis/extraction of parsed content;

• performing automated population and/or updating of information/data stored at the Dynamic Taxonomy Database and/or Related Content Repository using, for example, extracted keyphrase/keyphrase information, topic classification information, etc.;

• providing/enabling real-time, automated queries to be implemented at the Dynamic Taxonomy Database and/or Related Content Repository for identifying and/or retrieving (e.g., in real time or substantially real-time) desired content such as, for example, potential ad candidates, potential related content candidates, potential related content element candidates, potential related video candidates, etc.;

• performing comparative relevancy/relatedness scoring analysis on selected portions of content;

• automatically and dynamically generating, in real-time or substantially real-time, relevancy/relatedness scores which, for example, may be used to identify or determine degrees of relatedness between different combinations of source pages, target pages, related content elements, keyphrases, advertisements, etc.;

• automatically and dynamically identifying (e.g., using a least a portion of the relevancy/relatedness scores), in real-time or substantially real-time, different types of potential candidates which may be suitable for display in one or more dynamic overlay advertisement layers;

• automatically and dynamically computing or determining various types of scoring values for each of the identified ad candidates and/or related content element candidates such as, for example, one or more of the following (or combinations thereof):
  • EMV values (expected monitory value),
  • ERV values (expected return value),
  • Ad Quality score values,
- Related Content Relevancy score values,
- quality of the related information website (e.g., for related content),
- Final Score values for ads
- Final Score values for related content elements
- estimated click through rate (CTR),
- cost-per-click (CPC) values,
- cost-per-thousand-impressions (CPM) / effective CPM values,
- etc.
- automatically and dynamically selecting desired add candidates, related content
  element candidates, etc., for potential display in one or more dynamic overlay
  advertisement layers;
- automatically and dynamically generating, in real-time or substantially real-time,
  keyphrase/keyphrase markup information and/or source page modification
  instructions;
- automatically and dynamically performing, in real-time or substantially real-time,
  dynamic overlay layer (DOL) layout information, which, for example, may include
  information relating to: the types of content (e.g., ads, related content, related
  videos, etc.) to be displayed in one or more dynamic overlay layers at one or more
  client systems; the types of display layouts and/or formatting to be used for
  displaying one or more dynamic overlay layers at one or more client systems; etc.
- etc.

According to specific embodiments, multiple instances or threads of the Hybrid
Contextual Advertising Processing and Markup Procedure or portions thereof may be
concurrently implemented and/or initiated via the use of one or more processors and/or other
combinations of hardware and/or hardware and software. In at least one embodiment, all or
selected portions of the Hybrid Contextual Advertising Processing and Markup Procedure may
be implemented at one or more Client(s), at one or more Server(s), and/or combinations
thereof. For example, in at least some embodiments, various aspects, features, and/or
functionalities of the Hybrid Contextual Advertising Processing and Markup Procedure
mechanism(s) may be performed, implemented and/or initiated by one or more of the various
types of systems, components, systems, devices, procedures, processes, etc. (or combinations
thereof), as described herein.

According to different embodiments, one or more different threads or instances of the
Hybrid Contextual Advertising Processing and Markup Procedure may be initiated and/or
implemented manually, automatically, statically, dynamically, concurrently, and/or
combinations thereof. Additionally, different instances and/or embodiments of the Hybrid Contextual Advertising Processing and Markup Procedure may be initiated at one or more different time intervals (e.g., during a specific time interval, at regular periodic intervals, at irregular periodic intervals, upon demand, etc.).

In at least one embodiment, a given instance of the Hybrid Contextual Advertising Processing and Markup Procedure may utilize and/or generate various different types of data and/or other types of information when performing specific tasks and/or operations. This may include, for example, input data/information and/or output data/information. For example, in at least one embodiment, at least one instance of the Hybrid Contextual Advertising Processing and Markup Procedure may access, process, and/or otherwise utilize information from one or more different types of sources, such as, for example, one or more databases. In at least one embodiment, at least a portion of the database information may be accessed via communication with one or more local and/or remote memory devices. Additionally, at least one instance of the Hybrid Contextual Advertising Processing and Markup Procedure may generate one or more different types of output data/information, which, for example, may be stored in local memory and/or remote memory devices. Examples of different types of input data/information and/or output data/information which may be accessed and/or utilized by and/or generated by the Hybrid Contextual Advertising Processing and Markup Procedure are described in greater detail below.

For purposes of illustration, an example of the Hybrid Contextual Advertising Processing and Markup Procedure will now be described by way of example with reference to the flow diagram of Figure 3A. However, it will be appreciated that different embodiments of the Hybrid Contextual Advertising Processing and Markup Procedure (not shown) may include additional features and/or operations than those illustrated in the specific embodiment of Figure 3A, and/or may omit at least a portion of the features and/or operations of Hybrid Contextual Advertising Processing and Markup Procedure illustrated in the specific embodiment of Figure 3A.

As illustrated in the example embodiment of Figure 3A, block 990 may represent one or more source pages which may be analyzed such as, for example, a webpage which is to be displayed at one or more client systems. As described in greater detail below, in at least one embodiment, each (or selected ones) of the source page(s) may include one or more tags (e.g., JavaScript tag) for facilitating hybrid contextual/relevancy and markup analysis of that page. In at least one embodiment, at least some of the identified source pages may correspond to user initiated URL requests, which the user may initiate via use of a web browser application at a client system.
For example, in at least one embodiment, a user initiates a request to view a webpage which includes Hybrid tag. The Hybrid tag is processed at the user's client system. The processing of the Hybrid tag may cause the client system to initiate a request to the Hybrid System for performing hybrid contextual/relevancy and markup analysis on the source webpage. In one embodiment, the request comes from the client via a javascript call to the server. Alternatively the request can come from a background job that crawls a specific website. As illustrated in the example embodiment of Figure 3A, hybrid contextual/relevancy and markup analysis of the content of selected source pages may include various different automated operations, such as, for example, operations 999-1015 of Figure 3A.

As illustrated in the example embodiment of Figure 3A, block 991 may represent one or more target pages which may be analyzed for hybrid contextual/relevancy and markup analysis. Various different examples of target pages may include, but are not limited to, one or more of the following (or combinations thereof):

- related webpages
- related content such as for example:
  - related text
  - related links
  - related video
  - related images
- related audio
- animation (flash)
- related information
- related feeds
- related articles
- etc.
- landing advertisement webpages
- pages that may be not part of the Hybrid network, and do not have the Hybrid tags on them;
- etc.

In at least one embodiment, related pages may include all (or selected ones of) webpages and/or other documents associated with a list of one or more websites. The identified related pages may subsequently be processed for hybrid contextual/relevancy and markup analysis (e.g., by the Hybrid System), and considered as potential target page candidates for subsequent hybrid contextual/relevancy and/or markup operations. As illustrated in the example embodiment of Figure 3A, hybrid contextual/relevancy and markup analysis of the
content of selected target pages may include various different automated operations, such as, for example, operations 999-1008 of Figure 3A.

As illustrated in the example embodiment of Figure 3A, block 992 may represent one or more ad sources such as, for example, online advertisement(s), landing URLs associated with one or more on-line ads, etc. In at least one embodiment, when an ad is identified at the Hybrid System (e.g., via direct channel, via feed, etc.) its ad landing (e.g., landing URL of ad) may be automatically and dynamically identified, extracted, and sent to crawling and/or parsing components. In one embodiment, the Hybrid System may elect to deep crawl the advertiser’s site. In one embodiment, when performing a deep crawl, for example, more than 1000 pages of advertiser pages may be analyzed for hybrid contextual/relevancy analysis. As illustrated in the example embodiment of Figure 3A, hybrid contextual/relevancy and markup analysis of the content of selected ad sources may include various different automated operations, such as, for example, operations 999-1008 of Figure 3A.

According to different embodiments, one or more different threads or instances of the Hybrid Contextual Advertising Processing and Markup Procedure may be initiated in response to detection of one or more conditions or events satisfying one or more different types of criteria (such as, for example, minimum threshold criteria) for triggering initiation of at least one instance of the Hybrid Contextual Advertising Processing and Markup Procedure. Examples of various types of conditions or events which may trigger initiation and/or implementation of one or more different threads or instances of the Hybrid Contextual Advertising Processing and Markup Procedure may include, but are not limited to, one or more of the following (or combinations thereof):

- Example Source Page trigger: page view request from client system of URL(page) with Tag Information
- Example Ad trigger– bid on Ad detected/identified.
- Example Target Page trigger(s): page identified by crawler, related page ID’d with included Tag Information

In at least one embodiment, each (or selected ones of) source page(s) may be considered as target page(s) for other (different) source pages.

In at least one embodiment, target pages may be identified by:

- Landing URL of ad (if available)
- crawlers (related content)
- etc.

For example, in at least one embodiment, when a page view (source page) is requested by a user, the Hybrid Back End may send crawlers (e.g., asynchronously – via Job Queue) to
crawl associated source page website (or portions thereof) and/or related websites and perform related content analysis processing.

As shown at 998, a selected page or URL may be identified for Hybrid contextual/relevancy and markup analysis. By way of example, it is assumed, in this particular example embodiment, that the Hybrid System has identified specific page/element (e.g., user initiated source page; related target (e.g., related page, related content element, etc.); advertisement (e.g., Ad + landing URL); etc.) for Hybrid contextual/relevancy and/or markup analysis.

As shown at 999, one or more page crawling operation(s) may be initiated. For example, in at least one embodiment, if the identified URL is determined to be new or stale (see, e.g., caching existing pages), the Hybrid System may respond by sending a crawl job to a queue via TCP or UDP message. An automated worker thread may then pick the URL from the queue, and perform an HTTP-GET request to download the page to the server. Alternatively, in at least some embodiments where the identified page corresponds to a source page initiated by a user of the client system, the Hybrid System may instruct the client system to retrieve additional content from the source webpage, and/or to provide chunks of parsed source page content to the Hybrid System for analysis.

As represented at blocks 1000, 1002, 1004, 1006, 1008, 1008a, various different processing operations may be performed at the Hybrid System. For example, according to different embodiments, examples of the various different content processing operations which may be performed may include, but are not limited to, one or more of the following (or combinations thereof):

- page/content/ad identification
- page/content/ad content parsing operations
- phrase extraction operations
- page/content/ad classification/scoring operations
- topic classification/scoring operations
- phrase classification/scoring operations
- database update operations
- etc.

By way of illustration, and for purposes of explanation, Figure 75 shows an example high level representation of a procedural flow of various Hybrid System processing operations in accordance with a specific embodiment. Referring to the example embodiment of Figure 75, a high level description of an example procedural flow of the various processing operations which may be performed at the Hybrid System may be described as follows:
• 7502 - page/document identified for analysis (e.g., source page, target page, ad, etc.)

• 7504 - Parsing operations – In at least one embodiment, at least a portion of the parsing operations may be performed by Hybrid Parser input may include HTML output may include pure text without HTML markup information, and without parts that may be not the main text area of the page such as menus, links, advertisement etc.

• 7508 – Extracting operations – In at least one embodiment, at least a portion of the extracting operations may be performed by Hybrid Extractor, extract the phrases based on algorithms described above. Input clear and semi structured text, output – list of phrases, phrases location within the text, and relationships between phrases.

• 7512 -- Classifying operations – In at least one embodiment, at least a portion of the classifying operations may be performed by Hybrid Classifier, classifies documents or part of documents into a directory of documents such as http://dir.yahoo.com/. Input – clear text broken into parts (e.g., sentences, paragraphs, etc) output – list of topics that best fit the specific part

• 7516 -- Updating operations – In at least one embodiment, at least a portion of the updating operations may be performed by Hybrid Phrase Evaluator – which assigns the topic of the context classified (e.g., during classifying operations) to each phrase, and then aggregates the counts across the corpus (described later). Input – list of phrases and their context classification, output may include to update HybridPhraseRepository.

Returning to the specific example embodiment of Figure 3A, as shown at 1000, content associated with the identified URL may be parsed. In at least one embodiment, the input to the parser may include the raw HTML from the page being analyzed. In at least one embodiment, the parsing may extract the all (or selected ones of) the following types of information from the page:

a. Title of page
b. Meta information of page (meta KeyPhrases, meta description)

c. Date of page (if available)
d. Main Content Block (MCB) – the clean, unformatted text of the document/page

Figure 71 shows an illustrative example of the output of the URL parsing process in accordance with a specific example embodiment. In the example embodiment of Figure 71, it is assumed that the Hybrid System has parsed content associated with the following URL:
As illustrated in the example embodiment of Figure 71, output (7101) of the URL parsing process may include, but are is limited to, one or more of the following (or combinations thereof):

- Main Content Block (MCB) portion 7106
- URL of page
- Title of page
- date (optional)
- etc.

In at least one embodiment, at least a portion of the parsing operations may be performed by Hybrid System Parser and/or client system Parser. Input may include HTML output may include clear text without HTML markup information, and without parts that may be not the main text area of the page such as menus, links, advertisement etc. In at least one embodiment, the output of a parsed document may include semi structured information and clean plain text. According to one or more embodiments:

- the Hybrid Parser converts HTML to clean plain text (other parsers may be used such as (http://htmlparser.sourceforge.net/)
- the Parser may be configured or designed to remove all (or selected ones of) menus, advertisements, and link boxes etc.
- the parsing output may include only pure text of content only, without external noise
- in at least one embodiment, at least a portion of the page’s semi structured information (such as titles, bold elements, meta information, etc.) may be retained and included as part of the parsed output.

In at least one embodiment, the Hybrid System may process chunk(s) of parsed webpage content, which, for example, may have been parsed by a client system and provided to the Hybrid System. In at least one embodiment, such processing may include, but are not limited to, initiating and/or implementing one or more of the following types of operations (or combinations thereof):

- Performing Page Classification (e.g., using at least a portion of the received chunks of parsed content associated with the identified Source web page).
- Performing Phrase Extraction (e.g., using at least a portion of the received chunks of parsed content associated with the identified Source web page).
- Identifying candidate KeyPhrases for the identified Source web page.
- Identifying page topic(s) for the identified Source web page.
• Performing relevancy (or relatedness) analysis on identified candidate KeyPhrases
• Performing relevancy (or relatedness) analysis on identified candidate Page Topics
• Generating relevancy/relatedness analysis output data (e.g., relevancy analysis results), which, for example, may include, but is not limited to, one or more of the following types of data (or combinations thereof):
  o KeyPhrase-Page Topic relatedness (or relevancy) score values
  o KeyPhrase-Corpus Topic relatedness (or relevancy) score values
  o Page Topic-Corpus Topic relatedness (or relevancy) score values
  o List of KeyPhrase candidates
  o Page topic data
  o Timestamp data
  o Source page URL
  o SourcePage ID
  o Chunk(s) of parsed web page content
  o etc.

As shown at 1002, various different content processing operations may be performed. According to different embodiments, this processing operations may include, but are not limited to, one or more of the following (or combinations thereof):
• content parsing operations
• phrase extraction operations
• page classification/scoring operations
• topic classification/scoring operations
• phrase classification/scoring operations
• database update operations
• etc.

In at least one embodiment, processing component 1002 takes the output of 1000, and initiates at least 2 parallel processes:
• Page Classification (1004)
• Phrase Extraction (1006)

As shown at 1006, Phrase Extraction operations may be performed. In at least one embodiment, at least a portion of the phrase extraction operations may be performed by a Hybrid System phrase extractor (e.g., 255). In at least one embodiment, the phrase extractor may be operable to extract and/or classify meaningful phrases from the main content block using one or more different phrase extraction algorithms such as those described and/or referenced herein.. This may include, for example, tagging part-of-speech for every word (or
selected words) in the content, grouping words into different types of phrases, at least a portion of which, for example, may be based on ‘Noun Phrases’, ‘Verb Phrases’, NGrams, Search Queries, meta KeyPhrases etc. In one embodiment, the output of this process may include a list of all (or selected ones of) potential keywords or keyphrases. In at least one embodiment, at 1006 phrases may be extracted from the text extracted from the page/document (e.g., source webpage) identified for analysis.

In at least one embodiment, Phrase Extraction operations may include phrase extraction and/or phrase classification operations. In one embodiment, input data is clear and semi structured text, output data is list of phrases, each phrase’s location within the text, and relationships between phrases.

According to different embodiments, at least a portion of the various types of phrase extraction functions, operations, actions, and/or other features may be implemented using a variety of different types of phrase extraction techniques such as, for example, one or more of the following (or combinations thereof):

1. N-Gram analysis (combination of 1 – N sequences of words)
2. SearchLog analysis (extracting ‘search queries’ from our logs and searching them within document
3. Lists of words to be extracted
4. Entities such as Locations, Organizations, People and Product names
5. Entities such as Noun Phrases and Verb Phrases (‘the new black Jaguar’, ‘Running a new platform’)
   (a) N-Gram analysis
      i. From clean text select all (or selected ones of) sequences of words up to N words
      ii. Based on the popularity of the sequence within the document or within the corpus keep interesting NGrams
   (b) Entities Extraction
      i. Using ontology of entities (such as dictionaries, dedicated websites, encyclopedias) recognize entities in the text
      ii. Using Machine Learning algorithms to automatically detect and classify entities
   (c) Noun and Verb phrase extraction
      i. Use a part-of-speech tagger (Such as Brill tagger - en.wikipedia.org/wiki/Brill_tagger) to tag each word in the document with its part of speech (Noun, Verb, Adverb etc.)
ii. Use Heuristics and a Chunk parser (such as described here: http://www.ai.uga.edu/mc/ProNTo/Brooks.pdf) to create meaningful phrases such as Noun and Verb phrases

(d) Phrase Semantic analysis

i. Stemming – extract the morphological root of phrases (running – run)

ii. Recognize similar phrases on a page (‘Obama’, ‘Barack Obama’, ‘President elect Barack Obama’)

iii. Acronym Resolution – (CIA, Central Intelligence Agency)

In at least one embodiment, the Phrase Extraction process extracts and classifies meaningful phrases from the main content block of the parsed Source page content. This may include, for example, tagging part-of-speech for all (or selected) words in the content block, grouping words into phrases based on ‘Noun Phrases’, ‘Verb Phrases’, NGrams, Search Queries, meta KeyPhrases etc. In one embodiment, the output of this process is the list of all (or selected ones of) potential keyphrases.

Figure 87 shows an illustrative example of phrase extraction/phrase classification processing in accordance with a specific example embodiment. In this particular example, the input content 8702 may be processed for phrase extraction, wherein different words/phrases of the input content may be extracted and parsed into different parts of speech (e.g., as shown at 8710). As shown at 8720, the parsed phrases may be classified into different types of phrases such as, for example, nouns, noun phrases, proper nouns, proper noun phrases, etc. In at least one embodiment, the Hybrid System may automatically and dynamically calculate, in real time, a respective relatedness score for each (or selected ones of) the extracted words/phrases, which, for example, may represent a degree of contextual relatedness of that particular phrase to the main content block of the analyzed webpage.

As shown at 1004, various page classification operations may be performed. In at least one embodiment, at least a portion of page classification operations 1004 may be performed by a Hybrid System classifier 256. In at least one embodiment, page classification input may include the parsed page info (including, for example, title, main content block, and meta information). The output may include a list of different topic classes/nodes and their respective relatedness weights/scores (which may be automatically and dynamically computed in real time) to the analyzed page content. (See, e.g., module 209, U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B).

For example, in at least one embodiment, during the page classification processing, the parsed source page information (including, for example, title, main content block, and/or meta information) is analyzed (e.g., at the Hybrid System) and evaluated for its relatedness to each (or selected) of the topics identified in the dynamic taxonomy database (DTD). In at least one
embodiment, the output of the page classification processing includes a distribution of topics and associated relatedness scores representing each topic's respective relatedness to the main content block of the source page (as well as other types of parsed source page information (e.g., source page title, meta data, etc.) which may have also been considered during the page classification processing).

For example, in at least one embodiment, page classification processing may include, but is not limited to, one or more of the following types of operations and/or procedures (or combinations thereof):

(a) Using text classification, classify the context of each phrase

i. Break document into paragraphs or sentences

ii. Classify each sentence, paragraph and document to a directory (such as dir.yahoo.com)
   a. Classification based on Hybrid classification technology
   b. Each phrase get votes based on the classification of the context it appeared in
   c. Output – a list of topics based on the document, that may be assigned to the specific phrase.

(b) Update phrase counts with context topics and weights

i. Accumulate all (or selected ones of) the counts from different documents where the phrase appeared, and constantly upgrade the counts for the phrase. For example if the KeyPhrase ‘Jaguar’ appear in an article that was classified as related to ‘Zoo’ the phrase Jaguar gets a count to the ‘Zoo’ category.

ii. Create relationship between long and short phrases, and propagate counts between similar phrases (e.g., Blackberry can contribute some of its counts the longer phrase ‘Blackberry Storm’)

(c) Aggregate counts for each topic across entire corpus

i. Phrases and topics may be saved in a database or file-system

ii. The aggregation process is constantly updating the repository with updated counts.

iii. New phrases that may be detected may be immediately populated or updated in the repository.

According to different embodiments, examples of different types of page classification operations which may be performed may include, but are not limited to, one or more of the following (or combinations thereof):

- page-topic classification/scoring
- page-phrase classification/scoring
- phrase-topic classification/scoring
- etc.
For example, in at least one embodiment, classification processing of a selected page (e.g., source page) may include page-topic classification/scoring, wherein the source page is analyzed and classified into a vector of topics. The output may include various topical classes/classifications, each having a respective relatedness score which, for example, may represent the contextual relatedness of that particular topic class to the main content block of the source page (e.g., the webpage which is currently undergoing page classification/phrase extraction analysis). According to different embodiments, at least a portion of the page classification operations described herein may be performed during Phrase Extraction 1006.

Additionally, in at least one embodiment, classification processing of the selected source page may include page-phrase classification/scoring, which, for example, may generate as output, a distribution of each of the words/phrases identified in the analyzed source page, along with a respective score value for each identified word/phrase which, for example, may represent the contextual significance of that word/phrase to do the entirety of the source page.

For example, in at least one embodiment, a respective score value may be calculated for each word/phrase identified in the source document according to:

\[ \text{Score(phrase-page)} = a \times \text{Frequency} + b \times \text{Title} + c \times \text{MCB} + d \times \text{Bold} + e \times \text{Link}, \]

where:

- \( \text{Frequency} \) = the number of occurrences of that word/phrase in the source page
- \( \text{Title} \) = a value (e.g., 1 or 0) representing whether or not the word/phrase appeared in the page title
- \( \text{MCB} \) = a value (e.g., 1 or 0) representing whether or not the word/phrase appeared in the MCB of the page
- \( \text{Bold} \) = a value (e.g., 1 or 0) representing whether or not the word/phrase appeared in bold formatting
- \( \text{Link} \) = a value (e.g., 1 or 0) representing whether or not the word/phrase appeared as part of a link on the page, and

\[ a + b + c + d + e = 1. \]

In order to help illustrate the various operations which may be performed during page classification processing, reference is hereby made to Figures 96 and 97 of the drawings, which illustrate specific example embodiments of various types of data structures which may be used to represent relationships in and between the dynamic taxonomy database (DTD) and Related Content Corpus.

For example, Figure 96 shows a specific example embodiment of various types of data structures which may be used to represent various entity types and their respective relationships to other entity types in the Related Content Corpus. For example, as illustrated in the example embodiment of Figure 96, each of the data structures illustrated in solid lines (e.g., 9602, 9604,
9606) represent entity type nodes which, for example, may be used to represent data such as, for example, pages 9602, phrases 9606, restricted phrases 9604, etc. Each of the data structures illustrated in dashed lines (e.g., 9603, 9605, 9607) may represent relationship-type nodes, which, for example, may represent different respective relationships between each of the entity type nodes. In at least one embodiment, at least a portion of the relationship-type nodes may be implemented using one or more reference tables. A more detailed explanation of the various data structures illustrated in Figure 96 is provided below, and therefore will not be repeated in the section.

For example, Figure 97 shows a specific example embodiment of various types of data structures which may be used to represent various entity types and their respective relationships to other entity types in the DTD. For example, as illustrated in the example embodiment of Figure 97, each of the data structures illustrated in solid lines (e.g., 9702, 9704, 9706) represent entity type nodes which, for example, may be used to represent data such as, for example, phrases 9702, pages 9706, topics 9704, etc. Each of the data structures illustrated in dashed lines (e.g., 9703, 9705, 9707) may represent relationship-type nodes, which, for example, may represent different respective relationships between each of the entity type nodes. In at least one embodiment, at least a portion of the relationship-type nodes may be implemented using one or more reference tables.

For example, referring to the specific embodiment of Figure 97, each phrase in the DTD may be represented by a unique phrase node 9702 having a unique phrase ID value. Similarly, each topic in the DTD may be represented by a unique topic node 9704 having a unique topic ID value, and each page in the DTD may be represented by a unique page node 9706 having a unique page ID value. The various relationships which exist between each of the phrases, pages, and topics of the DTD may be represented by respectively unique relationship-type nodes (e.g., reference tables), each having a unique ID. Additional details relating to the various data structures illustrated in Figure 97 are provided below, and therefore will not be repeated in the section.

To help illustrate the various operations which may be performed during at least one embodiment of the page classification processing, the following simplistic example is provided for purposes of explanation with reference to Figure 97.

In this particular example, it is assumed that the DTD is populated with at least the following information:
Additionally, in this particular example, it is assumed that the following relationships exist in the various topics and phrases of the DTD:

<table>
<thead>
<tr>
<th>agg_phrase_topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phrase_ID</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

Thus, for example, in this particular example, it is assumed that:

- the phrase “jaguar” has been found to occur 7 times on pages which have been classified as relating to the “automotive” topic
- the phrase “jaguar” has been found to occur 6 times on pages which have been classified as relating to the “animal” topic
- the phrase “fast car” has been found to occur 13 times on pages which have been classified as relating to the “automotive” topic.

Additionally, although not illustrated in the tables above, each page which is analyzed by the Hybrid System has associated therewith a respective list of topics which have been identified as being associated with that particular page (e.g., based, at least in part, on the words/phrases which have been identified on that particular page).

In at least one embodiment, each time of the occurrence of a particular phrase is identified, a process at the Hybrid System may automatically update the appropriate reference tables in the DTD corresponding to the page it was seen in, and the topics in which the phrase was seen.

Additionally, for example, during page classification processing each time a new occurrence of the phrase “jaguar” is encountered on a page which has been determined to be associated with the topic “automotive,” the respective count value of the appropriate phrase-topic relationship knows may be updated (e.g., in the example above from count=7 to count=8). In at least one embodiment, every time the phrase ‘jaguar’ is encountered, based on the context it appeared the counts of the correlated topics will be updated. So, for example, if it appeared
in an article about cars – the weights for the automotive topic will be updated. Additionally, the score value for that particular phrase-topic relationship may be updated accordingly (e.g., as described previously).

In at least one embodiment, the Hybrid System may be operable to compute a distribution of the relatedness of one or more selected KeyPhrases to each (or selected) topic(s) of the Dynamic Taxonomy Database (DTD). In some embodiments, each KeyPhrase in the corpus has an associated relatedness score based on all (or selected ones of) its occurrences in the past (inside and outside the Hybrid affiliated sites). This score may represent the distance between each of the pages the phrase appeared in, and the (human and/or automated) classified pages that represent the specific node. In at least one embodiment, the distance may be computed based on cosine similarity between the specific context, and each of the documents for each of the nodes, and the score may represent an average distance to all (or selected ones of) the document(s) being analyzed by the Hybrid System.

By way of illustration, vectors for a given source page and phrase may be represented, for example, as shown in the example below.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Page Vector 1</th>
<th>Phrase (jaguar) Vector 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>200</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>300</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

In at least one embodiment, the Related_Score(source,phrase) value for these 2 vectors may be computed according to:

\[
\text{Related}_\text{Score}(source,phrase) = \frac{V1 \cdot V2}{||V1|| \times ||V2||}
\]

Figure 72 shows an illustrative example of output which may be generated from the page classification processing, in accordance with a specific example embodiment. For example, in the specific example embodiment of Figure 72, an example screenshot is shown which includes page classification output information (7201) which, for example, may represent a distribution of topics (e.g., 7210) and each topic's calculated relatedness score relevant to the MCB of the source page (e.g., the webpage which is currently undergoing page classification/phrase extraction analysis). In at least one embodiment, the distribution of topics may include, for example, all (or selected ones) of the different topics/topic nodes stored at the Related Repository. In at least one embodiment, the Hybrid System may automatically and dynamically calculate, in real time, a respective relatedness score (e.g., 7202b) for each topic node/entry. In at least one embodiment, relatedness scores may be normalized (e.g., to value between 0-1), and may represent the relatedness of the topic-page based, for example, on vector similarity.
In at least one embodiment, the Hybrid System parser component(s) may be operable to perform and/or implement various types of functions, operations, actions, and/or other features such as, for example, one or more of the following (or combinations thereof):

- parse document and extract semi structured information and clean plain text
- convert HTML to clean plain text (other parsers may be used such as (http://htmlparser.sourceforge.net/)
- remove all (or selected ones of) menus, advertisements, and link boxes etc.
- generate output which is a pure text of content only, without external noise.
- identify and retain semi structured information such as titles, bold elements, meta information.
- etc.

Figure 73 shows an illustrative example of output information/data which may be generated from the Phrase Extraction operation(s) in accordance with a specific example embodiment. As illustrated in the example screenshot 7301 of Figure 73, the phrase extraction/classification output data may include a list of phrases, which, for example, may include one or more of the webpage keyphrases extracted identified during the phrase extraction processing. In at least one embodiment, the list of phrases 7301 may represent potential KeyPhrase candidates, e.g., for In-Text contextual markup/highlight advertising purposes. Additionally, as illustrated in the example embodiment of Figure 73, in at least one embodiment, the Hybrid System may automatically and dynamically calculate (e.g., in real time) a respective score value (e.g., 7302b) for each (or selected ones of) the potential KeyPhrase candidates, which, for example, may represent a degree of contextual relatedness of that particular phrase to the main content block of the analyzed webpage. In at least one embodiment, the relatedness scores may be used by the Hybrid System to identify and/or select a subset of KeyPhrases for use in subsequent Hybrid contextual/relevancy and markup analysis operations. In at least one embodiment, a respective KeyPhrase relatedness score may be determined for each of the identified KeyPhrases, and subset of KeyPhrases may be selected as KeyPhrase candidates based on relative values of their respective relatedness scores.

For example, as illustrated in the example embodiment of Figure 73, the phrase ‘BlackBerry Enterprise Server’ (7302) may be identified from the parsed page content as a potential keyphrase candidate, and maybe automatically and dynamically assigned a score value of 0.4 (7203b) which, for example, may represent the degree of contextual relatedness of that particular phrase to the main content block of the analyzed webpage.

By way of illustration, vectors and score values for a given source page and phrase may be represented, for example, as shown in the example below.
As described previously, in at least one embodiment, respective score values may be automatically and dynamically calculated for each of the words or phrases which are identified on each of the respective pages according to:

\[ \text{Score(word-page)} = a \times \text{Frequency} + b \times \text{Title} + c \times \text{MCB} + d \times \text{Bold} + e \times \text{Link} \]

Figure 74 shows an illustrative example embodiment of output which may be generated, for example, at the Hybrid System during contextual/relevancy analysis/processing of one or more source pages, target pages, ads, etc. In the specific example embodiment of Figure 74, an example screenshot is shown which includes phrase-topic output information (7401) which, for example, may represent a distribution of the relatedness of a selected phrase (e.g., 7403) to each (or selected) topic/topic nodes (e.g., 7402), as well as each topic’s calculated relatedness score (e.g., 7402b) relevant to the currently selected phrase (7403). In at least one embodiment, the distribution of topics/topic nodes may include, for example, all (or selected ones) of the different topics/topic nodes stored at the Related Repository. In at least one embodiment, the Hybrid System may automatically and dynamically calculate, in real time, a respective relatedness score (e.g., 7402b) for each topic node/entry shown in the table of Figure 74. In at least one embodiment, relatedness scores may be normalized (e.g., to value between 0-1). Additionally, in at least one embodiment, scoring techniques such as those described herein may be may be adaptively applied for computing the respective score values illustrated, for example, in Figure 74.

In at least one embodiment, multiple different threads of the classification/scoring processes may run concurrently or in parallel, thereby allowing the scores in Figure 74 to be
accumulated over all the processed pages, while a separate process updating the information illustrated in Figure 73 may concurrently use at least a portion of this data to match a single phrase to a single page.

Returning to the specific example embodiment of Figure 3A, as shown 1008, one or more Update Phrase Count operation(s) may be initiated or performed. In at least one embodiment, this may be executed as a parallel, asynchronous process which, for example, may be configured or designed to periodically and automatically update the Hybrid Dynamic Taxonomy Database (DTD). In at least one embodiment, the process takes the phrases extracted in 1006, and the classification output of 1004 and updates the counts of the phrase and its topic distribution in the Dynamic Taxonomy Database (e.g., 230a). A separate representation of this process is illustrated, for example, in Figure 77.

In at least one embodiment, the Update Phrase Count may be operable to automatically, dynamically and/or periodically perform various types of update operations at at the DTD, for example, in order to maintain an up-to-date live inventory. For example, in at least one embodiment, the Update Phrase Count may be operable to update counts (and/or other related information) of previously identified and/or newly identified phrases in order to maintain an up-to-date live inventory of all or selected phrases which have been identified and/or discovered from one or more sources such as, for example, all or selected portions of the Internet, selected websites, selected documents, selected ads, etc.

According to different embodiments, one or more different threads or instances of the Update Phrase Count process(s) may be initiated and/or implemented manually, automatically, statically, dynamically, concurrently, and/or combinations thereof. Additionally, different instances and/or embodiments of the Update Phrase Count process(s) may be initiated at one or more different time intervals (e.g., during a specific time interval, at regular periodic intervals, at irregular periodic intervals, upon demand, etc.).

According to specific embodiments:

- Each phrase may have a distribution of appearances of taxonomy topics. In at least one embodiment, the aggregation of this distribution (e.g., for a given phrase) may be represented as a data structure that aggregates all (or selected ones of) the topics, and their counts that were selected for each phrase. For example the phrase ‘Jaguar’ may have different numbers of counts in topics such as ‘Zoo’, ‘Safari’, ‘Luxury cars’, ‘Automotive’, etc.

- Phrase counts and/or other information relating to each (or selected ones) of the phrases of the DTD may be continuously and/or periodically updated
• Phrases that have distribution over many different taxonomy nodes (e.g., general phrases) may be penalized. For example, phrases such as ‘system’ appear in a lot of different topics and may be being penalized because of their uniform distribution.

• Phrases with distribution over narrow branch(es) (e.g., specific phrases) may be boosted. For example, specific phrases which appear in a narrow section of the taxonomy ‘Apple iPod touch’ may be represented in a narrow section of the DTD taxonomy and as a skewed distribution.

• In at least one embodiment, a Hybrid Classifier (e.g., 256) may be operable to classify documents or parts of documents into a directory of documents (such as, for example, http://dir.yahoo.com/). In at least one embodiment, input to the Hybrid Classifier may include, for example, clean (e.g., unformatted, plain) text broken into parts (e.g., sentences, paragraphs, etc). In at least one embodiment, output from the Hybrid Classifier may include, for example, a list of topics that best fit the specific part of the document being analyzed.

• In at least one embodiment, at least a portion of the DTD update operations may be performed by a Hybrid Phrase Evaluator, which, may be configured or designed to assign, to a given or selected phrase, one or more different topic(s) (e.g., based on the contextual occurrences of that phrase in different documents/pages), and/or may further aggregate the different phrase counts associated with the selected phrase across the entire Related Repository or portions thereof (such as, for example, Related Content Corpus 230b). In at least one embodiment, input to the Hybrid Phrase Evaluator may include one or more list(s) of phrases and their contextual classification(s). In at least one embodiment, output and/or response(s) from the Hybrid Phrase Evaluator may include the automatic updating of the Hybrid Phrase Repository (e.g., which, for example, may be stored at the Dynamic Taxonomy Database (DTD)), as described herein.

Returning to the specific example embodiment of Figure 3A, as shown at 1008a, one or more Update Related Repository operation(s) may be performed. Examples of different types of Update Related Repository operation(s) may include, but are not limited to, one or more of the following (or combinations thereof):

• Update Index

• Update Related Content Corpus

• Etc.

In at least one embodiment, this may be executed as a parallel, asynchronous process which, for example, may be configured or designed to periodically and automatically update one or more portions of the Hybrid Related Repository (such as, for example, Related Content
Corpus 230b). A separate representation of this process is illustrated, for example, in Figure 80.

Figure 80 shows a example block representation of an Update Related Repository process in accordance with a specific embodiment.

In at least one embodiment, the Update Related Repository process (1008a) may be operable to cause various types of information, such as, for example, parsed text (e.g., generated at 1000), topic/classification information (e.g., generated at 1004), phrases (e.g., generated at 1006) to be indexed into the Related Repository (e.g., Related Content Corpus). In at least one embodiment, at least a portion of the information/data stored at the Related Content Corpus may serve as (and/or may be used to identify) potential targets for other source pages which may subsequently be analyzed at the Hybrid System.

In one embodiment, in case the page is only a target page, the processing ends in this phase.

According to different embodiments, one or more different threads or instances of the Update Related Repository process(s) may be initiated and/or implemented manually, automatically, statically, dynamically, concurrently, and/or combinations thereof. Additionally, different instances and/or embodiments of the Update Related Repository process(s) may be initiated at one or more different time intervals (e.g., during a specific time interval, at regular periodic intervals, at irregular periodic intervals, upon demand, etc.).

Returning to the specific example embodiment of Figure 3A, as shown 1008, one or more Update Phrase Count operation(s) may be initiated or performed. In at least one embodiment, this may be executed as a parallel, asynchronous process which, for example, may be configured or designed to periodically and automatically update the Hybrid Dynamic Taxonomy Database (DTD). In at least one embodiment, the process takes the phrases extracted in 1006, and the classification output of 1004 and updates the counts of the phrase and its topic distribution in the Dynamic Taxonomy Database (e.g., 230a). A separate representation of this process is illustrated, for example, in Figure 77.

**Updated Index**

Figure 81 shows a example block representation of an Update Index process in accordance with a specific embodiment.

When a page is index, the attributes may be indexed separately and may be searched either combined or separately (for example the index can retrieve all (or selected ones of) documents with a title containing the word ‘BlackBerry’ or all (or selected ones of) documents that have ‘BlackBerry’ in the title or text or topics or phrases.
Update Inventory

Figure 79 shows an example block representation of an Update Inventory process in accordance with a specific embodiment.

In at least one embodiment, the Update Inventory process may be implemented as a batch or maintenance job that runs in the background every few hours. It goes through the inventory and removes entries that may be stale, recalculating the relations between entities and updating the repository.

As illustrated in the example embodiment of Figure 79, the Update Inventory process may be operable to:

- Remove Existing - A page may be removed because of various reasons such as, for example, one or more of the following (or combinations thereof):
  - 1. the page is stale,
  - 2. other pages that pointed from or to it have changed.

In at least one embodiment, the process works in the background and removes from the inventory pages that need to be refreshed. After they may be removed, they may be inserted into the job queue in order to be recalculated like new pages.

- Recalculate - In this phrase the page goes through the process described in 950.

- Update Repository - In at least one embodiment, processing of Target page types relating to 991 (Related content) and 992 (Ads) stops after execution of operational block 1008/1008a.

Figure 76 shows an example block diagram visually illustrating an example technique of how words of a selected document may be processed for phrase extraction and classification. A brief description of at least some of the various objects represented in the specific example embodiment of Figure 76 is provided below.

- Word, POS 7608– Word and its part-of-speech (noun, verb, adjective etc).
- Phrase 7606 – a sequence of words with in a document.
- Context 7604 – a chunk of text (usually sentence, paragraph or the entire document) surrounding a specific phrase
- Document 7602– the clean text and semi-structured information extracted from the HTML.
- Text Classifier 256– classifies textual information into a directory or taxonomy. In at least one embodiment, the classification may be based on Machine learning classification techniques such as, for example, Naive Bayes (http://en.wikipedia.org/wiki/Naive_Bayesian_classification), SVM (http://en.wikipedia.org/wiki/Support_vector_machine), and/or or based on
information retrieval techniques (such as TF-IDF http://en.wikipedia.org/wiki/Tf-idf)

- Phrase Extractor 255—extract phrases from a text document as described above.
- Phrase Evaluator 7622—may receive as input the list of phrases and their locations within the document, and the topics for each piece of context, and updates the HybridPhrase Repository with the counts and weights of topics that were assigned for each phrase.

Figure 88 shows an illustrative example how the various parsing, extraction, and/or classification techniques described herein may be applied to the process of extracting and classifying phrases from an example webpage 8801.

For example, as illustrated in the example embodiment of Figure 88, it is assumed for purposes of this example that the phrase ‘Indigo naturalis’ is a novel term that has not been previously identified by Hybrid System.

Using the phrase extraction techniques described herein, the Hybrid System may extract the various phrases of the webpage 8801, and may classify the context of each occurrence of the ‘Indigo naturalis’ phrase to being related to the topics of ‘Skin Disease”, “Chinese Medicine” and “Medical Condition”. The Dynamic Taxonomy Database (and/or Related Content Corpus) may then be updated/populated with this new information, and the appropriate phrase-topic, page-topic, phase-page relationships created/updated.

In this particular example, it is assumed that the phrases ‘chronic skin disease’ and ‘traditional Chinese Medicine’ are known terms (e.g., to the Hybrid System). Accordingly, the Hybrid System may extract these phrases, and update their respective counts in the repository with the new topics extracted from the specific context.

In at least one embodiment, when advertiser subsequently bids on a KeyPhrase such as ‘Chinese Medicine’, the Hybrid System is able to automatically and dynamically identify and suggest related terms like ‘Traditional Chinese Medicine’ and ‘Indigo naturalis’, depending on an analysis of the advertiser’s needs (which, for example, may be based, at least in part, on crawling and classifying at least a portion of the advertiser’s website).

**HYBRID-BASED AD BIDDING PROCESS**

Figure 10 shows an example procedural flow of a Hybrid-Based Ad Bidding Process 1050 in accordance with a specific embodiment.

As illustrated in the example embodiment of Figure 10, at least a portion of the Hybrid ad selection (or ad matching) process may be performed by Ad Matching component 1060 using various types of input data such as, for example: source page keyphrase and page topic information (1052) and ad campaign information (1054). In at least one embodiment, at least a
portion of the functionality performed by the ad matching component 1060 may be implemented, for example, using the Hybrid Inverted Index functionality, as described herein. As illustrated in the example embodiment of Figure 10, the output 1070 of the Ad Matching component may include a plurality of potential ad candidates, each of which may be subsequently evaluated and scored for relevancy and markup/layout analysis. In at least one embodiment, each ad candidate may have associated there with their respective set of ad data such as, for example, one or more of the following (or combinations thereof): Landing URL, Title of Ad, Description of Ad, Graphics/Rich Media, CPC data (e.g., price bidder willing to pay), etc.

Hybrid Inverted Index and Query Index Functionality

In information technology, an inverted index (also referred to as postings file or inverted file) is an index data structure storing a mapping from content, such as words or numbers, to its locations in a database file, or in a document or a set of documents, in this case allowing full text search. The inverted file may be the database file itself, rather than its index. The Hybrid inverted Index indexes the Related Repository of Hybrid, and enables a quick retrieval of related information, related videos and related ads based, for example, on their titles, topics, text (MCB) and phrases.

Figures 86A-B show illustrative example embodiments of features relating to the Query Index functionality.

For example, as illustrated in the example embodiment of Figure 86A, the index may be queried with the source page. Each element has different weights. For example if the phrase in the origin page, appears in the title of the destination page, the relevancy score is boosted. The final relevancy score is the distance between the source page and the target page. Different boosts may be given to the matches in the title, topics or phrases. The closer the match, the higher the score, which ranges between 0-1.

In at least one embodiment, the index component(s) include a process that maps documents to inverted index. The index includes different attribute that were extracted from the original document, including title, text, meta information, categories, phrases etc. each or all (or selected ones of) of these attributes may be searched efficiently. The novel approach is by indexing all (or selected ones of) the additional information (phrases, topics) in order to be able to retrieve information that is not part of the original text.

Additional features and descriptions of the Query Index functionality and its applications are further described below by way of example with reference to Figures 3A and Figure 78.

For example, returning to the specific example embodiment of Figure 3A, as shown at 1009, one or more Query Index operation(s) may be initiated or performed.
In at least one embodiment, the Query Index may be configured or designed to identify and retrieve potential relevant ads candidates (1010), potential related content candidates (1011), potential related video candidates (1012), other types of DOL element(s), etc. For example, in one embodiment, using the Query Index functionality, the extracted text, phrases and topics (which, for example, were extracted in operations 1000-1006 of Figure 3A) may be queried against the related repository which is indexed using an inverted index (see appendix).

In at least one embodiment, potential content may be identified and selected as appropriate candidates based, at least in part, on publisher preferences (e.g. ad-only, related-only, related-video, channel preferences, or any combination of the above). In at least one embodiment, the query to the index may be based on one or more of the following (or combinations thereof):

a. Title of source page
b. Content of source page
c. Topics of source page
d. Phrases of source page

The output may include a list of potential targets (e.g., Related Ad Elements, Related Content Elements, etc.) based on their respective indexing and/or scoring properties. In at least one embodiment, each of the target entities may have associated therewith a respective relevancy score (e.g., VECSCORE(entity,page)) that reflects its relatedness to the source page.

In at least one embodiment, the VECSCORE(entity,page) value for each related entity may be calculated using a vector scoring technique such as, for example cosine similarity, Jaccard index, etc. For example, in one embodiment, the VECSCORE(entity,page) value may be calculated according to:

\[ VEC\_Score(entity,page) = V1 \cdot V2 / ||V1|| \cdot ||V2|| \]

In at least one embodiment, VECSCORE(entity,page) value may be represented as number ranging between 0 to 1, which may be used to represent a similarity between the vectors, e.g., where 1 is identical vectors.

In a similar manner, other types of VEC_Scores may be calculated, as needed, depending upon the different types of entities/information being evaluated and compared. Examples of other such types of VEC_Scores may include, but are not limited to, one or more of the following (or combinations thereof):

- Related_source_ad_score – the relevancy of the source to an Ad = vec_score(source, ad) (source represents title, content, topics, phrases)
- Related_source_info_score - the relevancy of the source to related information = vec_score(source, related_info)
- Related_source_video_score – the relevancy of the source to a related video = vec_score(source, related_video)

In at least one embodiment, the Publisher may define different thresholds for each Ad/related element type such as, for example, one or more of the following (or combinations thereof):

- Ads
- Video
- Audio
- Related information
- Related content
- Related articles
- Related links

- Images
- Animation
- External feeds
- etc.

The retrieval from the index bring all (or selected ones of) the results that pass different threshold values for ads, videos and information. The thresh values may be between 0-1. The default threshold example is 0.25.

As shown at 1013, one or more Identify/Score Phrases operations may be performed. (See Figure 3D) – Selecting the actual phrases to be highlighted, by taking the phrases that maximize relevancy and yield to the source and target pages. The score for each triplet of source, target and phrase is calculated using the following:

\[ \text{Final Score (phrase, source, target)} = \alpha \times \text{Total Quality} + \beta \times \text{TotalERV} \] (1)

[Where: \( \alpha + \beta = 1 \)]

\[ \text{TotalQuality(source, target, phrase)} = \alpha \times \text{Total Related(source, target, phrase)} + \beta \times \text{Quality(target)} \] (2)

[Where: \( \alpha + \beta = 1 \)]

\[ \text{Total Related(source, target, phrase)} = \alpha \times \text{Related Score(source, target)} + \beta \times \text{Related Score(source, phrase)} + \chi \times \text{Related Score(phrase, target)} \] (3)

[Where: \( \alpha + \beta + \chi = 1 \)]
Quality(target) = Quality(target) (e.g., either the quality of the Advertiser, or the Quality of the related information website.)

TotalERV(source, target, phrase) = CTR(source, phrase, target) \cdot (Value(target))^{\phi}

CTR(source, phrase, target) = Estimated Click Through Rate based on historical data as described in the EMV techniques (see, e.g., U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B))

Value(target) = Value assigned to the target which may be the CPC (in case of Ad), ECPM (effective CPM—how much advertiser is willing to pay for 1000 impressions, e.g., in case of related video, related page, or other graphical content), or a manual value assigned by the publisher or by Hybrid System, to reflect the preference of publisher to the specific content type

\phi represents relative strength (weighting factor) (range 0-5, default: \phi=1)

In at least one embodiment, for any given URL, source remains the same.

Example of TotalQuality Scoring for Ads:

For purposes of illustration and explanation, the brief description of the ad matching process will now be provided by way of example with reference to the example embodiment of Figure 78.

Figure 78 shows an example of several advertisements and their associated scores and/or other criteria which may be used during the ad selection or ad matching process. In the example screenshot of Figure 78, the Total Quality of two candidate target advertisements (e.g., for a specifically identified source page) is displayed. Each Ad has associated therewith a respective vector of topics representing it (e.g., output of the 1004 for the Ad + Ad Landing URL).

The TotalQuality score is calculated (as discussed above) according to:

\[ TotalQuality(source, target, phrase) = \alpha \cdot Total\_Related + \beta \cdot Quality \text{ [Where: } \alpha+\beta=1] \]

In at least one embodiment, the calculation of the Total_Related Score (7203b) may be determined according to:

\[ Total\_Related = \alpha \cdot Related\_Score(source, target) + \beta \cdot Related\_Score(source, phrase) + \gamma \cdot Related\_Score(phrase, target) \text{ [Where: } \alpha+\beta+\gamma=1] \]
Output of 1013 is Final Score for each source-phrase-target combination (according to Final_Score(phrase, source, target), as discussed above)

E.g.: Separate Final Scores calculated for:

- source-phrase1-target1
- source-phrase1-target2
- source-phrase2-target1
- source-phrase2-target2

**Final Score Calculation Example:**

Assume a source page has 2 potential key-phrases, 3 related text and 3 potential ads (as follows):

phrase1, phrase2
related1, related2, related3
ad1, ad2, ad3

FinalScores may be calculated as follows:

15 \text{final\_score(src1,phrase1,related1)} = f(s1,p1,r1) = 0.6
\text{final\_score(src1,phrase1,related2)} = f(s1,p1,r2) = 0.4
\text{final\_score(src1,phrase1,related3)} = f(s1,p1,r3) = 0.5
\text{final\_score(src1,phrase1,ad1)} = f(s1,p1,a1) = 0.45
\text{final\_score(src1,phrase1,ad2)} = f(s1,p1,a2) = 0.2

20 \text{final\_score(src1,phrase1,ad3)} = f(s1,p1,a3) = 0.4
\text{final\_score(src1,phrase2, related1)} = f(s1,p2,r1) = 0.4
\text{final\_score(src1,phrase2, related2)} = f(s1,p2,r2) = 0.6
\text{final\_score(src1,phrase2, related3)} = f(s1,p2,r3) = 0.4
\text{final\_score(src1,phrase2, ad1)} = f(s1,p2,a1) = 0.3

25 \text{final\_score(src1,phrase2, ad2)} = f(s1,p2,a2) = 0.5
\text{final\_score(src1,phrase2, ad3)} = f(s1,p2,a3) = 0.5

**KEYPHRASE SCORING, DOL ELEMENT SELECTION, LAYOUT SELECTION**

Returning to the specific example embodiment of Figure 3A, as shown at operational blocks 1013-1015, various operation(s) may be initiated or performed which relate to keyphrase selection/scoring (e.g., for highlighting/markup purposes), DOL element selection, and Layout selection. Figures 3D-3F illustrate example procedural details relating to keyphrase scoring, DOL element selection, layout selection, in accordance with a specific embodiment.

For example, as shown at 1013 of Figure 3A, one or more keyphrase scoring operations may be performed. In at least one embodiment, at least a portion of the keyphrase scoring
operations may include execution of one or more Keyphrase Scoring Procedures such as that illustrated in Figure 3D.

**KeyPhrase Scoring (Figure 3D)**

352 – iterate over all (or selected ones of) the potential KeyPhrases on page

354 – for each potential KeyPhrase, calculate Final Score for each phrase-source-target combination based on Final Score formula described at 1013 (above)

Note: Value(target) may be determined based on one or more of the following (or combinations thereof):

- Publisher Layer Preferences (pre-defined):
- Source channel preferences
- Target (e.g., landing URL) Channel preferences
- Types of elements to be displayed in DOL
- Quantity of elements to be displayed in DOL
- Day/Date preferences
- Click behaviours (e.g., see Demo) for opening/displaying/closing/expanding DOL
- size/location of DOL on screen
- Amount of time DOL is displayed
- Color/Look and Feel/Visual appearance of DOL and DOL elements

In at least some embodiments, when computing final score for Ads, EMV may be used instead of ERV. In one embodiment, both EMV and ERV may be calculated according to: 

\[ \text{CTR} \times \text{Value} \]

As shown at 1014 one or more DOL Element Selection operations may be performed. (See Figure 3E)– Based on the scores of phrases and targets (from 1013), potential sources, and publisher preferences, the response for each DOL is generated by maximizing the Final_Score of the items in the layer (treating each item as independent, and aggregating Final_Score, to achieve the maximum score for each layer).

By selecting source-phrase-target combinations with relatively highest score values, multiple different possible DOL Presentation candidates may be generated at output of 1014 which represent the preferred/recommended DOL Presentation candidates for each phrase/target combination, along with Final DOL Presentation Scores (e.g., calculated by summing/aggregating final score values according to:

\[ \text{Max}(g) = \alpha \Sigma f(\text{related_info}) + \beta \Sigma f(\text{related_video}) + \chi f(\text{related_ad}) \] \hspace{1cm} (2)

Where \( \alpha, \beta, \chi \) may be configured by publisher preference.

E.g.: Separate DOL Presentation Scores for:
source-phrase1-target1 DOL Presentation
source-phrase1-target2 DOL Presentation
source-phrase2-target1 DOL Presentation
source-phrase2-target2 DOL Presentation

In at least one embodiment, at least a portion of the DOL Element Selection operations may include execution of one or more DOL Element Selection Procedures such as that illustrated in Figure 3E.

**DOL Element Selection (Figure 3E)**

For each scored KeyPhrase from 354 iterate over all (or selected ones of) potential target DOL elements (e.g., related content, pages, videos etc).

362 - Select potential KeyPhrase for DOL element selection

364 - Identify potential DOL element(s) for selected KeyPhrase. In at least one embodiment, possible Target DOL elements may include, but are not limited to, one or more of the following (or combinations thereof):

- Ads
- Video
- Audio
- Related information
- Related content
- Related articles
- Related links
- Images
- Animation
- External feeds
- etc.

366 – For each selected target DOL element, calculate Final Score for each phrase-source-target combination based on Final Score formula described at 1013 (Figure 3A)

368 – Determine potential DOL configurations where each DOL configurations includes different combination(s) of DOL elements; Calculate score for each/selected DOL configuration based on combination of DOL Element(s) of each particular DOL configuration. In one embodiment, the score for each DOL configuration is equal to the sum of the final scores of the DOL elements of that DOL configuration.
369 - Select desired DOL configuration (for selected KP) and corresponding DOL element(s) using DOL score values.

**DOL Layout Selection Example**

For purposes of illustration in this specific example, assume Publisher preference was to show 1 phrase on page, with two related and two ads in each layer. Publisher puts higher emphasis on revenue, so the ad part has weight of 2 while related part as weight of 1 (β=2, α =1).

In at least one embodiment, a desired goal would be to maximize:

\[ g = 1 \sum f(s1,p,r_i) + 2 \sum f(s1,p,a_j) \]  \( (i=1,2 \ j=1,2) \)

Accordingly, in this example, the Hybrid System may perform the following calculations:

\[ \text{max } g(p1,2\text{related},2\text{ads}) = g(s,p1,r1,r3,a1,a3) = 1(0.6+0.5)+2(0.45+0.4) = 2.8 \]

\[ \text{max } g(p2,2\text{related},2\text{ads}) = g(s,p2,r1,r2,a2,a3) = 1(0.4+0.6)+2(0.5+0.5) = 3.0 \]

In at least one embodiment, the actual highlight will mark phrase2, with related1, related2, ad2, ad3 in the layer in order to maximize score, and publisher preferences.

As shown at 1015 one or more Source Page Layout operations may be performed. (See Figure 3F) - Based on the final score of each phrase, layer select which phrases will be updated. For example if there are 3 potential phrases, each has a layer with different score, and publisher preference is to highlight 2 phrases, then layout output will be the best 2 phrases (and their layers from 1014), which, for example may be implemented using the Layout/Layer techniques described in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B).

In at least one embodiment, at least a portion of the Source Page Layout operations may include execution of one or more Source Page Layout Selection Procedures such as that illustrated in Figure 3F.

**Source Page Layout (KeyPhrase Markup) Selection (Figure 3F)**

(Iterate over each of the KeyPhrase-DOL configuration combinations mentioned in 1013-1014)

372 - Identify potential KeyPhrase-DOL configuration combinations

374 – Determine KP-DOL score for each (or selected ones of) KP-DOL combinations

376 – Determine publisher Source Page Layout preferences

378 - Select phrases for KeyPhrase markup/highlight on source page using (1)

Publisher Source Page Layout preferences and (2) KP-DOL score values.

For example, assume that publisher's source page preferences allows two KP highlights (on source page), and that 3 potential phrases KP1, KP2, KP3 have been identified on source
page, with corresponding/respective KP-DOL scores of KP1-DOL1=1.6; KP2-DOL2=1.7; and KP3-DOL3=2.4.

In addition, assume publisher's source page preferences also specify that there should be at least 20 words spacing between the highlighted phrases (e.g., min distance (btwn highlighted KPs >= 20 words), and assume that distance(KP2, KP3) = 15 words.

In at least one embodiment, Layout should preferably be selected between highlighting KP1,KP2 or KP1,KP3. In order to maximize overall page score, the layout algorithm will select KP1,KP3 (1.6+2.4) instead of KP1,KP2 (1.6+1.7). In this example, the other option of KP2,KP3 (1.7+2.4) is assumed not valid because of publisher's business rules/preferences of minimum distance of 20 words.

In at least one embodiment, Publisher LAYOUT Preferences may include various types of preferences and/or criteria which a publisher may specify relating to highlight/markup of KPs on source page associated with that publisher. Examples of different Publisher LAYOUT Preferences may include, but are not limited to, one or more of the following (or combinations thereof):

- number of KPs to be highlighted
- minimum distance between highlight (e.g., characters, words, distance)
- page highlight density (e.g., up to 1% of page highlighted)
- paragraph highlight density
- KeyPhrase restrictions
- sensitivity restrictions; (e.g., words not suitable for children)
- minimum CPC restrictions
- etc.

In one embodiment, Publisher may provide template for DOL layout (e.g., relating relative placement of DOL elements in DOL). In another embodiment, Hybrid System can dynamically evaluate and determine the best DOL layout for maximizing Final Score for DOL layout. In at least one embodiment, selection of DOL layout may be based, at least in part, upon criteria such as, for example, Publisher ID, Channel ID, Publisher preferences, Ad type, Advertiser preferences, etc.

Example Procedural Details Relating To KeyPhrase Scoring, DOL Element Selection, Layout Selection

In at least one embodiment, during the process of Layout selection, the Hybrid System may analyze the scores of each Source, Phrase, Target and generate the Final Score which is described, for example, at 1009 of Figure 3A. Once the final scored is calculated for each
triplet, the final DOL layout may be selected based, at least in part, on the publisher’s specified Layout Preferences.

Figure 29 shows an embodiment of a portion of an example screenshot which may be used for illustrating at least a portion of procedural details relating to keyphrase scoring, DOL element selection, and/or DOL layout selection.

For purposes of illustration, it is assumed in this particular example that the publisher's DOL preferences specify preference for selection of: related information + related video + Ad.

Accordingly, in the example embodiment of Figure 29, it is assumed that the phrase ‘Beauty Routine’ was selected for markup based, at least in part, upon the Final_Score results generated, for example, at 1013 (e.g., Fig. 3A).

Additionally, it is assumed in the example embodiment of Figure 29 that the other DOL elements which were finally selected for display at DOL layer 2902 were selected based, at least in part, using the output/results of processes 1010, 1011, 1012 in a way that maximizes the $\Sigma$ Final_Score of all (or selected ones of) the targets within the DOL layer 2902. In at least one embodiment, one way of expressing this may be:

$$\Sigma \text{Final}_\text{Score}(\text{DOL 2902 target elements} =$$

- Final_score_related_1 +
- Final_score_related_2 +
- Final_score_related_video_1 +
- Final_score_related_video_2 +
- Final_score_related_ad

**Example Embodiments Relating to Ad Selection/Related Content Selection**

Figure 11A illustrates an example flow diagram of an Ad Selection Analysis Procedure 1150 in accordance with a specific embodiment.

Figure 16A shows an example of a Hybrid Ad Selection Process 1600 in accordance with a specific embodiment (described in greater detail below).

Figure 11B illustrates an example flow diagram of a Related Content Selection Analysis Procedure 1100 in accordance with a specific embodiment.

Figure 16B shows an example of a Hybrid Related Content Selection Process 1650 in accordance with a specific embodiment (described in greater detail below).

A brief description of at least some of the various operations represented in the specific example embodiment of the Ad Selection Analysis Procedure 1150 of Figure 11A is provided below.

1152- Identify page/document for analysis
1154- Perform contextual analysis on page for identification of topics and keyphrases (KPs)
1156- Use selected keyphrases from page to retrieve ad candidates
1158- Select first/next Ad Candidate for analysis
1165- Extract Landing URL from Ad info
1162- Go to Landing URL webpage
1164- Perform context analysis on Landing URL webpage
1166- Determine appropriate topics to be associated with Landing URL webpage
1168- Determine whether:
   Source-Target Relevancy Score > Thresh1?
   Source-Phrase Relevancy Score > Thresh2?
   Phrase-Target Relevancy Score > Thresh3?
1170- Reject Ad
1172- Use Ad
1174- Generate keyword contextual mismatch info

A brief description of at least some of the various operations represented in the specific example embodiment of the Related Content Selection Analysis Procedure 1100 of Figure 11B is provided below.

1100 – Java script tag initiates the process of highlighting key-phrases and finding layers with related content.
1102 – URL for analysis is fetched in the server and analysis process begins
1104 – analysis extracts key-phrases from document, and classifies it.
1106 – the information from 1104 is used to query index of related information and retrieve similar documents based on the cosine_similarity to the topics, phrases, title and text of the source document
1108 – iterate over all (or selected ones of) the results and find the best phrase and targets combination to maximize final score.
1118 – for each source, phrase, target combination assert that relevancy threshold is above a pre-defined thresh (configurable by publisher, default is 0.2 for entire system).
1112 – if above all (or selected ones of) thresholds calculate the best match given a source page, a key-phrase, and the available related pages.
1114 – select the combination that maximizes final score
1122 – select the top X maximizing key-phrases based on layout and publisher preferences.
1124 – if not enough related target pages, do not highlight phrase.

EXAMPLE EMBODIMENTS OF EMV, ERV, AND LAYOUT ANALYSIS PROCESSES

Figures 12A-14 generally relate to various aspects of EMV, ERV, and Layout analysis processes.

Figure 12A shows a block diagram of a portion of a Hybrid Server System 1200 in accordance with a specific embodiment. At least a portion of the functionality of each of the displayed components of the Hybrid Server System portion 1200 is described below. It will be noted, however, other embodiments of the Hybrid Server System may include different functionality than that described with respect to Figure 12A.

According to specific embodiments, the EMV Engine (e.g., 1202) may include various types of functionality which, for example, may include, but are not limited to, one or more of the following features (or combination thereof):

- generating estimates of various parameters, such as, for example, the Expected Monitory Value for specified Page, Highlight, and/or ad combinations;
- providing analysis and/or tracking operations;
- learning user behaviours for facilitating increased accuracy of estimates such as, for example, EMV estimates;
- generating back-off estimates;
- providing Logistic Regression operations;
- etc.

According to specific embodiments, the Relevance Engine (e.g., 1204) may include various types of functionality which, for example, may include, but are not limited to, one or more of the following features (or combination thereof):

- identifying and/or selecting ads that are relevant to the content of a selected page;
- providing analysis operations;
- generating ad and/or page classifier data;
- generating ad relevancy scores;
- etc.

According to specific embodiments, the Layout Engine (e.g., 1208) may include various types of functionality which, for example, may include, but are not limited to, one or more of the following features (or combination thereof):

- identifying and/or selecting highlights (e.g., keyphrase highlights) to be displayed;
- generating ad rankings;
- providing reaction operations;
- etc.
According to specific embodiments, the Exploration Engine (e.g., 1206) may include various types of functionality which, for example, may include, but are not limited to, one or more of the following features (or combination thereof):

- exploring ads that may yield better values (e.g., better revenues) than current ads;
- interacting with layout engine, for example, to understand and/or to identify highlight candidates for further exploration;
- providing tracking and/or reaction functionality;
- etc.

According to specific embodiments, the Data Analysis Engine (e.g., 1210) may include various types of functionality which, for example, may include, but are not limited to, one or more of the following features (or combination thereof):

- collecting and/or analyzing user behaviour information;
- tracking ad impression information;
- etc.

Figure 12B shows a high level architecture of a specific embodiment of an on-line contextual advertising system in accordance with a specific embodiment. At illustrated, one component of the Hybrid System includes an ad Layout Module (1260), which selects a set of highlight/ad pairs to display on each page. To make this decision, the ad Layout Module may utilize estimates of the relevance of the ad to the page, as well as its expected monetary value.

In one embodiment, these estimates may come from the ad Relevance Estimation (1252) and/or CTR Estimation (1254) modules.

According to a specific embodiment, Click-through rate (CTR) estimation refers to the statistical estimation of the probability that a user will click on a certain ad in a certain context.

Once the page has been displayed, and the user action recorded, this information may be added to the current counts of impressions, clicks (and/or possibly mouseover events) maintained by the Counts Module (1258), and used by the CTR Estimation Module and/or other desired modules to make estimates.

Additionally, an Exploration Module (1256) makes decisions about which ads are worth exploring, and sends these recommendations to the Ad Layout Module 1260, so that the exploration ads can be included in the layout. Additionally, to make this decision, the Exploration Module may need to obtain information about which ads are already being displayed, and what kind of change in the estimates of an ad would be required in order to make the ad worth including in the layout. In one embodiment, at least a portion of this information may be provided by the Ad Layout Module.
According to a specific embodiment, the CTR estimation system may be operable to generate real-time CTR estimates or predictions based on historical data relating to the live or on-line system, which may be continually and dynamically changing.

However, because system development experiments based upon live system data would not be repeatable, in at least one embodiment, it is proposed to “freeze” some data sets as a snapshot of the Hybrid System at a particular point in time for the development systems to run on and/or be tested. This technique may also be useful for the training procedures that may be required by some parts of the Hybrid System.

According to specific embodiments, each data set may include counts of the number of impressions and number of clicks of particular page/highlight/ad combinations over a specified period of time. For example, in one embodiment, three such data sets are used, which, for example, may include: a training set, a held-out set, and a test set. In one embodiment, it may be preferable that these sets be drawn from temporally contiguous time periods. For example, if the training set is created from counts over the period January to March, then the held-out set should preferably include the month of April, and the test set should preferably include the month of May. In another embodiment may be preferable that the data sets do not overlap temporally. This is explained, for example, in greater detail below with respect to the EM training feature(s). In at least one embodiment, the time period of the training set should preferably be long enough to include significant numbers of impressions for each combination (e.g., more than a day). However, the held-out and test sets may be significantly smaller. In one embodiment, the data sets may include statistics about as many page/highlight/ad combinations as possible. For example, if feasible given computing and storage constraints, it may be desirable to use all impressions detected in the Hybrid System over a specified time period.

Using the training, held-out, and test sets, one is then able to perform rigorous, quantitative evaluations of the complete CTR estimation system. For example, in one embodiment, one or more of the models may be trained, for example, using the training and held-out sets, and subsequently used to predict the click stream that is observed in the test set. This mirrors the process that may occur when the CTR estimation model is integrated into the production system, and so will serve as a good measure of its performance.

**Estimation Overview and Examples**

Consider an ad a served at a highlight h of a keyphrase k on a page p. We would like estimate the probability \( P(c=1|a, h, p) \) that this ad will be clicked \((c = 1)\) by the user during the next page display. There are several sources of information for this task. The basic source is the local counts of the number of impressions (e.g., how many times this ad was displayed on this exact highlight of a keyphrase on this exact page) and of those ad impressions, how many times
it was clicked. Given enough counts of the particular page/highlight/ad combination, we will eventually have a good idea of its empirical CTR, which, for example, may be computed according to:

\[
\hat{P}(c = 1 | p, h, a) = \frac{\#(c = 1, p, h, a)}{\#(p, h, a)}
\]

However, if the total number of impressions of this particular page/highlight/ad combination is too small, this is likely to be an inaccurate, or noisy estimate of the true CTR. For example, if the CTR is less than 0.1%, we are not likely to see any clicks in the first 100 impressions, which would make the CTR estimate zero. For this reason, it may be preferable to use evidence from similar events to provide estimates. We will call such estimates back-off estimates, since they are constructed from “backing off” from the most specific counts to counts in more general classes.

In any particular case, it may be desirable to combine the local counts with one or more back-off estimates in such a way that a system according to example embodiments may use the back-off estimate(s) when the local counts are low, and uses the local counts increasingly as they become larger. A natural way to do this is to use the back-off estimate(s) as a prior distribution which may be updated by the empirical counts. This may result in desired behavior such that, as the empirical counts grow larger, they eventually overwhelm the prior. In particular, we can use the back-off model to form a Dirichlet prior so that the maximum a posteriori (MAP) estimate of the distribution takes the following form:

\[
P_{CTR}(c = 1 | p, h, a) = \frac{\#(c = 1, p, h, a) + \beta P_{HYP}(c = 1 | p, h, a)}{\#(p, h, a) + \beta}
\]

In one embodiment, the above expression may be used to calculate an estimate of CTR. The parameter \(\beta\) corresponds to a free parameter which may be determined and/or tuned either manually or automatically. If \(\beta\) is too large then the CTR model will not be impacted by the presence of the empirical counts, even if those counts are large enough to provide reliable estimates of the CTR. If \(\beta\) is too small, then even small (noisy) amounts of counts will lead to changes in the estimated CTR. Since most actual CTRs in the Hybrid System are less than 0.001, one might suggest that a good value for \(\beta\) would be at least 1000.

According to a specific embodiment, it is preferable that the back-off estimate(s) be computed based on a mixture of different empirical estimates, each made from the counts of a particular abstracted comparison classes. For example, possible back-off estimates include but are not limited to the following:
\( \hat{P}(c = 1 \mid t(p), h, a) \), which represents the probability of a click occurring given the specific topical class of the specific web page, specific highlight, and specific ad;

\( \hat{P}(c = 1 \mid s(p), h, a) \), which represents the probability of a click occurring given the specific website, specific highlight, and specific ad;

\( \hat{P}(c = 1 \mid p, k(h)) \), which represents the probability of a click occurring given the specific web page, and specific keyphrase;

\( \hat{P}(c = 1 \mid p, a) \), which represents the probability of a click occurring given the specific web page, and specific ad;

\( \hat{P}(c = 1 \mid k, a) \), which represents the probability of a click occurring given the specific keyphrase, and specific ad;

\( \hat{P}(c = 1 \mid a) \), which represents the probability of a click occurring given the specific ad;

\( \hat{P}(c = 1 \mid k(h)) \), which represents the probability of a click occurring given the specific keyphrase;

\( \hat{P}(c = 1 \mid t(p) = t(a)) \), which represents the probability of a click occurring given that the topical class of the specific web page matches the topical class of the specific ad;

\( \hat{P}(c = 1) \), which represents the probability of a click occurring for all topical classes, web pages, highlights, keyphrases, etc;

where:

\( t(p) \) is the topical class of the page \( p \);

\( s(p) \) is the website that \( p \) is a part of;

\( k(h) \) is the keyphrase occurring at highlight \( h \).

In one embodiment, the last estimate may represent the Hybrid System-wide ad CTR, which may include no specific information about the page, keyphrase, or ad.

According to a specific embodiment, the mixture weights may be learned on temporally contiguous held-out data using an Expectation-Maximization (EM) algorithm. An example of the form of the linear interpolated back-off estimate is:

\[
P_{\text{bo}}(c \mid p, h, a) = \sum \alpha_i P_i(c \mid \text{Evidence}_i)
\]

(1)
where \( \alpha_i \) are respective positive weights summing to one, and each \( P(c|\text{Evidence}) \) is a particular back-off class or back-off estimate such as, for example, one of those described above. According to a specific embodiment, each \( \alpha_i \) may be statically or dynamically calculated for a given Evidence.

According to a specific embodiment, the Expectation-Maximization (EM) algorithm can be used to learn the weights \( \alpha_i \) above. One first initializes these weights to 1/B where B is the number of comparison classes being mixed together. Using these preliminary weights, one iterates through each held-out record (p, k, a, c) and calculates the posterior distribution over which mixture generated each record, according to:

\[
P(i | p, k, a, c) = \frac{P(c | p, k, a)}{\sum_j P_j(c | p, k, a)}
\]

The new mixing weights are the normalized sum of these posteriors:

\[
\alpha_i \propto \sum_{(p, k, a, c)} P(i | p, k, a, c)
\]

According to a specific embodiment, the indicates that the \( \alpha_i \) may be renormalized to sum to one. This process of calculating posteriors and updating weights is iterated until convergence.

According to at least one embodiment, it is preferable that the held-out set be temporally distinct from the training set, since, for example, if we tried to learn these parameters from the training set, the most specific comparison classes would receive all the weight, and little generalization would occur.

Another valuable source of information in CTR estimation is whether or not the user put his mouse over a particular highlight on the page. This event is typically referred to as a mouseover. The intuition here is that the decision to mouse over a link is conditioned only on the highlighted keyphrase, and is not affected by the contents of the ad, since, according to at least some embodiments, the ad was not visible at the time of the decision or mouseover action.

Also, the CTR estimates of the ad are likely to be much higher if they are conditioned on the mouseover since presumably, most highlights are never moused over.

Incorporating this information properly, it may be preferable to include a small change to one or more of the model(s) proposed above. For example, if we use \( (m = 1) \) to represent the mouseover event, then we can factor the probability distribution as:

\[
P(c = 1 | p, h, a) = \sum_m P(c = 1 | p, h, a, m) \cdot P(m | p, h)
\]

\[
= P(c = 1 | p, h, a, m = 1) \cdot P(m = 1 | p, h)
\]
The first line stems from introducing the variable $m$ and conditioning on it, and the second line is created by dropping the term in the sum for $m = 0$ because the probability of a click is 0 if the mouseover doesn’t happen.

Thus, for example, we see that the probability of a click on a particular highlight is the probability of a mouseover times the probability of a click given a mouseover. So we have two quantities to estimate now, instead of one. According to a specific embodiment, each can be estimated using at least one of the models described herein such as, for example, by using a combination of local counts and a back-off mixture model. In one embodiment, such models may be combined using maximum a posteriori (MAP) estimation with a parameter giving the strength of the prior that can be tuned either manually or automatically, and each of the back-off mixtures has weights that can be learned (e.g., separately) by EM, for example.

Although there are now two quantities to estimate, there is reason to believe that we have actually made our problem easier. For example, the mouseover probability conditions only on the page and the highlight, but not on the ad. To estimate this quantity we may use counts from fewer categories, and each category is likely to contain more counts. Additionally, the click probability conditions on the fact that there was a mouseover, and is likely to be a larger probability, thus requiring few counts overall to estimate properly.

According to specific embodiments, the back-off model may be used to generate accurate and/or efficient estimates, but may not allow for the exploitation of more general features of keyphrases and advertisements, such as, for example, whether the keyphrase is capitalized, whether the ad text ends in an exclamation point, whether the keyphrase occurs in the page title, and so on.

**Logistic Regression**

Accordingly, in at least one embodiment, a more sophisticated approach may be to utilize a feature-driven logistic regression model. In this approach, general features alone may be used to predict the CTR. Examples of such general features may include, but are not limited to, one or more of the following (or combination thereof):

- whether the keyphrase is capitalized;
- whether the ad text ends in an exclamation point;
- whether the keyphrase occurs in the page title;
- length of ad
- length of keyphrase;
- length of page;
- position on page;
- structure of page;
other ads on page;
- type of ad;
- html elements;
- whether keyphrase is bold;
- font of ad;
- etc.

According to a specific embodiment, it may also be preferable for a feature of the logistic regression model to include a log-probability of one or more back-off estimate(s), which, for example, were derived using one of the back-off estimate models described above.

In this way, the other features are then able to provide multiplicative correction to the base count-driven estimates. For example, one embodiment of a logistic regression model may be expressed as:

\[
P(c = 1 \mid p, h, a) = LR_{f(0)}[EM_i + \lambda_iFeatures_i] \tag{3}
\]

where \(LR_{f(0)}\) represents a logistic regression function, \(EM_i\) represents one or more EM-based estimates (which may include one or more back-off estimates), \(Features_i\) represents one or more general features (such as those described above) and \(i\) represents a respective weighted value for each \(Features_i\) parameter.

According to a specific embodiment, the task as we have defined it is one of regression, not classification. In one embodiment, the model and training procedure may be substantially similar to the logistic regression model used for classification. For this reason, it may be possible to use an existing logistic regression classifier, such as one provided in classification software packages such as, for example, Rubryx (available from www.sowsoft.com/rubryx/about.htm).

It will be appreciated that another aspect of at least some of the various technique(s) described herein relates to the use, in the field of on-line contextual advertising, of EM parameters and/or back-off estimate parameters as features in logistic regression computations for improving CTR estimation.

According to specific embodiments, a variety of different architectures may be used for implementing logistic regression techniques in accordance with various embodiments. For example, according to one exemplary architecture, one can learn a logistic model for each comparison class in the back-off lattice and mix those models. In another exemplary architecture, one can wrap a single logistic model around the interpolated lattice.

It is anticipated that the patterns of which ads and keyphrases are most popular will change over time. There is therefore a tension between wanting as many observations as possible, and wanting those observations to be as recent (and therefore relevant) as possible.
One effective and tunable way to trade off these extremes is to discount counts with age. A simple way to do this is with an exponential decay of counts, perhaps in time steps of days, weeks, or other specified time periods. A rapid rate of decay may be used to maximize relevance, whereas a slow rate of decay may be used to maximize available evidence. An alternative solution would be to use only a fixed number $w$ of the most recent impressions in building estimates.

Relevance Estimation

According to at least one embodiment, at least some of the various technique(s) described herein relating to relevance estimation (RE) addresses the issue of estimating the relevance of a prospective keyphrase/ad pair to a particular page. In at least one embodiment, the term relevance may refer to an informal notion of the relatedness between the text on the source page and the text in the keyphrase, ad, and/or the ad’s target page. We may wish to assess relative relevance (e.g., so that we might be able to rank possible keyphrase/ad pairs for their relatedness) and/or to assess absolute relevance (e.g., so that we could filter out ads which are deemed too irrelevant).

In designing a relevance estimation system, it may be preferable to develop a general way of measuring the performance (e.g., accuracy) of a relevance system.

One way to assess textual relatedness of two documents is to convert each of the documents to a featural representation, and then to compare these representations quantitatively. Typically the featural representations are vectors of real numbers, which can be compared using various metrics.

One featural representation of a text document is the vector of word (token) counts contained in the document, where the vectors for different documents are indexed by the same list word types. There are a few tricks, however, to building featural representations which capture similarity well. For example, it is often useful to remove extremely common words, often called stopwords, from the representation completely. Lists of stopwords are usually built by hand but are very easy to come by on the Internet. A more sophisticated approach is to weight different features differently. Instead of token counts, another approach is to use the TFIDF (term frequency, inverse document frequency) measure, which discounts terms that are common to many documents:

$$
tf = \frac{c(t,d)}{c(.,d)}$$

$$
idf = \frac{|D|}{|\{d : c(t,d) > 0\}|}$$

$$
tfidf = tf \log idf$$
Additional features that could be added to the representation include counts of bigrams (contiguous pairs of tokens), counts of word shapes (capturing capitalization, etc.), web page formatting and layout information, and/or other global features of the document, such as length, title, etc.

One metric for comparing vectors is the dot product. This has a desirable property that when the vectors are perpendicular (unrelated) the dot product is \( \Phi \), and when they are parallel the dot product is maximized (it is the geometric mean of the lengths of the vectors). When it is properly normalized, the dot product is equal to the cosine of the angle between the vectors, which is \( \Phi \) when the vectors are perpendicular, and 1 when they are parallel.

\[
\cos(\Phi) = \frac{x \cdot y}{||x|| \ ||y||}
\]

In at least some embodiments, it can be useful to work with both the cosine and the unnormalized dot product. For example, while the latter is sensitive to the length of the vectors (the number of words in the documents), the former can behave strangely with short documents.

While it is often convenient to think of documents as just vectors of feature counts, this conception often doesn’t work well at capturing similarity. In particular, small differences in word counts near zero can have a large impact on similarity (whether a particular word was mentioned at all, for example), but in a dot product the differences near zero are treated identically to those that are far from zero.

One way to address this phenomenon is to view the vectors instead as probability distributions over the words generated by the documents. According to a specific embodiment, when viewed this way, a more appropriate way to measure the relatedness of two documents may be to compute the Kullback-Leibler (KL) divergence between their associated probability distributions:

\[
KL(p \parallel q) = \sum_x p(x) \log \frac{p(x)}{q(x)}
\]

KL-divergence can be thought of as a measure of the difference between the entropy of a distribution \( p \), and the cross entropy of \( p \) and \( q \). Informally, it measures the relative “cost” that would be incurred if we were to try to use the distribution \( q \) to represent the distribution \( p \), instead of using \( p \) itself.

Although the use of KL-divergence may be desirable in some circumstances, other circumstances may make its use undesirable. For example, when \( q \) assigns zero probability to an event (e.g., Event X) which \( p \) assigns positive probability to, the KL divergence goes to infinity.
Statistical Classifiers

Instead of directly computing the similarity between two text documents, an ontology of document classes (e.g., either learned or hand-coded) could be used to assign each document a class, and see whether or not the two documents belong to the same class. More generally, one could compute for each document a distribution over the classes that the document could belong to, and compare the class distributions of two documents to measure their similarity.

One advantage of the class-based approach is that it can be used to give absolute assessments of relevance. An example of one way to do this is via a rule which says that documents are relevant if they are assigned to the same class. A different approach would be to compare the class distributions computed for each document using one or more similarity metrics (such as those described previously, for example), and consider the documents to be relevant if the score is above a predetermined threshold.

Statistical classifiers are tools that have been designed specifically for the purpose of assigning class labels to a document, and/or (for some classification methods) computing distributions over possible classes for a document. Such classifiers can be learned directly from training data, and in many cases can make very accurate decisions.

According to a specific embodiment, it may be preferable to use a Naive Bayes statistical classifiers model, since it is high bias and robust to noisy real-world data. However, it would still be good to experiment also with either multiclass logistic regression (also called a maximum entropy or log-linear model), with quadratic priors for normalization, and/or with multiclass support vector machine (SVM) models.

According to a specific embodiment, one way to classify a document into a set of topic classes is to use a multiclass classifier in which each topic is a class. This method is appropriate if we expect each document to have a single topic class. If, instead, each document may be labeled with a variable number of relevant topics, then it may be more effective to instead build a separate binary classifier for each topic; this may be referred to as one vs. all classification. This approach allows zero, one, or multiple topics to be detected on a single document.

Latent Semantic Measures

One drawback of the class-based approach is that it may require the use of a supervised (e.g., manually edited) training set of examples to train a statistical classifier that can be used to assign class labels. In some cases, unsupervised techniques such as latent semantic analysis (LSA) can also work well, without the need for manually edited examples. LSA is an application of matrix factorization techniques, in which the matrix in question is indexed by documents and terms, and the elements contain a representation of the magnitude of the occurrence of a particular word in a document. Many LSA variants exist, including the LSA technique based on the Principal Components Analysis (PCA) algorithm from linear algebra, as
well as Probabilistic Latent Semantic Indexing (pLSI), the Latent Dirichlet Allocation (LDA), and Non-negative Matrix Factorization techniques. They vary in both efficiency and solution quality.

In one embodiment, the LDA approach is recommended because it has a firm probabilistic foundation. Another advantage of using a system like LDA to assign topics to pages is that it is designed to allow each document to draw words from several topics.

**Ad Layout**

According to specific embodiments, one objective of an ad selection and layout system is to select a subset of the possible keyphrases and ads to display on a particular page and then to lay them out in a way that maximizes both readability and expected monetary value. To accomplish this, it is helpful to formalize the notion of a “good” layout as a scoring function, and then search over the space of possible layouts, to find the one with the highest score.

In designing a scoring function, it is also helpful to define and/or clarify various factors which contribute to “good” layouts and “bad” layouts. For example, in one embodiment, it is preferable that the score of a layout be based (at least partially) on a function of the average quality of the keyphrases and ads that it may include. In addition, the scoring function should preferably incorporate other features of the layout, such as the average distance between adjacent keyphrases, etc.

For page $p$ and highlighted keyphrase $h$, and let $k(h)$ be the keyphrase type of highlight $h$. Let $a$ be a vector of ads indexed by keyphrases appearing on the page, such that $a_k^*$ is the best ad $a \in A$ available for keyphrase $k$ (this is easily precomputed). Then a layout $\ell \subseteq H_p$ may include a subset of the keyphrase highlights possible for the page $p$, using this notation, we propose the following general scoring function:

$$s(\ell, p, a^*) = \sum_{h \in \ell} f(p, h, a_{k(h)}^*) + \sum_{i=0}^{d(h_i, h_{i+1})} g(d(h_i, h_{i+1}))$$

Note that $f(p, h, a)$ is the score given to a particular page/highlight/ad combination, $d(h_i, h_{i+1})$ is the distance between adjacent highlights $h_i$ and $h_{i+1}$, and $g$ is a function mapping integer distances (e.g., between adjacent highlights on the page) to real numbers.

According to a specific embodiment, when computing the page/highlight/ad scoring function $f$, it is preferable that the score incorporate both a relevance score as well as an expected monetary value (EMV) estimate. The relevance score can be taken directly from the relevance estimation module, and the EMV score can be computed from the CTR estimate and the cost per click (CPC) of the ad to be displayed:

$$EMV(p, h, a) = P_{CTR}(c = 1 \mid p, h, a) \cdot CPC(a)$$
In many cases, the relevance and EMV scores may be aligned, but in other cases it may be necessary to sacrifice one to improve the other, and vice-versa. According to specific embodiments, a variety of different techniques may be used to combine them into a single score. Examples of at least some of such techniques are provided below:

- Additively, such as, for example:
  \[ f(p,h,a) = \alpha EMV(p,h,a) + \beta Rel(p,k(h),a) \]

- Multiplicatively, such as, for example:
  \[ f(p,h,a) = (EMV(p,h,a))^{\alpha} (Rel(p,k(h),a))^{\beta} \]

- Using Thresholds, such as, for example:
  \[ f(p,h,a) = 1\{EMV(p,h,a) > t\} \cdot Rel(p,k(h),a) \]
  \[ f(p,h,a) = EMV(p,h,a) \cdot 1\{Rel(p,k(h),a) > t\} \]

In the above examples, EMV represents the expected monetary value, and Rel represents the relevance score. The additive and multiplicative options are similar, differing mostly in their behavior near zero. While an additive combination will simply average the two scores, a multiplicative combination will set the score to zero if either the EMV or the relevance score is zero. In at least one embodiment, the multiplicative combination may be preferable, since, for example, it will remove highlights which have a low EMV or low relevance.

A distance scoring function \( g \) may also be used to favor adjacent pairs of highlights that are sufficiently distant from each other. A simple way to do this would be with a linear penalty function which gives a linearly higher score to pairs that are far apart. Unfortunately, a function of this form would not penalize unevenly spaced highlights, as shown, for example, in Figures 13A-D.

Figures 13A-D depict graphical representations illustrating various behaviors associated with different types of distance scoring functions. For example, Figure 13A graphically illustrates various behaviors which may be associated with a specific embodiment of a linear scoring function. Figure 13B graphically illustrates various behaviors which may be associated with a specific embodiment of a negative exponential decay scoring function. Figure 13C graphically illustrates various behaviors which may be associated with a specific embodiment of a square root scoring function. Figure 13D graphically illustrates various behaviors which may be associated with a specific embodiment of a logarithmic scoring function. The examples shown in Figures 13A-D are intended to illustrate the computation of distance scores for different possible locations of a new highlight (e.g., ContentLink) to be inserted between the two existing highlights located, for example, at 0 and 10, respectively.
According to a specific embodiment, if a sublinear function were used, such as the negative exponential given by:

\[ g(x) = k(1 - e^{-x}) \]

the result may be that highlights that are adjacent have a minimum score of 0, and as they spread out (e.g., in distance from each other), their relative score approaches a maximum score of \( k \), as shown, for example, in Figures 13A-D.

Yet a third alternative would be a function such as the square root function:

\[ g(x) = k\sqrt{x} \]

which has a minimum score but no maximum score. That is, the further apart the highlights are, the better.

A fourth alternative would be a shifted log function which continues to grow, but does so very slowly. An example of such a shifted log function is given by:

\[ g(x) = \log(x + 1) \]

The space of possible layouts is large: \( 2^{H_p} \) where \( H_p \) is the set of possible highlights on a page \( p \). For this reason, the approach of enumerating all possible layouts, scoring them, and returning the highest scoring layout is undesirable. While in principle it may be desirable to search over all combinations of ads on all possible highlights of the page, we can improve efficiency somewhat by searching only over the subsets highlights. For example, various predefined filtering or selection criteria may be used to generate a subset of potential ads and/or highlights for analysis. According to a specific embodiment, for each highlight, we can independently select the best ad to show on that highlight. This removes redundant computation, and makes the search space smaller.

Alternatively, an approximate procedure may be used for finding “good” or “desirable” layouts. For example, according to one embodiment, a stochastic local search algorithm may be used which is based loosely on the well-known simulated annealing approach. Such an algorithm may include the steps of: sampling a new layout, scoring it, and then deciding whether to accept or reject the new layout. Additionally, in at least some embodiments, such an algorithm may be implemented in real-time using dynamic and/or automated processes. New layouts which are determined to be better than the current layout are always accepted.

However, at least some new layouts that are determined to be worse than the current layout may be accepted with a small probability which depends on how “bad” they are. The algorithm may also keep track of the best layout seen overall, and returns that, if desired. An example of pseudocode for such a proposed algorithm is illustrated in Figure 14.

Figure 14 shows an example of a portion of pseudocode 1400 representing a page layout algorithm which, for example, may be used a for implementing a specific embodiment of
a stochastic local search algorithm that may be utilized at the Layout Engine. As shown in example of Figure 14, variable and/or other parameters relating to the page layout algorithm may include, for example: a page \( p \), a scoring function \( s \) giving a real-valued score for each layout \( L \in 2^{\mathbb{U}} \) and page \( p \in \mathbb{P} \), the number of iterations \( n \), a temperature \( 0 < \tau \), and for each highlight \( h \), the best ad \( a^*_{k(h)} \) available on the keyphrase of that highlight. When the temperature \( \tau \) is large, the Hybrid System will be very willing to try low scoring layouts, and as \( \tau \) approaches zero, the Hybrid System will be unwilling to try layouts that score less than its current layout. A popular variant of this algorithm is to start it with a high value of \( \tau \), and slowly decrease \( \tau \) so that it is close to zero when the algorithm finishes.

According to specific embodiments, relative to the exploration phase (as described, for example, in greater detail below), one may view the Layout Module as implementing at least a portion of the exploitation phase, whereby the ad selection system exploits the current estimates of ad “goodness”, showing the ads it knows are most likely to be successful. In one embodiment, it is preferable for the layout system to interact with the exploitation system in various ways.

For example, one interaction with the exploration system stems from the fact that the Layout Module may need to incorporate some of the lower scoring exploration highlights in the layouts that it selects. Accordingly, in one embodiment, it is preferable that the Layout Module have a parameter \( x \) for the maximum number of exploration highlight/ad pairs to include in each layout. The Layout Module may then ask the exploration system for the \( x \) highlight/ad pairs that are most valuable to explore.

Once the Layout Module has this set of exploration highlights, there are several ways that the layout system could incorporate them into the final layout. For example, if the number of exploration highlights is very low (e.g., 1), then the layout system could just add them to the good highlights in the existing layout, possibly removing neighboring highlights if they are too close. A more sophisticated way of including them would be to force its inclusion in the layout, and rerun the layout search.

Another interaction with the exploration system stems from the need of the exploration system to assess which ads to explore. To compute the value of information, the exploration system may need to query the exploitation system about the current status of particular highlight/ads. It may need to know whether the ad is currently being shown, and also whether some projected history of counts (e.g., typically a sequence of clicks) would lead the Layout Module to change whether it is including the highlight in the currently layout.

**Exploration**
In the presence of perfect knowledge of CTRs, one could calculate relevance and layout values, and select ads as described above. However, in many cases at least some of the CTR estimates may be wrong. For example, consider an ad on a new keyphrase. We will have only very general grounds on which to predict the CTR, perhaps resulting in a low estimate and the keyphrase not being selected. If, on the other hand, the CTR is actually high, we will not discover this without trying the keyphrase out. This is an instance of the general tradeoff between exploitation, when we act in the way our estimates suggest, and exploration, when we act in a way which appears suboptimal for the sake of improving our estimates. This concept has been studied in the field of reinforcement learning.

There are again several schemes for incorporating some exploration into the ad selection process. For example, in one embodiment, it is recommended for all (or selected) exploration schemes setting aside a small fixed fraction of the ads on each page (such as, for example, 5-10%) for exploration. In other embodiments, this value may be higher or lower, depending upon desired characteristics. In any event, the amount of exploration may be tuned to reflect contextual ad service provider’s (or an individual publisher’s) tolerance for early error in exchange for eventual improvement.

One exploration scheme might choose ads for exploration uniformly at random from the ads that are not currently being shown on the page. This strategy would work reasonably well and be simple to implement. It would also provide an opportunity to test the utility of an exploration system. It may be very useful to test empirically whether by doing exploration the Hybrid System ever discovers new keyphrase/ad pairs for a page that have high EMV but which were not being discovered using just the existing CTR and Relevance estimates in the exploitation model.

According to specific embodiments, when an exploratory highlight/ad is to be displayed, it may be desirable to choose the ad that maximizes the value of the information that it will provide when we learn whether a user chose to click on it. Intuitively, the display of an ad can provide more valuable information if little is known about it and it has high CPC value. In contrast, there is little value in exploring ads that are known to be “good”, and thus are currently being shown by the exploitation model, and similarly for ads that are known to be “bad”.

In one embodiment, the value of information may be defined as the difference between the expected value of the actions we’d take with and without seeing the exact value of some variable. As applied to the on-line contextual advertising environment, the information we’re valuing is whether or not the user clicks on the particular ad the next time (or several times) that it is displayed. The action that this information could influence is whether we choose to show the highlight/ad pair on this page in the future.
For purposes of illustration, let S be the set of possible click streams we could observe over the next n displays if we should choose to explore the highlight/ad pair, and e be our current estimate of the value of the highlight/ad pair. Also let D = {0, 1} represent our decision about whether to display the highlight or not in the future. Then the value of the “perfect”
information we get from exploring the highlight/ad pair can be written as:

\[ VPI(S) = \sum_{s \in S} P(s)EU(D \mid s) - EU(D) \]

where s is the possible click stream, EU(D) is the Utility function of the decision to present certain set of highlights, EU(D|s) is the Utility of a certain set of highlights given a click on s, P(s) is the estimated probability of click (s), and EU(D) is the utility given set of highlights. Using this formula, for example, we can decide whether it is worthwhile exploring and/or exploiting selected data.

EXAMPLE INTERACTION DIAGRAMS OF HYBRID PROCESS

In one embodiment, operations at 12a/12b and 14a/14b of Figures 3B/3C may be implemented as a result of processing tag information.

Figures 3B, 3C, 3G, 3H, 3K, 3N, 3M, 3P, 3R illustrate different example embodiments of flow diagrams showing various types of information flows and processes which may be implemented or initiated at one or more systems for facilitating one or more of the hybrid contextual advertising techniques described herein.

For clarification purposes, in order to avoid any confusion which may arise due to similarities between visually similar letters and digits, Figures 3I, 3J, 3L, 3O, and 3Q are not represented in the Figures of this application.

In the example embodiment of Figure 3B, it is assumed that the Hybrid System provides all (or selected portions) of DOL data (73b) to client system (e.g., at time of providing hyperlink markup data to client).

In the example embodiment of Figure 3C, it is assumed that the Hybrid System dynamically generates and provides all (or selected portions) of DOL data (82c) to client system (e.g., in response to detecting cursor click/hover event over portion of marked-up content at client system).

As illustrated in the example embodiment of Figure 3G, the Hybrid System 304 provides (2) tag information (e.g., which may include includes the publisher ID as well as other scripted instructions) to the publisher server (PUB) 306. In at least one implementation, the publisher may utilize the tag information to generate one or more tags to be inserted or embedded (4) into one or more of the publisher’s web pages, as desired by the publisher.
In at least one embodiment, each embedded tag may include information relating to the publisher ID, and/or may also include other information such as, for example, one or more of the following (or combinations thereof):

- information relating to one or more preferred or desired add types to be displayed on that particular webpage;
- publisher channel ID information;
- publisher preferences relating to preferred or permitted DOL elements to be displayed on that particular webpage;
- publisher preferences relating to preferred or permitted markup of identified keyphrases or keyphrases on that particular webpage;
- other types of information relating to the publishers preferences, requirements and/or restrictions with respect to:
  - the markup or highlighting of keyphrases on a particular webpage;
  - the types of advertising to be displayed in connection with that particular webpage;
  - the types of related content to be displayed in connection with that particular webpage;
  - the types of DOL elements to be displayed in connection with that particular webpage;
  - etc.
- etc.

In one embodiment, dynamic content tags may be inserted or embedded as different distinct tags into each of the selected web pages. Alternatively, the tag information may be inserted into the page via a tag that is already embedded in each of the desired pages such as, for example, and ad server tag or an application server tag. In at least one embodiment, once present on the page, the tag may be served as part of the page that is served from the publisher's web server(s). In at least some embodiments, the tag on the publisher's page may include instructions for enabling the Hybrid-related tag information to be dynamically served (e.g., by 3rd party server) to client system.

As illustrated in the example embodiment of Figure 3G, it is assumed at (6g) that a user at the client system 302 has initiated a URL request to view a particular web page such as, for example, www.yahoo.com. Such a request may be initiated, for example, via the Internet using an Internet browser application at the client system.
In at least one embodiment, when the URL request is received at the publisher server 306, the server responds by transmitting or serving (8g) web page content, including the tag information, to the client system 302.

As shown at (10g), the client system processes the tag information. In at least one embodiment, at least a portion of the received tag information may be processed by the client system's web browser application.

In at least one embodiment, the processing of the tag information at the client system may cause the client system to automatically and dynamically parse (10g) the received web page content and/or to generate one or more chunks of plain text based upon the parsed content.

In at least one embodiment, the parsing of web page or document content may include, but is not limited to, one or more of the following (or combinations thereof):

- Identifying main content block of a target document
- Extracting semi structured information and clean plain text
- Converting HTML to clean plain text
- Removing all (or selected) menus, advertisements, and link boxes etc.
- Generating clean text output of content only, without external noise, while retaining semi structured information such as, for example, titles, bold elements, meta information, etc.
- Performing chunking operations for generating chunks of clean text output which may then be provided to the Hybrid System for further contextual search analysis and processing.

In at least one embodiment, at least a portion of the parsing operations performed at the client system may be implemented by a Parser component (such as, for example, 251c, Figure 2c). In at least one embodiment, the tag information which is processed at the client system may include executable instructions (e.g., via a scripting language such as, for example, Javascript, ActiveX, etc.) which, when executed, causes the client system to automatically and dynamically parse (10g) the received web page content and/or to generate one or more chunks of plain text based upon the parsed content.

In at least one embodiment, the processing of the tag information at the client system may also cause the client system to automatically generate (12g) a unique SourcePage ID for the received web page content, and to transmit (14g) the SourcePage ID (along with other desired information) to the Hybrid System 304. Examples of other types of information which may be sent to the Hybrid System (e.g., at 14g) may include, but are not limited to, one or more of the following (or combinations thereof):

- Publisher ID information;
• Web page URL;
• Channel ID information;
• Chunk(s) of parsed content (e.g., first chunk of parsed content)
• etc.

In at least one embodiment, a SourcePage ID represents a unique identifier for a specific web page, and may be generated based upon text, structure and/or other content of that web page. In at least one embodiment, the first chunk of parsed web page content may be used as the SourcePage ID. In at least one embodiment, the SourcePage ID may be based solely upon selected portions of the web page content for that particular page, and without regard to the identity of the user, identity of the client system, or identity of the publisher. However, in at least some embodiments, the SourcePage ID may be used to uniquely identify the content associated with specific personalized web pages, customized web pages, and/or dynamically generated web pages, which, for example, may be specifically customized by the publisher based on the user’s identity and/or preferences.

Upon receiving the SourcePage ID information (as well as other related information, if desired), the Hybrid System uses the SourcePage ID information to determine (16g) whether there exists current/recently cached relevancy analysis results for the specified SourcePage ID (e.g., at Hybrid System Cache 244). In at least one embodiment, such cached information may be considered to be recent or current if it is determined that the cached information has been generated within a maximum specified time value $T$ (e.g., where, for example, the value $T$ may represent a time value (such as, for example, 4 hours, 12 hours, 24 hours, 48 hours, and/or other time values within the range of 4-48 hours, for example).

For example, in at least one embodiment, the cached information may be considered to be recent or current if it is determined that the cached information has been generated within the past 24 hours. Similarly, the cached information may be considered to be old or stale (or not current) if it is determined that the cached information has been generated more than 24 hours ago.

In at least one embodiment, if it is determined that there exists current/recently cached relevancy analysis results for the specified SourcePage ID, the Hybrid System may chose to forgo new/additional processing and/or analysis of the Source web page content, and instead use at least a portion of the cached information associated with the identified SourcePage ID. A specific example embodiment of this is illustrated, for example, at operations (16p), (18p) of Figure 3P.
In at least one embodiment, the cached information may include, for example, one or more of the following (or combinations thereof) types of information (e.g., which are associated with the web page content for the identified SourcePage ID):

- Chunk(s) of parsed web page content associated with the SourcePage ID
- KeyPhrase-Page Topic relatedness (or relevancy) score values
- KeyPhrase-Corpus Topic relatedness (or relevancy) score values
- Page Topic-Corpus Topic relatedness (or relevancy) score values
- KeyPhrase candidate information
- Page topic information
- Timestamp data
- Source page URL
- SourcePage ID
- etc.

In at least one embodiment (as illustrated, for example, in the specific example embodiments of Figures 3B and 3C), if it is determined that there does not exist current/recently cached relevancy analysis results for the specified SourcePage ID, the Hybrid System may respond by identifying the URL associated with the SourcePage ID, and by retrieving and/or crawling (e.g., 18g, 18c) (or by instructing automated agents to crawl) the web page content corresponding to the identified URL.

Returning to the specific example embodiment of Figure 3G, it is assumed, in this particular example, that there does not exist current/recently cached relevancy analysis results for the specified SourcePage ID. Accordingly, in at least one embodiment, the Hybrid System may transmit (15g) a communication to the client system, requesting or instructing the client system to send or upload a first (or next) chunk of parsed content to the Hybrid System.

For example, in the specific example embodiment of Figure 3G, it is assumed (at 15g) that the client system has not yet provided any chunks of parsed content to the Hybrid System. Accordingly, in a particular example embodiment, the Hybrid System may instruct the client to upload the first chunk of parsed web page content, and the client system may respond by transmitting or uploading (18g) a first chunk of parsed web page content to the Hybrid System.

In at least one embodiment, each chunk of parsed content may be configured or designed to include about 100-400 characters (e.g., about 200 characters). In some embodiments, the Hybrid System may instruct the client system to upload multiple chunk(s) to the Hybrid System over one or more sessions.

In a different example embodiment, as illustrated in Figure, for example, where the client system has previously uploaded (e.g., 14m) the first chunk of parsed content, the Hybrid
System may initially process and analyze (e.g., 16m) the received first chunk of parsed content, and thereafter, may subsequently instruct (15m) the client system (if desired) to upload the next chunk of parsed web page content to the Hybrid System.

Returning to the specific example embodiment of Figure 3G, the Hybrid System may perform (e.g., in real-time) contextual/relevancy search and markup analysis on the received chunk(s) of parsed web page content. Additionally, in at least some embodiments, the Hybrid System may perform (e.g., in real-time) contextual/relevancy search and markup analysis on other types content which, for example, which the Hybrid System (and/or any of its crawler agents) has retrieved from other types of content sources such as, for example, one or more of the following (or combinations thereof):

- target pages,
- landing URL pages,
- related pages (e.g., selected pages from the publisher’s web site, related pages from advertiser website, etc.),
- related content,
- ad descriptions and/or other ad content,
- etc.

According to different embodiments, the Hybrid System may be operable to perform (e.g., using at least a portion of the received chunks of parsed content) various different types of contextual/relevancy search and markup analysis operations, which, for example, may include, but is not limited to, one or more of the various types of operations and/or procedures described herein, at least a portion of which may each be implemented automatically, dynamically and/or in real-time.

As shown at (20g), the Hybrid System may process chunk(s) of parsed content (e.g., received from client system). In at least one embodiment, such processing may include, but are not limited to, initiating and/or implementing one or more of the following types of operations (or combinations thereof):

- Performing Page Classification (e.g., using at least a portion of the received chunks of parsed content associated with the identified Source web page).
- Performing Phrase Extraction (e.g., using at least a portion of the received chunks of parsed content associated with the identified Source web page).
- Identifying candidate KeyPhrases for the identified Source web page.
- Identifying page topic(s) for the identified Source web page.
- Performing relevancy (or relatedness) analysis on identified candidate KeyPhrases
- Performing relevancy (or relatedness) analysis on identified candidate Page Topics
• Generating relevancy/relatedness analysis output data (e.g., relevancy analysis results), which, for example, may include, but is not limited to, one or more of the following types of data (or combinations thereof):
  o KeyPhrase-Page Topic relatedness (or relevancy) score values
  o KeyPhrase-Corpus Topic relatedness (or relevancy) score values
  o Page Topic-Corpus Topic relatedness (or relevancy) score values
  o List of KeyPhrase candidates
  o Page topic data
  o Timestamp data
  o Source page URL
  o SourcePage ID
  o Chunk(s) of parsed web page content
  o etc.

In at least one embodiment, during the page topic classification processing, the parsed source page information (including, for example, title, main content block, and/or meta information) is analyzed (e.g., at the Hybrid System) and evaluated for its relatedness to each (or selected) of the topics identified in the dynamic taxonomy database (DTD). In at least one embodiment, the output of the page topic classification processing includes a distribution of topics and associated relatedness scores representing each topic’s respective relatedness to the main content block of the source web page (as well as other types of parsed source page information (e.g., source page title, meta data, etc.) which may have also been considered during the page topic classification processing).

In at least one embodiment, page topic classification processing may include one or more of the operations discussed previously, for example, with respect to Figure 3A.

In at least one embodiment, the Phrase Extraction process extracts and classifies meaningful phrases from the main content block of the parsed Source page content. This may include, for example, tagging part-of-speech for all (or selected) words in the content block, grouping words into phrases based on ‘Noun Phrases’, ‘Verb Phrases’, NGrams, Search Queries, meta KeyPhrases etc. In one embodiment, the output of this process is the list of all (or selected ones of) potential keyphrases.

In at least one embodiment, a respective KeyPhrase relatedness score may be determined for each of the identified KeyPhrases, and subset of KeyPhrases may be selected as KeyPhrase candidates based on relative values of their respective relatedness scores.

In at least one embodiment, the Hybrid System may compute a distribution of the relatedness of selected KeyPhrases to each topic of the related content corpus/DTD. In some
embodiments, each KeyPhrase in the corpus has an associated relatedness score based on all (or selected ones of) its occurrences in the past (inside and outside the Hybrid affiliated sites). This score may represent the distance between each of the pages the phrase appeared in, and the (human and/or automated) classified pages that represent the specific node. In at least one embodiment, the distance may be computed based on cosine similarity between the specific context, and each of the documents for each of the nodes, and the score may represent an average distance to all (or selected ones of) the document(s) being analyzed by the Hybrid System.

As shown at (21g), the Hybrid System may cache (e.g., in Cache 244) at least a portion of the output data of the processing/relevancy analysis, as well as associated information, if desired. In at least one embodiment, the Hybrid System may also be operable to cache other types of information such as, for example, one or more of the following (or combinations thereof):

- Ad Final_Score values,
- RC Final_Score values,
- Ad Related Score values,
- RC Related Score values,
- TotalQuality Score values,
- DOL related score values,
- KeyPhrase-DOL score values,
- EMV values,
- ERV values,
- CTR estimates,
- etc.

As shown at (22g), the Hybrid System may determine (22g) whether or not it is desirable or necessary to processes additional chunk(s) of parsed content for the identified Source web page. For example, as illustrated in the example embodiment of Figure 3G, if the Hybrid System determines that it is desirable or necessary to processes additional chunk(s) of parsed content for the identified Source web page, the Hybrid System may request (15g) or instruct the client system to upload a next chunk (chunks) of parsed web page content to the Hybrid System, whereupon the client system may then respond by transmitting (18g) or uploading a next chunk(s) of parsed web page content to the Hybrid System. The Hybrid System may then process and analyze (20g) the next received chunk(s), cache (21g) the results, and then determine (22g) once again whether or not it is desirable or necessary to processes additional chunk(s) of parsed content for the identified Source web page.
In at least one embodiment, the Hybrid System may continue to request and/or analyze parsed web page content associated with the source page URL until the entirety of the parsed web page content has been analyzed, and/or until the Hybrid System has determined that it has acquired/generated sufficient relevancy analysis output data to enable the Hybrid System to adequately and subsequently perform specifically desired or required operations, such as, for example, one or more of the following (or combinations thereof) types of operations:

- Solicit bid(s) from one or more Ad Server(s)
- Identify/Select candidate Ads, Related Content
- Select KeyPhrases to be highlighted/marked-up
- Identify/Select candidate DOL elements
- Determine final DOL layout(s), DOL elements
- Select final Ad(s) to be displayed in DOL(s)
- etc.

As shown at (24g), the Hybrid System may solicit bid(s) for advertisements from one or more Ad Server(s). In at least one embodiment, the Hybrid System may provide multiple candidate KeyPhrases and/or multiple candidate page topics to each of the selected Ad Servers. For example, in at least one embodiment where it is desired to solicit bids for advertisements to be displayed (e.g., at the client system) in association with the display of the Source web page content, the Hybrid System may be operable to provide a plurality of selected candidate KeyPhrases and/or candidate Page Topics (e.g., ranging from about 5-15 KeyPhrases) to about 5-15 different Ad Servers. In at least one embodiment, the Hybrid System may be configured or designed to send out at least multiple ad solicitation requests at about the same time to multiple different Ad Servers.

As described in greater detail herein (such as, for example, with respect to Figure 10), one or more different types of ad bidding processes may be utilized for acquiring and/or identifying a portion of the ad candidates which may be considered for selection and presentation at the client system. Examples of the various types of ad bidding processes which may be utilized may include, but are not limited to, one or more of the following (or combinations thereof):

- **Manual-type Ad Bidding Process** – In at least one embodiment, the Advertiser (or ad campaign provider) manually inputs and/or selects Keyphrases or KeyPhrases (KPs) to be associated with each given Ad. In at least one embodiment of the Manual-type Ad Bidding Process, the advertiser may upload a list of KeyPhrases and may bid a desired CPC amount for each KeyPhrase.
• **Topic-type Ad Bidding Process** – In at least one embodiment, the Advertiser (or ad campaign provider) inputs or selects one or more topic(s) relating to a given Ad. In at least one embodiment of the topic-type ad bidding process, the advertiser may provide topic input regarding one or more selected page topics which the advertiser has determined (and/or desires) to be related to a given Ad. In at least one embodiment, the Hybrid System may be operable to analyze a given ad, and to provide recommended, contextually relevant KeyPhrase candidates for the ad using on topic input data provided by Advertiser.

• **Automated-Type Ad Bidding Process** – In at least one embodiment of the automated-type ad bidding process, the advertiser (or ad campaign provider) provides Ad data (e.g., corresponding to one or more ads), and the Hybrid System uses the input ad data (provided by the advertiser) to automatically perform all other operations which may be needed/desired for creating and implementing a successful ad campaign using at least a portion of the advertiser’s ads. For example, in at least one embodiment, the Hybrid System may be operable to automatically and dynamically perform one or more of the following (e.g., for creating and implementing a successful ad campaign for the advertiser):
  - Analyze the ad data provided by the advertiser;
  - Perform ad topic classification processing on at least a portion of the input ad data., which, for example, may include analyzing or evaluating each of the ads (e.g. provided by the advertiser) for its relatedness to each (or selected ones) of the topics identified in the dynamic taxonomy database (DTD). In at least one embodiment, the ad topic classification processing may include analyzing the landing URL page content associated with each of the ads for its relatedness to each (or selected ones) of the topics identified in the dynamic taxonomy database (DTD). In at least one embodiment, the output of the ad topic classification processing includes a distribution of topics and associated relatedness scores representing each topic’s respective relatedness to each of the advertiser’s ads. (see, e.g., 1604, 1606, 1608, Fig. 16A);
  - Analyze and classify selected pages of the advertiser’s website;
  - Automatically select, based at least in part upon the analysis/classification of selected pages of the advertiser’s website, at least one set of contextually relevant KeyPhrases which best match or relate to the content on the advertiser’s site. In at least one embodiment, the Hybrid System may automatically identify and/or select different sets of contextually relevant KeyPhrases to be associated with respectively different portions or channels of the advertiser’s site.
- Determine, identify and select, using at least a portion of the ad data provided by the advertiser, a respective set of contextually relevant KeyPhrases (KPs) to be associated with each of the advertiser’s ads. In at least one embodiment, a respective set of contextually relevant KeyPhrases (KPs) may be associated with a respective ad of the advertiser’s ads. Additionally, in some embodiments, some of the different sets of contextually relevant KeyPhrases (KPs) may include one or more similar and/or identical KeyPhrases.

- etc.

In at least one embodiment, in response to the ad solicitation requests, the Hybrid System may receive a plurality of different ad candidates from multiple different Ad Servers. In at least one embodiment, each ad candidate may include (or have associated therewith) a respective set of ad information (also referred to as “ad data”) which, for example, may include, but is not limited to, one or more of the following (or combinations thereof):

- Landing URL,
- Title of Ad,
- Description of Ad,
- Graphics/Rich Media,
- CPC (e.g., cost-per-click or amount bidder willing to pay per click),
- etc.

Returning to the specific example embodiment of Figure 3G, as shown at (26g), the Hybrid System may identify and/or select one or more potential Ad candidates, Related Content candidates, etc. According to different embodiments, one or more different types of processes may be utilized for identifying and/or determining at least a portion of the ad candidates and/or related content candidates which may be considered for selection and presentation at the client system.

For example, in at least one embodiment, the Hybrid System may be operable to automatically and dynamically perform ad topic classification processing on each (or selected ones) of the ad candidates. Examples of various different types of operations which may be initiated or performed during the ad topic classification processing may include, but are not limited to, one or more of the following (or combinations thereof):

- Performing ad topic classification processing on at least a portion of the input ad data associated with each ad candidate (e.g., Landing URL, Title of Ad, Description of Ad, Graphics/Rich Media, CPC, etc.).
- Analyzing or evaluating each of the ad candidates for its relatedness to each (or selected ones) of the topics identified in the dynamic taxonomy database (DTD);
• Analyzing the landing URL page content associated with each of the ad candidates for its relatedness to each (or selected ones) of the topics identified in the dynamic taxonomy database (DTD);

• Generating, for an identified ad candidate, ad ad-topic relatedness score values representing each topic's respective relatedness to the identified ad candidate. In at least one embodiment, calculation of the ad-topic relatedness score value(s) for an identified ad may be based, at least in part, upon classification ad elements, including, for example, the ad title, ad description, and content associated with the ad landing URL.

In at least one embodiment, the output of the ad topic classification processing includes a distribution of topics and associated relatedness scores representing each topic's respective relatedness to each of the advertiser's ad candidates. (see, e.g., 1604, 1606, 1608, Fig. 16A).

As described in greater detail herein, the Hybrid System may be operable to automatically and dynamically calculate additional scoring and/or relevancy values (e.g., as part of the Ad Selection process and/or Related Content selection process) such as, for example, one or more of the following (or combinations thereof):

• EMV values (e.g., 1604d, 1606d, 1608d) (e.g., for each of the identified ad candidates);

• Ad Quality Score values (e.g., 1604e, 1606e, 1608e) (e.g., for each of the identified ad candidates). In at least one embodiment, the Ad Quality Score value (e.g., for a selected ad or ad candidate) may represent the amount or degree of relatedness (or similarity) between the vector of topics of the source page and the vector of topics of the selected ad.

• Final Score Values (e.g., 1604f, 1606f, 1608f) (e.g., for each of the identified ad candidates)

• ERV values (e.g., 1654d, 1656d, 1658d) (e.g., for each of the identified related content element candidates);

• Ad Quality Score values (e.g., 1654e, 1656e, 1658e) (e.g., for each of the identified related content element candidates);

• Final Score Values (e.g., 1654f, 1656f, 1658f) (e.g., for each of the identified related content element candidates)

• etc.

In at least one embodiment, the relevancy and/or scoring values may be used to select and/or rank the most desirable and/or suitable ad candidates (e.g., 1620) for an identified source web page (e.g., 1602). More specifically, as illustrated in the example embodiment of Figure
16A, the final result (1620) of the ad selection process 1600 includes ad information (and related ranking information 1622) corresponding to 3 potential ad candidates (e.g., Ad2, Ad1, Ad3).

Returning to the specific example embodiment of Figure 3G, as shown at (28g), the Hybrid System may score candidate KeyPhrases for DOL analysis. In at least one embodiment, the selection of the final KeyPhrase candidates to be highlighted/mark up may be performed at the Hybrid System by scoring each (or selected ones) of the candidate KeyPhrases and identifying the KeyPhrases which maximize relevancy and yield to the source and target (e.g., landing URL) pages. In at least one embodiment, a respective Final_Score value may be calculated for each (or selected) possible source-KeyPhrase-target combination. Specific example embodiments KeyPhrase scoring procedures are described, for example, with respect to operational block 1013 (Figure 3A) and Figure 3D.

As shown at (30g), the Hybrid System may identify/select one or more candidate DOL components. Specific embodiments of at least one DOL Element Selection Procedure are illustrated and described, for example, with to operational block 1014 (Figure 3A) and Figure 3E. Additionally, in at least one embodiment, as illustrated in the example embodiment of Figure 16G, for example, the Hybrid System may be operable to identify and/or select related content candidates (and/or DOL elements) using a Related Content Selection Process which is similar in many respects to the Ad Selection Process illustrated and described with to Figure 16A, with the exception that ERV (expected return value) may be used to compute the Final_Score for each source-RC-target combination.

As shown at (32g), the Hybrid System may determine at least one DOL layout (and associated DOL elements, selected KeyPhrase(s) for highlight/ markup) which is to be displayed at the client system. Specific embodiments of at least one DOL Element Selection Procedure are illustrated and described, for example, with to operational block 1015 (Figure 3A) and Figure 3F.

As shown at (34g), the Hybrid System may generate page modification instructions/information which, for example, may include, but is not limited to, one or more of the following (or combinations thereof):

- Page content (new and/or original),
- Page modification instructions,
- Markup instructions,
- Advertising information,
- Hyperlink data,
- DOL data,
- Related content information,
o Relevancy scoring information,
  o KeyPhrase information,
  o etc.

As shown at (38g) the Hybrid System may send the page modification instructions/information to the client system. In a specific embodiment, the web page modification instructions may include highlight/markup instructions, which, for example, may be implemented using a scripting language such as, for example, Javascript.

According to different embodiments, the page modification instructions/information may include, but is not limited to, one or more of the following (or combinations thereof):

- KeyPhrase markup data (e.g., relating to one or more KeyPhrases identified in the original content of the source web page which has/have been selected for highlight/markup modification operations),
- page modification instructions,
- hyperlink data (e.g., relating to one or more URLs),
- dynamic overlay layer (DOL) data,
- ad information
- etc.

As illustrated in the example embodiment of Figure 3G, when the web page modification instructions are received at the client system, the client system processes the instructions, and in response, modifies (40g) the display of the web page content in accordance with the page modification instructions and KeyPhrase markup information.

In at least one embodiment, the client system may perform markup operations on the identified KeyPhrase to cause a keyphrase to be highlighted on the client system display. Upon detecting a cursor click/hover event over a portion of the highlighted KeyPhrase, the client system may respond by sending a notification message to the Hybrid System, informing the Hybrid System of the detected cursor click/hover event over the highlighted KeyPhrase. The Hybrid System may then take appropriate action at that time to select the final ad (e.g., from the multiple different ad candidates) to be linked to the highlighted KeyPhrase at the client system.

According to at least one embodiment, the web page modification instructions may include instructions for modifying, in real-time, the display of web page content on the client system by inserting and/or modifying textual markup information and/or dynamic content information. Because the web page modification operations are implemented automatically, in real-time, and without significant delay, such modifications may be performed transparently to the user. Thus, for example, in at least one embodiment, when the user submits a URL request at the client system to view a web page (such www.yahoo.com, for example), the client system
may receive web page content from www.yahoo.com, and will also receive web page modification instructions from the Hybrid System. The client system may then render the web page content to be displayed in accordance with the received web page modification instructions.

As shown at 42g, it is assumed that the client system has detected a cursor click/hover event at (or over) a portion of a highlighted or marked up KeyPhrase. In at least one embodiment, such an event may be caused and/or initiated as a result of input from the user such as, for example, the user positioning the mouse cursor to hover over and/or select (e.g., via mouse click or other type of display content selection mechanism(s)) one of the highlighted KeyPhrases which was dynamically highlighted/marked up in accordance with the received page modification instructions/information.

In at least one embodiment, the client system may implement or initiate different types of response procedures, depending upon whether the detected event relates to a cursor hover (e.g., mouseover) event or a selection (e.g., mouse click) event.

As shown at 43g, the client system may respond to the detected cursor click/hover event by automatically and dynamically displaying a first dynamic overlay layer (DOL) (or pop-up window, etc.) which includes a first portion of ad information.

As shown at 44g, information relating to the detected cursor click/hover event and DOL display event may be automatically reported by the client system to the Hybrid System.

As shown at 46g, the Hybrid System may log information relating to the detected cursor click/hover event and/or DOL display event which occurred at the client system.

As shown at 48g, the Hybrid System may optionally query one or more Ad Server(s) for updated ad information, and/or may optionally perform additional analysis (e.g., ad selection analysis, relevancy analysis, DOL element selection analysis, related content selection analysis, etc.) using any updated ad information received from any of the queried Ad Server(s). In at least one embodiment, querying of the Ad Server(s) (e.g., at 48g) may skipped or aborted if wait time exceeds or is expected to exceed a predetermined threshold value (e.g., skip or abort if wait time > 500mS +/- 200mS)

As shown at 50g, the Hybrid System may dynamically perform analysis and selection of a final ad which is to be displayed at the client system.

As shown at 50g, the Hybrid System may dynamically perform analysis and selection of one or more final ad(s) which is/are to be displayed at the client system.

As shown at 52g, the Hybrid System may dynamically perform analysis and selection of one or more DOL Layout(s) (and associated DOL element(s)) which is/are to be displayed at the client system.
As shown at 60g, the Hybrid System may provide updated Ad data, and/or updated DOL instructions/information to the client system.

As shown at 70g, it is assumed that the client system has detected a cursor click/hover event at (or over) a portion of a highlighted or marked up KeyPhrase.

As shown at 72g, the client system may respond to the detected cursor click/hover event by automatically and dynamically displaying a second dynamic overlay layer (DOL) (or pop-up window, etc.) which includes a second portion of ad information. In some embodiments, the layouts of the first and second DOL layers may be identical or substantially similar. In other embodiments the layouts of the first and second DOL layers may differ.

As shown at 74g, information relating to the detected cursor click/hover event and DOL display event may be automatically reported by the client system to the Hybrid System.

As shown at 76g, the Hybrid System may log information relating to the detected cursor click/hover event and/or DOL display event which occurred at the client system.

As shown at 80g, Cursor click event detected at hyperlink of DOL

As shown at 82g, Cursor click DOL hyperlink event data, URL data may be reported to the Hybrid System. and logged (84g) at the Hybrid System.

According to at least one embodiment, the action of the user clicking on one of the contextual ads causes the client system to transmit a URL request to the Hybrid System. The URL request may be logged in a local database at the Hybrid System when received. The URL may include embedded information allowing the Hybrid System to identify various information about the selected ad, including, for example, the identity of the sponsoring advertiser, the KeyPhrase(s) associated with the ad, the ad type, etc. The Hybrid System may use at least a portion of this information to generate redirected instructions for redirecting the client system to the identified advertiser. Additionally, the Hybrid System may also use at least a portion of the URL information during execution of a Dynamic Feedback Procedure. In at least one embodiment, the Dynamic Feedback Procedure may be implemented to record user click information and impression information associated with various keyphrases.

As shown at 84g, 86g, the Hybrid System may respond by generating and sending a redirect message to the client system.

As shown at 90g, the user redirected to Advertiser Site (e.g., landing URL)

In at least some embodiments, the page modification instructions/information may include ad information relating to multiple different ads (and/or multiple different ad servers) which have been selected (e.g., based on computed relevancy and/or scoring values and/or other criteria) as ad candidates for presentation at the client system display in association with a given web page that is (or will be) displayed at the client system.
Further, in at least some embodiments, selection of the final list of ad candidates to be considered (e.g., for presentation at the client system display in association with a given web page that is (or will be) displayed at the client system) may occur before final selection has been determined of the actual KeyPhrase(s) which are to be marked up and converted to hyperlinks.

For example, as illustrated in the example embodiment of Figure 3B, the Hybrid System may be operable to dynamically generate and provide all (or selected portions) of DOL layout data (e.g., as shown at 73b) to the client system before the user performs a mouseover or click operation at/over one of the displayed highlighted KeyPhrases.

In other embodiments, as illustrated in the example embodiment of Figure 3C, the Hybrid System may be operable to dynamically generate and provide all (or selected portions) of the DOL element and/or DOL layout data (82c) in response to detecting cursor click/hover event at/over one of the displayed highlighted KeyPhrases.

In some alternate embodiments, as illustrated, for example, in the example embodiments of Figures 3G, 3H, 3K, 3N, the client system may be operable to automatically and/or dynamically initiate and/or perform various aspects, features and/or operations relating to one or more of the hybrid contextual analysis and display techniques disclosed herein, such as, for example, one or more of the following (or combinations thereof):

- Parse web page content retrieved from online publishers or content providers;
- Generate chunks of clean or pure text output;
- Transmit or provide chunks of clean or pure text output to the Hybrid System for further contextual search and markup analysis;
- Generate an identifier (e.g., SourcePage ID) which represents the content associated with a given web page. In at least one embodiment, a unique SourcePage ID may be created or generated for a given web page or document, wherein the SourcePage ID is representative of the main content (which, for example, may include static and/or dynamically generated content) associated with that particular web page (e.g., which is to be displayed at that particular client system). Accordingly, in at least one embodiment, the SourcePage ID may correspond to a fingerprint or hash value which is representative of the main or primary content associated with that particular version or instance of the web page or document. For example, in at least one embodiment, the client system may be operable to:
  - parse a given web page,
  - identify and extract the main content block of that web page,
• Generate clean text output version of the main content block
  
• Use clean text output version of the main content block to generate a SourcePage ID for that particular web page
  
• Provide SourcePage ID information to the Hybrid System. In at least one embodiment, the Hybrid System may cache selected SourcePage ID information received from various different client systems so that such information may be utilized (e.g., by the Hybrid System and/or client system(s)) during subsequent contextual analysis operations.

• Cache (e.g., in local memory) various types of information provided by the Hybrid System such as, for example, one or more of the following (or combinations thereof):
  
  o relevancy scoring information (e.g., Ad_Final_Score values, RC_Final_Score values, Ad_Related_Score values, RC_Related_Score values, TotalQuality_Score values, DOL related score values, KP-DOL score values, etc.)
  
  o EMV values
  
  o ERV values
  
  o CTR estimates
  
  o SourcePage ID values
  
  o etc.

In at least one embodiment, the Hybrid System and/or client system(s) may use the cached SourcePage IDs to determine whether an identified web page (e.g., web page to be displayed at the client system, related content page, advertiser page, etc.) has previously been processed for contextual KeyPhrase and markup analysis. In at least one embodiment, if the SourcePage ID of the identified web page matches a SourcePage ID in the cache, it may be determined that the identified web page has been previously processed for contextual KeyPhrase, relevancy scoring, and markup analysis. Accordingly, in at least one embodiment, further processing of the identified webpage (e.g., for contextual KeyPhrase, relevancy scoring, and/or markup analysis) need not be performed, and at least a portion of the results (e.g., relevancy scores, KeyPhrase data, markup information) from the previous processing of identified web page may be utilized.

In some embodiments, as illustrated in the example embodiments of Figures 3K, 3N, for example, the Hybrid System may identify and/or determine (e.g., 31k), before detection of a cursor click/hover event at/over one of the displayed highlighted KeyPhrases (e.g., 42k), a final list of ad candidates to be considered for presentation at the client system display (e.g., in association with a given web page that is (or will be) displayed at the client system).
Alternatively, as illustrated in the example embodiment of Figure 3M, the
determination/selection of the final ad (e.g., 50m) to be displayed (e.g., 62m) within the a
given DOL layer (e.g., DOL Layout A, which is to be displayed in response to cursor
click/hover event (42m) is not performed until after the detection of a cursor click/hover event
at/over one of the displayed highlighted KeyPhrases (e.g., 42m).

In at least one embodiment, during the process of selecting the final ad, the Hybrid
System and/or client system may (optionally) obtain (e.g., in real-time) updated ad inventory
information, which, for example, may include querying one or more of the ad servers for real-
time updates of available ad inventory. In at least one embodiment, during the process of
selecting the final ad, the Hybrid System may re-compute and/or update (e.g., in real-time) at
least a portion of the associated relevancy and scoring values relating to one or more ad
candidates. In at least one embodiment, the Hybrid System may use the updated relevancy and
scoring values to select, as the final ad, an ad candidate which was not included in the original
list of multiple different ad candidates. In some embodiments, the Hybrid System may use the
updated relevancy and scoring values and/or updated ad inventory information to select a final
ad from the remaining ad candidates still available from the list of multiple different ad
candidates.

Additionally, as illustrated in the example embodiment of Figure 3G, at least a portion
of the operations relating to DOL element identification and/or DOL layout determination may
be performed (e.g., by the Hybrid System) in response to detection of a cursor click/hover event
at/over one of the displayed highlighted KeyPhrases (e.g., 42g). In other embodiments, as
illustrated in the example embodiment of Figure 3N, for example, the Hybrid System may be
operable to perform DOL element identification/selection and/or DOL layout determination
before detection of a cursor click/hover event at/over one of the displayed highlighted
KeyPhrases (e.g., 42n).

As illustrated in the example embodiment of Figure 3R, at least some of the DOL
element/layout analysis and selection operations may be based, at least in part, upon the type of
ad (e.g., Ad Type) to be displayed. For example, in at least one embodiment, at least a portion
of the example flow diagram of Figure 3R may be utilized for implementing the example multi-
step combinational advertising technique illustrated in Figures 7A-B in which a first type of
DOL layout (e.g., Layout A – Floating-type DOL) is selected for use in displaying (43r) an
initial floating-type ad, and a second type of DOL layout (e.g., Layout B - expanded-type DOL)
is selected for use in subsequently displaying (72r) a non-floating-type ad and related content.

As described in greater detail herein, the Hybrid System may also automatically and
asynchronously crawl, analyze, score and/or otherwise process identified target content which,
for example, may include, but is not limited to, one or more of the following (or combinations thereof):

- advertising content (e.g., associated with all (or selected) ad candidates),
- web page content associated with landing URLs of identified ads,
- and/or other types of potentially related content.

In at least one embodiment, a separate process or thread running on the Hybrid System may continuously and/or periodically crawl, analyze, and score identified target content. In at least one embodiment, this process may run independently and asynchronously with respect to the real-time processing and contextual/markup analysis of web page content to be displayed on the client system(s).

Further, in at least some embodiments, the Hybrid System may be operable to automatically and dynamically perform at least a portion of its various target content crawling, analyzing, and/or scoring operations on-demand, on-the-fly, and/or in real-time, as needed (or desired). For example, in at least one embodiment, the Hybrid System may be operable to automatically and dynamically perform at least a portion of the various target content crawling, analyzing, and/or scoring operations on-the-fly (e.g., and in real-time) in response to one or more conditions or events such as, for example, one or more of the following (or combinations thereof):

- receiving and/or identifying new or updated ad information (e.g., from AD server 308);
- detection of at least one ad bidding response (e.g., from one or more AD servers);
- receiving and/or identifying new or updated landing URL information
- receiving and/or identifying new or updated related content information;
- receiving and/or identifying new or updated links to potentially related content;
- receiving and/or identifying new or updated links to previously analyzed source pages, related pages, related content, ad sources, etc.
- identifying new or updated URLs associated with one or more online publishers or content providers;
- receiving and/or identifying new or updated information relating to one or more of the following target element types (or combinations thereof):
  - Ads
  - Video
  - Audio
  - Related information
- Related content
- Related articles
- Related links
- Images
- Animation
- External feeds
- etc.

etc.

As described in greater detail herein, scoring and/or relevancy values may be automatically and dynamically computed (e.g., by the Hybrid System in real-time) for each (or selected ones) of the different possible combinational pairs that may be identified between the various source pages, page topics, KeyPhrases, ads, landing URL pages, related content pages/elements, DOL elements, etc. The computation of at least a portion of the scoring and/or relevancy values may also take into account other variables such as, for example, one or more of the following (or combinations thereof):

- EMV values (expected monitory value),
- ERV values (expected return value),
- Ad Quality score values,
- Related Content Relevancy score values
- quality of the related information website (e.g., for related content),
- Final Score values for ads
- Final Score values for related content
- estimated click through rate (CTR),
- cost-per-click (CPC) values,
- cost-per-thousand-impressions (CPM) / effective CPM values,
- etc.

In at least one embodiment, the final calculated scoring and/or relevancy values may be used to identify and/or determine the preferred or optimal selections between a given source page, identified KeyPhrases, identified ads, identified target pages, identified related content elements, identified DOL elements, etc. In at least one embodiment, the list of KeyPhrase candidates which may be considered and/or used to score the pages in topics/categories may be automatically and dynamically expanded using at least one of the various dynamic taxonomy techniques described herein. Similarly, the list of KeyPhrase candidates which may be considered and/or used for source page markup and/or linking (e.g., to ads and/or related content) may be automatically and dynamically expanded using at least one of the various dynamic taxonomy techniques described herein.
It will be appreciated that different embodiments of the hybrid contextual analysis and markup techniques described or referenced herein may be configured or designed to initiate or perform at least a portion of their respective operations relating to relevancy/scoring analysis, markup/highlight analysis, ad bidding, and/or ad selection at different stages of the contextual analysis and markup process (e.g., relative to each other). For example, depending upon the particular implementation-specific configuration(s) of the hybrid contextual analysis and markup technique being utilized, at least some of the operations relating to relevancy/scoring analysis, markup/highlight analysis, ad bidding, and/or ad selection may be initiated or performed in accordance with one or more of the following constraints:

- before page modification instructions/information is implemented at the client system;
- before selected KeyPhrases are marked up/highlighted at the client system;
- after selected KeyPhrases have been marked up/highlighted at the client system;
- before a cursor click/hover event is detected at the client system;
- in response to detecting a cursor click/hover event over a marked up portion of displayed content at the client system;
- before display of a DOL layer at the client system;
- etc.

In at least one embodiment, the page modification instructions/information may include information for marking up at least one identified KeyPhrase which corresponds to originally displayed web page content. Additionally, the page modification instructions/information may also include ad information relating to multiple different ads (and/or multiple different ad servers) which have been selected (e.g., based on computed relevancy and/or scoring values and/or other criteria) as ad candidates for presentation at the client system display in association with a given web page that is (or will be) displayed at the client system.

In at least one embodiment, the client system may perform markup operations on the identified KeyPhrase to cause a keyphrase to be highlighted on the client system display. Upon detecting a cursor click/hover event over a portion of the highlighted KeyPhrase, the client system may respond by sending a notification message to the Hybrid System, informing the Hybrid System of the detected cursor click/hover event over the highlighted KeyPhrase. The Hybrid System may then take appropriate action at that time to select the final ad (e.g., from the multiple different ad candidates) to be linked to the highlighted KeyPhrase at the client system.

In at least one embodiment, during the process of selecting the final ad, the Hybrid System may obtain (e.g., in real-time) updated ad inventory information, which, for example, may include querying one or more of the ad servers for real-time updates of available ad
inventory. In at least one embodiment, during the process of selecting the final ad, the Hybrid System may re-compute and/or update (e.g., in real-time) at least a portion of the associated relevancy and scoring values relating to one or more ad candidates. In at least one embodiment, the Hybrid System may use the updated relevancy and scoring values to select, as the final ad, an ad candidate which was not included in the original list of multiple different ad candidates. In some embodiments, the Hybrid System may use the updated relevancy and scoring values and/or updated ad inventory information to select a final ad from the remaining ad candidates still available from the list of multiple different ad candidates.

It will be appreciated that, in at least one embodiment, selection of the final list of ad candidates to be considered (e.g., for presentation in association with a given web page that is to be displayed at the client system) may occur before the final selection of KeyPhrases (to be marked up and converted to hyperlinks) has been determined. An example of this is illustrated, for example, in Figure 16A.

Figure 16A shows an example of a Hybrid Ad Selection Process 1600 in accordance with a specific embodiment. Figure 16B shows an example of a Hybrid Related Content Selection Process 1650 in accordance with a specific embodiment.

In at least one embodiment, during the Hybrid Ad Selection Process, each potential ad candidate which is considered for placement in connection with an identified source page may be assigned a respective Ad Final Score value which, for example, may be automatically and dynamically computed (e.g., in real-time) according to:

$$Ad \ Final\_Score = \alpha*EMV + \beta*(Ad \ Quality \ Score),$$

where $EMV = \text{expected monotonic value}$.

Similarly, during the Hybrid Related Content Selection Process, each potential Related Content element candidate which is considered for placement (e.g., within a DOL) in connection with an identified source page may be assigned a respective RC Final Score value which, for example, may be automatically and dynamically computed (e.g., in real-time) according to:

$$RC \ Final\_Score = \alpha*ERV + \beta*(RC \ Relevancy \ Score),$$

where $ERV = \text{expected return value}$.

As illustrated in the example embodiment of Figure 16A, an Ad Selection Process 1600 is illustrated in which it is desired to select and/or rank the top three most desirable and/or suitable ad candidates (e.g., 1620) for an identified source web page (e.g., 1602). In this particular example embodiment, it is assumed that the content of the source web page 1602 has already been analyzed and parsed and processed for page topic classification, and topic relevancy scoring. Thus, for example, in at least one embodiment, the main content block (MCB) portion of the source web page content may be identified, parsed, and processed for
page topic classification along with other associated source page information (such as, for example, title of source page, meta information, etc.). During the page topic classification processing, the parsed source page information (including, for example, title, main content block, and/or meta information) is analyzed (e.g., at the Hybrid System) and evaluated for its relatedness to each (or selected) of the topics identified in the dynamic taxonomy database (DTD). In at least one embodiment, the output of the page topic classification processing includes a distribution of topics and associated relatedness scores representing each topic's respective relatedness to the main content block of the source web page (as well as other types of parsed source page information (e.g., source page title, meta data, etc.) which may have also been considered during the page topic classification processing).

Thus, for example, as illustrated in the example embodiment of Figure 16A, a portion of the page topic classification output data is shown at 1602, in which four different topics (e.g., 1602a-d) have been identified along with their respective relatedness scores to the identified MCB of the source web page. It will be appreciated that other portions of the page topic classification output data (not shown) may include other identified topics and their respective relatedness scores. However, for purposes of simplification and ease of explanation, the present discussion will be limited to primarily to identified topics 1602a-d.

Accordingly, as illustrated in the example embodiment of Figure 16A:

- the topic “Golf” (1602a) has an associated relatedness score of 0.6 relative to source page 1602;
- the topic “Golf Products” (1602b) has an associated relatedness score of 0.4 relative to source page 1602;
- the topic “Golf Vacations” (1602c) has an associated relatedness score of 0.5 relative to source page 1602; and
- the topic “Vacations” (1602d) has an associated relatedness score of 0.3 relative to source page 1602.

Additionally, as illustrated in the example embodiment of Figure 16A, it is assumed that a plurality of different ads (e.g., 1604, 1606, 1608, and possibly additional ads (not shown)) have been identified as ad candidates to be considered for selection and presentation (e.g., at the client system) in association with the display of the source web page content at the client system.

As described in greater detail in other sections of the present disclosure, one or more different types of ad analysis processes may be utilized for identifying and/or determining at least a portion of the ad candidates which may be considered for selection and presentation at the client system.
In at least one embodiment, the Hybrid System may be operable to automatically and
dynamically perform ad topic classification processing on each (or selected ones) of the ad
candidates. Examples of various different types of operations which may be initiated or
performed during the ad topic classification processing may include, but are not limited to, one
or more of the following (or combinations thereof):

- Performing ad topic classification processing on at least a portion of the input ad
data associated with each ad candidate (e.g., Landing URL, Title of Ad,
Description of Ad, Graphics/Rich Media, CPC, etc.).
- Analyzing or evaluating each of the ad candidates for its relatedness to each (or
selected ones) of the topics identified in the dynamic taxonomy database (DTD);
- Analyzing the landing URL page content associated with each of the ad candidates
for its relatedness to each (or selected ones) of the topics identified in the dynamic
taxonomy database (DTD);
- Generating, for an identified ad candidate, ad ad-topic relatedness score values
representing each topic's respective relatedness to the identified ad candidate. In at
least one embodiment, calculation of the ad-topic relatedness score value(s) for an
identified ad may be based, at least in part, upon classification ad elements,
including, for example, the ad title, ad description, and content associated with the
ad landing URL.

In at least one embodiment, the output of the ad topic classification processing includes
a distribution of topics and associated relatedness scores representing each topic's respective
relatedness to each of the advertiser's ad candidates. (see, e.g., 1604, 1606, 1608, Fig. 16A).

For example, as illustrated in the example embodiment of Figure 16A, with respect to
Ad1 (1604):

- the topic “Sports” has an associated relatedness score of 0.6 relative to Ad1 1604;
- the topic “Golf” has an associated relatedness score of 0.6 relative to Ad1 1604;
and
- the topic “Golf Products” has an associated relatedness score of 0.4 relative to Ad1
1604.

For example, as illustrated in the example embodiment of Figure 16A, with respect to
Ad2 (1606):

- the topic “Sport” has an associated relatedness score of 0.3 relative to Ad2 1606;
- the topic “Fitness” has an associated relatedness score of 0.2 relative to Ad2 1606;
- the topic “Health” has an associated relatedness score of 0.1 relative to Ad2 1606;
and
- the topic “Diet” has an associated relatedness score of 0.05 relative to Ad2 1606.
  For example, as illustrated in the example embodiment of Figure 16A, with respect to
  Ad3 (1608):
  - the topic “Travel” has an associated relatedness score of 0.2 relative to Ad3 1608;
  - the topic “Air Travel” has an associated relatedness score of 0.05 relative to Ad3 1608; and
  - the topic “Golf Vacations” has an associated relatedness score of 0.2 relative to Ad3 1608.

As described in greater detail herein, the Hybrid System may be operable to
dynamically and automatically calculate additional scoring and/or relevancy values (e.g., as
part of the Ad Selection process and/or Related Content selection process) such as, for example,
one or more of the following (or combinations thereof):
- EMV values (e.g., 1604d, 1606d, 1608d) (e.g., for each of the identified ad
candidates);

- Ad Quality Score values (e.g., 1604e, 1606e, 1608e) (e.g., for each of the identified ad
candidates). In at least one embodiment, the Ad Quality Score value (e.g., for a
selected ad or ad candidate) may represent the amount or degree of relatedness (or
similarity) between the vector of topics of the source page and the vector of topics
of the selected ad.

- Final Score Values (e.g., 1604f, 1606f, 1608f) (e.g., for each of the identified ad
candidates)

- ERV values (e.g., 1654d, 1656d, 1658d) (e.g., for each of the identified related
content element candidates);

- Ad Quality Score values (e.g., 1654e, 1656e, 1658e) (e.g., for each of the identified
related content element candidates);

- Final Score Values (e.g., 1654f, 1656f, 1658f) (e.g., for each of the identified
related content element candidates)

- etc.

In at least one embodiment, the relevancy and/or scoring values may be used to select
and/or rank the most desirable and/or suitable ad candidates (e.g., 1620) for an identified source
web page (e.g., 1602). More specifically, as illustrated in the example embodiment of Figure
16A, the final result (1620) of the ad selection process 1600 includes ad information (and
related ranking information 1622) corresponding to 3 potential ad candidates (e.g., Ad2, Ad1,
Ad3).
EXAMPLE EMBODIMENTS OF HYBRID CONTEXTUAL ADVERTISING TECHNIQUES

According to specific embodiments, various hybrid contextual advertising techniques described herein may be used to enable online content providers OCPs to increase revenue while providing valuable services that will keep users coming back to their site and possible viewing more pages.

In at least one embodiment, various hybrid contextual advertising techniques described herein may be configured or designed to work on top of an on-line ad campaign provider’s contextual analysis platform (such as, for example, Hybrid’s contextual analysis platform). In at least one embodiment, the hybrid contextual advertising techniques may be configured or designed to offer the user a combination of content and ads that match the user’s interest as inferred from the content (e.g., web page content) that the user is currently viewing.

Figure 8 shows an example of an alternate embodiment of a graphical user interface (GUI) which may be used for implementing various aspects of the hybrid contextual advertising techniques described herein. In the example of Figure 8, it is assumed that the content of document 800 has been analyzed in accordance with a contextual analysis technique, and that selected KeyPhrases of the document have been identified. It is further assumed that at least a portion of the selected KeyPhrases have been linked to other selected resources (e.g., web pages, URLs, articles, etc.) using predetermined selection criteria. Thus, for example, as shown in Figure 8, when a user hovers a cursor over the KeyPhrase phrase “video game console” (501), a pop-up window or GUI 802 may be displayed to the user. In the embodiment of Figure 8, the GUI 802 includes various types of advertiser sponsored information relating to the KeyPhrase phrase “video game console.” According to specific embodiments, GUI 802 may include information such as, for example, images, text descriptions, links, video content, search interfaces, dialog boxes, etc. For example, according to specific embodiments:

- Related content links (e.g., 803) could be contextually related to content from the current site (e.g., that the user is currently browsing), and/or from additional sites (e.g., 805) that can be affiliated or not affiliated with the current site.
- The related content links could lead to content of different format; text, images, video, audio, etc.
- The ads could be of different format; text, images (e.g., 807), animations, video, and more.
- The ads can originate from any ad server that can provide ads that can be displayed within the campaign provider’s contextual analysis platform (such as, for example, Hybrid’s contextual analysis platform). In at least one embodiment, the Hybrid contextual analysis platform may analyze and classify pages into clusters.
• An optional search bar/interface (e.g., 811) may be provided that allows the user to search content on the site and/or on affiliated sites. In at least one embodiment, a general web search could be present as well.

Analysis Process

According to a specific embodiment, the OCP may place customized “tags” (herein referred to as Hybrid tags) on each page that could be either an origin page, a destination page, or both. Figure 7 shows an example embodiment of a customized JavaScript (“JS”) Hybrid Tag portion 700.

According to a specific embodiment, once a Hybrid tag is placed on a page, the page may be analyzed by Hybrid’s server application when the user browses to this page. In at least one embodiment, a first user that browses and views the page may automatically trigger an analysis process for the page by the Hybrid server application (such as, for example, in circumstances where it is the first time that the Hybrid server application encounters a page). In at least one embodiment, subsequent instances of additional users that view the page may not require another analysis process to be performed unless, for example, the page’s content has changed.

In the analysis process, Hybrid’s server application may perform a variety of processes such as, for example, one or more of the following (or combinations thereof):

1. **Contextual Analysis** – This process, for example, may be used to find the preferred or best matching topics and KeyPhrases for the page. These may be the topics and/or KeyPhrases which may be used to characterize the page’s theme.

2. **Text Classification Analysis** – This process, for example, may be used to compare the page’s text and/or other page content to the text/content of other related pages. In at least one embodiment, the related pages may be part of a network of sites and/or pages which may be collectively referred to as a corpus. In at least one embodiment, a corpus may include a plurality of different web pages such as, for example, other web pages associated with the current domain, web pages from other sites affiliated with the current domain, web pages from other sites relating to KeyPhrases and/or topics of the current web page, web pages which are neither associated with nor affiliated with the current domain, etc. In some embodiments there may be several different corpuses which may include different (and, in some embodiment, overlapping) networks of sites/pages. In at least one embodiment, the process may include “translating” each (or selected) pages into a respective vector which may be used to represent that page. The vectors may then compared to each other and scored based on the relevance they have to each other.
As a result of implementing the various processes, the Hybrid System may generate clusters of content sources of different type (e.g., text, video, etc.) that have a relevance score to each other. Each cluster can have one or more associated topics and/or KeyPhrases. In at least one embodiment, each page is compared to other pages and the text of each page may be scored against the text of all (or selected) other pages in the same corpus. In at least one embodiment, the process may also assign a similarity score from each page to a list of other pages.

Further, as a result of implementing the various processes, the Hybrid System may generate a list of destination pages for each origin page with a specific relevancy score. The relevancy score tells the Hybrid System how relevant is the destination page for each origin page. In at least one embodiment, origin pages can also be destination pages.

**Content Sites**

In at least one embodiment, the analysis processes may be utilized to analyze pages from the current site, affiliated sites, and/or external sites. For example, if the hybrid contextual advertising technique is currently run on the web page associated with the URL: www.theboyswebsite.com, it can show and link to related content on the that site, and/or it could also link to content on other sites such as, for example, www.thegirlswebsite.com. In at least one embodiment, both sites could display links to each others’ content.

In at least one embodiment, the analysis processes may also analyze and cluster content that does not include the customized Hybrid tags such as those described above. In such situations, for example, the analysis processes may also analyze and cluster content via remote crawling and analysis of the content. In at least one embodiment, under this mode of operation, there is essentially no limit to the related content that could be featured and it could come from any online site or content repository. For example, related links associated with web pages of the site www.thegirlswebsite.com could feature links to www.ellemagazine.com, www.ivillage.com, etc. without requiring the running or inclusion of Hybrid tags on those sites/pages.

In at least one embodiment, the hybrid contextual advertising technique may be configured or designed to such that, without running the Hybrid tags on the site, no related links appear on those sites, and therefore such sites may only correspond to destination sites and not origin sites. Thus, for example, in at least one embodiment, a page that includes a Hybrid tag may include (or may be modified to display) related links in accordance one or more of the hybrid contextual advertising techniques described herein. Such links may lead the user to additional pages that either include Hybrid tags on them or do not include Hybrid tags. In one embodiment, a page that does not include a Hybrid tag may be used as a destination page, but may be prevented from being used as an origin page (such as those which in which
may include or may be modified to display related links in accordance one or more of the
hybrid contextual advertising techniques described herein).

Content Type And Format

According to specific embodiments, various types of content may be analyzed,
clustered, and/or displayed as related links. In at least one embodiment it is preferable that the
content include either text-based content and/or include textual meta and/or other descriptive
data to help classify it (such as, for example, meta tags or tags that classify video, images,
and/or audio).

The related content could be displayed within the layer and/or offered as a link to the
content destination. For example, in one embodiment, a related video could be displayed
within the layer, but the user could also click and view the video in larger format on the
destination site.

KeyPhrase Analysis

In at least one embodiment, a variety of different processes may be implemented during
KeyPhrase analysis for a given page. Examples of such processes may include, but are not
limited to, one or more of the following (or combinations thereof): dynamic KeyPhrase
discovery analysis, dynamic KeyPhrase selection analysis, etc.

Dynamic KeyPhrase Discovery

In at least one embodiment, as a result of the contextual and/or classification analysis
processes described above, the Hybrid System may generate clusters of content sources of
different type (e.g., text, video, etc.) which have been assigned relevance scores with respect to
each other. At this stage, the Hybrid System may preferably select KeyPhrases on the page that
will serve as the linking agent on the origin page to show the user the layer and links to the
related content.

In one embodiment, KeyPhrases may be discovered or identified on a selected page
using one or more KeyPhrase identification techniques such as, for example, one or more of the
following (or combinations thereof):

- **Static KeyPhrase Analysis** – KeyPhrases in the page may be identified using a
  static KeyPhrase list and/or hierarchical KeyPhrase taxonomy.

- **Dynamic KeyPhrase Analysis** – KeyPhrases in the page may be discovered on the
  fly when analyzing the page using different methods such as part of speech
tagging, natural language processing, heuristics, etc. In at least one embodiment, at
least a portion of the identified KeyPhrases may not have been available or known
before performing the dynamic KeyPhrase analysis.
Dynamic KeyPhrase Selection

In at least one embodiment, once one or more KeyPhrases are found and discovered on the origin page, they may be scored according to their relationship to the origin and/or destination pages. In order for the KeyPhrases to perform well, it is preferable that the finally selected KeyPhrases serve as a contextual connector between the origin and destination pages. Accordingly, in at least one embodiment, it is preferable to select KeyPhrases which may be relevant to both the origin and destination pages.

Figure 9 shows an example of an alternate embodiment of a graphical user interface (GUI) which may be used for implementing various aspects of the hybrid contextual advertising techniques described herein. In the example of Figure 9, it is assumed that the content of document 900 has been analyzed in accordance with a contextual analysis technique, and that selected KeyPhrases of the document have been identified. It is further assumed that at least a portion of the selected KeyPhrases have been linked to other selected resources (e.g., web pages, URLs, articles, etc.) using predetermined selection criteria. Thus, for example, as shown in Figure 9, when a user hovers a cursor over the KeyPhrase phrase “Probitics” (601), a pop-up window or GUI 902 may be displayed to the user. In the embodiment of Figure 9, the GUI 902 includes various types of advertiser sponsored information relating to the KeyPhrase phrase “Probitics.” According to specific embodiments, GUI 902 may include information such as, for example, images, text descriptions, links, video content, search interfaces, dialog boxes, etc.

For example, according to specific embodiments:

- Related content from current site (e.g., 903) – the content can be of different format (textual, images, video, audio, etc.). Related content links could be contextually related to content from the current site (e.g., that the user is currently browsing).
- Related content from other sites (e.g., 905) – the list of additional sites could change dynamically and could include a relatively large amount (e.g., network of sites). Such related content may be associated with additional sites that can be affiliated with and/or not affiliated with the current site. In at least one embodiment, the related content information may include or may consist entirely of content which is not provided by the advertiser.
- The related content links could lead to content of different format; text, images, video, audio, etc. In one embodiment, related content in the layer could include video and/or images that may be shown in the layer.
- The ads could be of different format; text, images, animations, video (e.g., 907), and more.
- The ads can originate from any ad server that can provide ads that can be displayed within the campaign provider’s contextual analysis platform (such as, for example, Hybrid’s contextual analysis platform). In at least one embodiment, the Hybrid contextual analysis platform may analyze and classify pages into clusters.

- An optional search bar/interface (e.g., 911) may be provided that allows the user to search content on the site and/or on affiliated sites. In at least one embodiment, a general web search could be present as well.

**EXAMPLE DOL LAYOUT TYPES AND AD TYPES**

According to different embodiments, different types of DOL layouts may be dynamically generated and used for display of different types of advertisements at the client system.

Examples of different types of ads may include, but are not limited to, one or more of the following (or combinations thereof):

- floating-type ads
- non-floating-type ads
- text type ads
- image type ads
- video type ads
- audio type ads
- etc.

Examples of different types of DOL layouts may include, but are not limited to, one or more of the following (or combinations thereof):

- mini content layer type DOLs
- mini action layer type DOLs
- compact type DOLs
- expanded type DOLs
- floating ad DOLs
- etc.

In at least one embodiment, selection of DOL layout may be based, at least in part, upon criteria such as, for example, one or more of the following (or combinations thereof):

- Publisher ID,
- Channel ID,
- Publisher preferences,
- Ad type,
• Advertiser preferences,
• etc.

One type of innovative advertising technique relates to the generation and display of “floating-type ads.” In at least one embodiment, floating ads may be characterized as a type of rich media Web-based advertisement that may be displayed on a user’s computer system (e.g., a user’s client system).

In at least one embodiment, a client system may be defined to include a variety of different types of computer systems such as, for example, one or more of the following (or combinations thereof):

• a user’s personal computer system (e.g., PC, MAC, etc.)
• a publically accessible computerized display system (e.g., kiosk, terminal, remote display, etc.)
• an enterprise computing system
• a server system
• a distributed computing system having a display and internet connection
• a portable computing device such as, for example, a laptop computer, netbook computer, iPhone(TM), mobile phone, PDA, etc.
• and/or other types of electronic devices/systems having at least one display and an interface for connecting to the internet.

Figures 4A-G provide examples of various screen shots which illustrate different techniques which may be used for modifying web page displays in order to present additional contextual advertising information.

Figures 4A-G provide examples of various screen shots which illustrate different techniques which may be used for modifying web page displays in order to present additional contextual advertising information.

Figures 6 and 7A-B illustrate specific example embodiments of different examples of floating type ads which may be displayed to a user via at least one electronic display.

In at least one embodiment, floating type ads may include floating ad objects which are visually displayed as not being within (or contained within) the borders or boundary an overlay or pop-up window, but rather are displayed to visually appear as independent objects (or grouping of objects) that may be floating or hovering over the content of the page being displayed. Additionally, in at least one embodiment, the shapes and/or boundaries of the displayed floating ad units may be configured or designed to be substantially similar to the shapes of the objects which are being advertised (e.g., television shape, cell phone shape, shampoo bottle shape, etc.).
For example, as illustrated in the example embodiment of Figure 6, a floating-type advertisement 650 for a Palm Pre handheld device is displayed (e.g., via the use of a borderless overlay layer) over a portion of web page content 601. In at least one embodiment, one or more floating-type advertisements may be automatically and/or dynamically displayed (e.g., over the displayed content of a user-requested web page) in response to detection of a mouse over event at the client system. For example, in one embodiment, the user may perform a mouse over operation in which the cursor is caused to move over (or hover over) a specific keyphrase or keyphrase (e.g., “Palm” 602). In one embodiment, this action may trigger display of the floating-type advertisement 650, as illustrated in Figure 6, for example. In at least one embodiment, floating-type advertisement 650 may be temporarily displayed on the client system while the cursor remains hovered or positioned over a specified keyphrase/keyphrase 602 (or portion thereof), and may automatically disappear when the cursor is no longer positioned over the specified keyphrase/keyphrase.

Unlike the non-floating-type advertisements, different embodiments of the floating ad objects may have different display characteristics such as, for example, one or more of the following (or combinations thereof):

- Variable shapes which, for example, may be configured or designed to be similar or substantially similar to (or to have the appearance of) the various shapes, branding, and/or appearances of the objects, logos, products, etc. which are being advertised. In at least one embodiment, the shape of a specific floating-type advertisement (or portion thereof) may be configured or designed to match the contours of a specific logo or product. For example, as illustrated in the example embodiment of Figure 6, the shape of the displayed floating-type advertisement 650 (for a Palm Pre handheld device) is substantially similar to the shape of an actual Palm Pre handheld device.

- Visual depth characteristics. According to different embodiments, different floating-type advertisements may be configured or designed to have different depth-related visual display properties and/or appearances such as, for example, 2D appearance, 2D with perspective/shading/depth enhancements, 3D appearance, rotatable 3D appearance, etc. For example, as illustrated in the example embodiment of Figure 6, the displayed floating-type advertisement 650 includes a 2-D representation of a handheld device 630, and includes shadowing content 640 which, for example, is used to enhance the depth-related appearance of the displayed handheld device object 630 (e.g., a perceived by the user).

- Non-visible borders or boundaries (e.g., of the overlay layer, frame, window, etc. used to display the floating ad).
Different types of floating-type advertisement mobility or movement characteristics. For example, in some embodiments, the position or coordinates of a displayed floating-type advertisement may not be modified or changed by the user. In some embodiments, the user may be permitted to dynamically move or change the position/coordinates of the displayed floating-type advertisement. In some embodiments, the user may be permitted to dynamically move or change the position/coordinates of the displayed floating-type advertisement, but only within predetermined region(s) or zone(s) of the display. For example, in one embodiment, the user may be permitted to dynamically move or change the position/coordinates of the displayed floating-type advertisement, but may be prevented from positioning the displayed floating-type advertisement over any other displayed advertisement on that page.

Different types of transparency characteristics. For example, in some embodiments, the transparency properties of the displayed floating-type advertisements and/or the displayed web page content may be predetermined, and may not be adjustable by the user. In some embodiments, the transparency properties of the displayed floating-type advertisements and/or the displayed web page content may be automatically and/or dynamically determined and/or adjusted (e.g., by the client system) in response to different types of detected user activities. For example, in one embodiment, the displayed web page content may be automatically and dynamically changed to be more transparent when it is detected that the user has positioned the cursor over a portion of the displayed floating-type advertisement. Similarly, the displayed web page content may be dynamically changed to be more opaque when it is detected that the user’s cursor is no longer positioned over the displayed floating-type advertisement. In some embodiments, the transparency properties of the displayed floating-type advertisements and/or the displayed web page content may be automatically and/or dynamically determined and/or adjusted (e.g., by the client system) in response to other types of detected events and/or conditions. For example, in at least one embodiment, the transparency properties of the displayed floating-type advertisement may be automatically and/or dynamically changed over time. For example, in one embodiment, the transparency properties of a displayed floating-type advertisement may be set to a first transparency value during a first time interval (e.g., during the first 15 seconds of the display of the floating-type advertisement, set opacity of displayed floating-type advertisement to 100%), and may be set to a second transparency value during a second time interval (e.g., after the floating-type advertisement has been continuously displayed for at least 15 seconds, set opacity of displayed floating-type advertisement to 50%). In another example, the transparency of displayed web page content may be automatically and
dynamically increased when it is detected that at least one floating-type advertisement is currently being displayed. Similarly, in at least one embodiment, the transparency of displayed web page content may be automatically and dynamically decreased when it is detected that no floating-type advertisement is currently being displayed. In some embodiments, the user may be permitted to dynamically adjust or modify the transparency properties of selected floating-type advertisements which are displayed at the client system.

- Different types of Triggering Events/Conditions. In at least one embodiment, various types of different events and/or conditions may be used to trigger different types of responses, actions, and/or operations performed at the client system, such as, for example, one or more of the following (or combinations thereof):
  - Cursor hover / mouseover (e.g., over a highlighted keyphrase or keyphrase)
  - Cursor/mouse click
  - Hover + click
  - Different combinational sequences of hovers and/or clicks
  - Hover + hold (e.g., for minimum of T seconds)
  - Click + hold (e.g., for minimum of T seconds)
  - Different combinational sequences of hovers, clicks and/or holds
  - Hover and/or click event(s) detected at or over portion of highlighted KeyPhrase
  - Hover and/or click event(s) detected at or over portion of displayed DOL icon
  - Hover and/or click event(s) detected at or over portion of mini DOL
  - Hover and/or click event(s) detected at or over portion of DOL
  - Cursor detected as being within vicinity of KeyPhrase
  - Cursor detected as being within vicinity of DOL
  - Detected cursor gesture(s)
  - Detected input gesture(s) (e.g., via touchscreen and/or touchpad)
  - Window activation events (e.g., which may occur when the user moves the cursor to a different window of the display screen)
  - Browser tab activation event(s) (e.g., which may occur when the user moves the cursor to a different tab within the browser window)
  - Verbal input
  - Etc.

- Different types Responses to different types of triggering events/conditions. In at least one embodiment, detection of events or conditions relating to one or more of the above-described triggering events/conditions may result in the initiation of different types of
responses/activities (e.g., performed at the client system), such as, for example, one or more of the following (or combinations thereof):

- Highlight/Unhighlight KeyPhrase (e.g., based on proximity of cursor to KeyPhrase)
- Temporarily open display one or more types of floating-type advertisements (e.g., for specified time interval, while specified conditions are satisfied, etc.)
- Pin open display of one or more types of floating-type advertisements (e.g., in response to click on highlighted KeyPhrase, in response to user click on “Pin” GUI, etc.)
- Toggle or Unpin (opened) display of one or more types of floating-type advertisements (e.g., in response to user click on “Pin” GUI, etc.)
- Dynamically modify characteristic(s) and/or type(s) of floating-type advertisement(s) being displayed
- Dynamically modify shape of floating-type advertisement(s) being displayed
- Dynamically modify content of floating-type advertisement(s) being displayed
- Dynamically change a floating-type advertisement(s) being displayed
- Concurrently display an additional floating-type advertisement
- Dynamically remove a selected floating-type advertisement from display
- Dynamically modify types of content associated with one or more displayed floating-type advertisements
- Dynamically modify size of floating-type advertisement(s) being displayed
- Close display of one or more types of displayed floating-type advertisements
- Dynamically alter visual/appearance characteristics of floating-type advertisement(s) (e.g., based on detected user interaction)
- Different types of responses may be based on different combinations, sequences and/or series of triggering events
- Different types of responses may be based on different locations of detected hover(s) and/or click(s)
- Lock displayed position of floating-type advertisement
- Unlock displayed position of floating-type advertisement
- Lock displayed properties/features of floating-type advertisement
- Unlock displayed properties/features of floating-type advertisement
- Direct or redirect the client system browser to an identified landing URL
- Open, close, and/or modify a browser window or layer at the client system
- Open, close, and/or modify a browser tab at the client system
- Etc.
Different types of user interactive GUIs. In at least one embodiment, different types of user interactive GUIs may be displayed to the user. In at least one embodiment, at least a portion of these different types of interactive GUIs may enable the user to dynamically interact with the displayed floating-type advertisement, and/or may enable the user to dynamically change or modify displayed content relating to one or more floating-type advertisements.

In at least one embodiment, different types of combinational advertising techniques may be implemented on specific web page(s), which, for example, may include the display of both floating-type advertisements and non floating-type advertisements (e.g., over the content of a web page which is currently being displayed on the client system display). In some embodiments, floating-type advertisements and non floating-type advertisements may be displayed over a currently displayed web page at different times (e.g., serially and/or consecutively) in response to the user’s activities.

For example, as illustrated in the example embodiment of Figures 7A-B, a multi-step combinational advertising technique may be employed at the client system in which, at a first time (T1), a first type of DOL layout may be used to present a mini or “teaser” floating-type advertisement (e.g., 710, Fig. 7A) over the displayed web page portion 701 in response to a first set of condition(s) or event(s) (such as, for example, in response to the user performing a mouse over or cursor click on (or over) a portion of highlighted keyphrase 702). Thereafter, at a second time (T2), a second type of DOL layout may be displayed (e.g., 720, Fig. 7B) in response to a second set of condition(s) or event(s) (such as, for example, in response to the user performing a mouse over or cursor click on (or over) a portion of the displayed floating-type advertisement (e.g., 710)).

For example, in one embodiment, the dynamic overlay layer (DOL) 720 may be dynamically and automatically generated, rendered and/or displayed in response to the user performing a mouse over action at/over at least a portion of the displayed floating-type advertisement (e.g., 710). In some embodiments, if the user were to perform a mouse or cursor click at/over at least a portion of the displayed floating-type advertisement (e.g., 710), the client system browser may be directed to a web page associated with a landing URL that is associated with the floating-type advertisement 710. In yet other embodiments, a mouse click action on the CTA portion of the floating-type advertisement may result in the user’s browser being automatically directed (or redirected) to a web page corresponding to a landing URL that is associated with the CTA portion of the floating-type advertisement 710. However, in at least some embodiments, a mouse click action on a non-CTA portion of the floating-type
advertisement may result in the automatic and dynamic display of a DOL (e.g., 720) at the client system.

As illustrated in the example embodiment of Figure 7B, the second type of dynamic overlay layer (DOL) 720 may include one or more non-floating-type advertisement(s) and/or other types of related content. Additionally, as illustrated in the example embodiment of Figure 7B, the second type of DOL 720 may include a border and a callout.

It will be appreciated that other embodiments of the combinational advertising techniques (not explicitly disclosed herein) may be configured or designed to initiate different types of actions in response to the detection of different sets of event(s), condition(s) and/or other activities at the client system, as desired.

**EXAMPLE FEATURES OF HYBRID DOL EMBODIMENTS**

**Appearance**

1. Related content may appear embedded in the source page or in a pop-up window
   Related content may be displayed fixed as part of the source page.
   Alternatively related content will display in a pop-up window in response to user action, e.g. mouse hover a highlighted link in the page.

2. Related content links could be bold
   Terms leading to related content may appear in a bold font weight.

3. Related content links could have bullet icon on the left side of the link
   Terms leading to related content may have an icon appear immediately after them.

4. Related content link could be underlined
   Terms leading to related content may appear underlined.

5. Borders and titles may be of different colors, width (rounded corners of variable radius). Look & feel may match publisher's/advertiser's/Hybrid's
   A pop-up window displaying related content may have a border. Borders may vary in width, color, and corner-rounding. Border visual settings may be modified to resemble the design of the current page, the site, the advertisement or Hybrid.

6. Related content window may have a callout pointing to the originator KeyPhrase
   The border of a pop-up window displaying related content may include an extension pointing at the originating term.

7. Related content window may be moved by the user
   A pop-up window displaying related content may have an area which responds to mouse click and drag action by changing the position of the window.

8. Related content window may change transparency while being moved
   While a pop-up window displaying related content is being “dragged” it may change its opacity to appear semi-transparent.
9. Related content window may be closed on mouse out
   A pop-up window displaying related content may be hidden once the user moves the mouse pointer out of the borders of the window.

10. Related content window may be pinned (not closed until user explicitly closes it)
    A pop-up window displaying related content may remain visible until its ‘close’ button has been pressed, even after the user moves the mouse pointer out of the borders of the window.

11. Related content window may be of different transparency or sizes, and may change size, transparency or appearance after a certain time period or in response to user action (drag, mouse over, etc.)
    A pop-up window displaying related content may appear initially small or semi-transparent, and after a certain time or in response to different events, such as the mouse pointer hovering over it, become opaque or increase in size.

12. Related content elements may be ordered on the window by relevancy, by date, by popularity or by any other metric
    Related articles, videos or other type of related information may be ordered according to their relevancy to the current page or the highlighted term, by the date of the related item, by items’ popularity or by other metrics.

13. Related content window may appear on any computer-based system, including workstation-, desktop-, laptop-, and handheld-computers, PDA or any mobile device.

Action

1. Open window on mouse roll over or clicks
   A pop-up window displaying related content may appear in response to a user rolling his mouse over a highlighted term or the user clicking the highlighted term.

2. Clicking on related content may redirect the browser window to related information
   Clicking on a pop-up window displaying related content may cause the browser to navigate away from the current page and into a page expanding on the clicked item.

3. Clicking on related content may open a new browser window showing related information
   Clicking on a pop-up window displaying related content may open a new browser window in which a page expanding on the clicked item is displayed.

4. Video may start playing when the window appears, or when user requests it.
   A pop-up window displaying related video may be initially displayed with the movie paused on the first frame and play the video only after the user clicks on the layer.

Alternatively the video may start playing immediately as the layer appears.
Content

1. Related content window may contain several components of different types: textual, video, advertisement etc. in different sizes and shapes. Related content may be a textual article, a video, or an advertisement. A pop-up window displaying related content may show several related content items of different types. The items may be of different sizes and shapes.

2. Related content links could have the following attributes: title, description or beginning of related article, date, thumbnail. A pop-up window displaying related content may display for each item different types of information including article or video title, the description of the item, the date of the item and an image related to the item.

3. Related content could be a page from the site. The product may lead a user to different pages within the site he is currently browsing.

4. Related content could be a page from one or more specific sections of a site. If a site has different sections, e.g. finance, entertainment, international news etc., the product may lead a user to different pages in different sections of the site.

5. Related content could be a page from a different site. The product may lead a user to pages outside the site he is currently browsing.

6. Related content could be a page from a dictionary, encyclopedia or other type of glossary, or any information provider (3rd party or other). Related content is not necessarily a web page. It could be a descriptive textual snippet out of a general information source such as a dictionary, an encyclopedia etc.

7. Related content may be textual (article, blog post), image, animation clip, video, audio, odor or other type of sensory stimulation.

8. Related content may include links to other types of information.

9. Related content may be determined by the site publisher, including white label advertisements. A site publisher may choose which types of related content may be displayed and select the sources for the different content types.

10. Sensitive related content may blocked from appearing on specific source page topic. Content which may be considered as hurtful (e.g., of a sexual or violent nature or pertaining to drug use, gambling and so on) may be filtered.

11. Pages on which to display related content be from a white list or blocked (black list). A site owner may choose to display related content for a predefined collection of pages only, or define that content may be displayed on all (or selected ones of) pages excluding a predefined collection of pages.
12. Pages which may be displayed as related content be from a white list or blocked (black list)
   A site owner may define that only pages from a predefined list may be considered as related content, or define that all (or selected ones of) pages may be considered as related content, except from pages from a predefined list.

13. Related content may be disabled by user
   A pop-up window displaying related content may have an option to allow the user to indicate he does not wish to see related content.

14. Related content may be selected according to user preferences, as specified by the user
   A pop-up window displaying related content may have an option to allow the user to choose what types of related content he would wish to see.

Source Page

1. Related content may appear for KeyPhrases related to the source page topic, to the target page topic or by any other criteria
   A term leading to related content may be related to the page the user is currently browsing, or to the related content displayed.

2. Pages with sensitive content may be blocked from displaying related content

3. KeyPhrases for displaying related content be from a white list or blocked (black list)
   A site owner may specify that terms leading to related content may be selected from a predefined set of terms only, or that all (or selected ones of) terms may be lead to related content except from terms appearing in a predefined set of terms.

Algorithm

1. Related content may be pre-calculated or calculated on the fly dynamically
   Items related to a certain term on a certain KeyPhrase may be calculated periodically, or they may be calculated on demand once a user is shown a certain page.

2. Related content could be related to page’s topics and KeyPhrase, or to KeyPhrase only, or to site, or to site section, or to a publisher-set topic or to a user-set topic

3. Related content may be based on real-time or off-line analysis of the source page

4. KeyPhrases for displaying related content may be selected according to their ‘quality’, where quality metrics may include KeyPhrase size, rarity in site or topic, whether they may be proper nouns, whether they contain numbers, whether they may be location names, person names

5. KeyPhrases for displaying related content may be selected according to the probability of the specific user, site users, users interested in sites of this topic, users from the specific geographical location, users active in the specific time of day being interested in the term
6. Related content may be selected according to the probability of the specific user, site users, users interested in sites of this topic, users from the specific geographical location, users active in the specific time of day being interested in the term

7. KeyPhrases for displaying related content may be selected according to their relevant to the different related content elements and/or the ad appearing on the window

8. Related content may be selected according to the CPC, CPM, CPA of the related advertisements

9. Related content could be blocked from one or more specific sections of a site

10. KeyPhrases for displaying related content may be selected according to their positions on the page, be it distance from the start of the source page, distribution on the page, distribution between viewable folds of the page, spacing between KeyPhrases, maximum KeyPhrases per page.

EXAMPLE SCREENSHOTS
Figures 17-70B generally show examples of various screenshot embodiments which, for example, may be used for illustrating various different aspects and/or features of one or more Hybrid contextual advertising, relevancy and/or markup techniques described are referenced herein.

Figure 17 shows an embodiment of a portion of an example screenshot which may be used for illustrating various different aspects and/or features of one or more Hybrid contextual advertising, relevancy and/or markup techniques described are referenced herein. In at least one embodiment, the portion of the example screenshot illustrated in Figure 17 may correspond to a portion of content which may be displayed to an end-user at a client system. As illustrated in the example embodiment of Figure 17, the illustrated screenshot portion shows an example of one embodiment of a Hybrid Dynamic Overlay Layer (DOL) 1701, which, for example, may be used to combine Ad revenues with additional value to end user(s). For example, as illustrated in the example embodiment of Figure 17, the illustrated screenshot portion includes a highlighted keyphrase 1706, which is visually associated with displayed at DOL layer 1701. In at least one embodiment, DOL layer 1701 may include, but is not limited to, one or more of the following (or combinations thereof):

- one or more portions of related content 1702
- one or more advertisements 1704
- what are more portions of related information 1708
- one or more embedded user interactive search interfaces 1710
- etc.
Figures 18A, 18B show different embodiments of example screenshots which may be used for illustrating various different aspects and/or features of one or more Hybrid contextual advertising, relevancy and/or markup techniques described are referenced herein. In at least one embodiment, the portion of the example screenshots illustrated in Figures 18A, 18B may correspond to a portion of content which may be displayed to an end-user at a client system. As illustrated in the example embodiments of Figures 18A, 18B, the illustrated screenshot portions show examples of different types of markup techniques which may be utilized for marking up, highlighting, and/or otherwise modifying one or more identified words or phrases of a source page document which for example, may be displayed at the client system.

According to different embodiments, different types of features, formatting, and/or other types of display techniques may be utilized for performing source page content highlighting, markup, hyperlinking, etc. For example, in at least one embodiment, different types of visual appearance characteristics of markup/highlight may be used such as, for example, one or more of the following (or combinations thereof):

- Colors
- Text formatting
- Font size
- Underline formatting
- Animation
- etc.

Additionally, in at least one embodiment, different types of hyperlinking techniques may be utilized such as, for example:

- selected keyphrase type hyperlinking 1802
- icon type hyperlinking 1856;
- etc.

Figures 19A-22B show different embodiments of example screenshots which may be used for illustrating various different aspects and/or features of one or more Hybrid contextual advertising, relevancy and/or markup techniques described are referenced herein. In at least one embodiment, the portion of the example screenshots illustrated in Figures 19A-22B may correspond to a portion of content which may be displayed to an end-user at a client system. As illustrated in the example embodiments of Figures 19A-22B, the illustrated screenshot portions show examples of different types of DOL layer display techniques which may be utilized for display of one or more Hybrid DOL layers at one or more client systems, for example.
For example, as illustrated in the example embodiment of Figures 19A-22B, some examples of different types of DOL layer display techniques may include, but are not limited to, one or more of the following (or combinations thereof):

- Mini type DOL layers which, for example, may include one or more of the following (or combinations thereof):
  - Mini content layer types, e.g. 1906
  - Mini action layer types, e.g. 1922, 1932

In at least one embodiment, one or more Mini type DOL layers may be configured or designed to automatically display a mini or reduced size DOL layer at the user’s displayed in response to one or more events such as, for example, an event in which it is detected that a mouseover operation or mouse hover operation (e.g., 1902) being performed over a portion of a marked-up or highlighted keyphrase or keyphrase. (e.g., 1904). In at least one embodiment, the detection of such an event may initiate the automated display of various different types of mini content layers and/or mini action layers such as those illustrated, for example, in figures 19A, 19B, and 19C. of the drawings.

- Compact type DOL layer, e.g. Figure 20A
- Expanded type DOL layer, e.g. Figure 20B
- Dynamically expandable type DOL layer, e.g. Figures 21A-B
- Dynamically collapsible type DOL layers, e.g. Figures 22A-B
- etc.

Figure 23 shows an embodiment of a portion of another example screenshot which may be used for illustrating various types of different DOL elements which may be included or displayed within one or more DOL layers. For example, as illustrated in the example embodiment of Figure 23, DOL layer 2301 may include, but is not necessarily limited to, one or more of the following types of DOL elements (and/or different combinations thereof):

- related articles, e.g. 2314
- related videos 2312
- topical type advertisements 2320
- and/or other types of DOL element such as those described are referenced herein.

Figure 24 shows an embodiment of a portion of another example screenshot which may be used for illustrating various types of different DOL elements which may be included or displayed within one or more DOL layers. For example, as illustrated in the example embodiment of Figure 24, DOL layer 2401 may include, but is not necessarily limited to, one or more of the following types of DOL elements (and/or different combinations thereof):
related articles, e.g. 2414
related videos, e.g. 2412
DART type advertisements 2420
etc.

Figure 25 shows an embodiment of a portion of another example screenshot which, for example, may be used for illustrating various types of different DOL layer customizations which may be utilized or applied at one or more Hybrid DOL layers. For example, as illustrated in the example embodiment of Figure 25, it is assumed that a user is viewing a portion 2500 of a source webpage associated with the online publishers website CNN.com. In at least one embodiment, at least a portion of the content which is displayed within DOL layer 2501 may include various different types of DOL elements, advertisements, related content, formatting, branding, etc. which have been specifically selected and/or customized in accordance with the publisher's specified preferences.

For example, as illustrated in the example embodiment of Figure 25, DOL layer 2501 may be specifically configured or design to include customized content such as, for example, one or more of the following (or combinations thereof):

- company logos, trademarks, and/or other types of branding or marketing content, e.g. 2505
- related articles which, for example, may relate specifically to the publisher's company, e.g. 2514
- related videos which, for example, may relate specifically to the publisher's company, e.g. 2512
- etc.

Figures 26A-B show different embodiments of example screenshots which may be used for illustrating a specific example embodiment of a dynamically expandable type DOL layer. According to various embodiments, different types of DOL layers may be utilized for display at a client system in response to various different sets of events and/or conditions which are detected at the client system. For example, in at least one embodiment, a first type of DOL layer may be displayed at the client system in response to detection of a first set of events (such as, for example, detection of a cursor mouseover operation or mouse hover operation being performed over a portion of a marked-up or highlighted keyphrase or keyphrase), and a second type of DOL layer may be displayed at the client system in response to detection of a second set of events (such as, for example, detection of a cursor click operation or user selection action being performed at or over a portion of a marked-up or highlighted keyphrase or keyphrase).
For example, as illustrated in the example embodiment of Figures 26A-B, a dynamically expandable type DOL layer display technique may be utilized, wherein, for example:

- a compact type DOL layer (e.g. 2601, Figure 20A) is displayed in response to detection of a cursor hover or mouseover event at or over a portion of highlighted keyphrase 2602; and
- an expanded type DOL layer (e.g. 2651, Figure 20B) is displayed in response to detection of a cursor click or selection event at or over a portion of highlighted keyphrase 2602

Figure 27 shows an embodiment of a portion of another example screenshot which may be used for illustrating at least one type of DOL layer user interaction technique which may be implemented in accordance with a specific embodiment. According to different embodiments, the displayed content and/or DOL element types which are displayed within a given DOL layer may be configured or designed to automatically and dynamically change in response to various detected conditions and/or events which, for example, may include events relating to user interaction with selected portions of the DOL layer.

For example, as illustrated in the example embodiment of Figure 27, DOL layer 2701 may display one or more related video elements as shown, for example, at 2370. In at least one embodiment, when the user clicks (e.g., 2731) on one of the displayed related video elements (e.g., 2732), the DOL layer 2701 may respond by displaying the selected video within the DOL layer, as shown, for simple, at 2720. In at least one embodiment, the video content which is displayed within video display portion 2720 may be automatically retrieved and/or served, in real time, in response to the user’s action(s).

As shown at 2802 of Figure 28, different types of static and/or dynamically changing content may be displayed within a portion of the DOL layer to indicate to the user that content (e.g., the user's selected video content) is being loaded and/or retrieved.

In at least one embodiment, one or more DOL layers may be configured or designed to play video content within the DOL layer. In some embodiments, user selection of a portion of related video content displayed within DOL layer may trigger playing of the video in a new layer or window.

Examples of different types of triggering events and/or conditions may be used to trigger different types of responses, actions, and/or operations performed at the client system may include, but are not limited to, one or more of the following (or combinations thereof):

- Cursor hover / mouseover (e.g., over a highlighted keyphrase or keyphrase)
- Cursor/mouse click
• Hover + click
• Different combinational sequences of hovers and/or clicks
• Hover + hold (e.g., for minimum of T seconds)
• Click + hold (e.g., for minimum of T seconds)
• Different combinational sequences of hovers, clicks and/or holds
• Hover and/or click event(s) detected at or over portion of highlighted KeyPhrase
• Hover and/or click event(s) detected at or over portion of displayed DOL icon
• Hover and/or click event(s) detected at or over portion of mini DOL
• Hover and/or click event(s) detected at or over portion of DOL
• Cursor detected as being within vicinity of KeyPhrase
• Cursor detected as being within vicinity of DOL
• Detected cursor gesture(s)
• Detected input gesture(s) (e.g., via touchscreen and/or touchpad)
• Window activation events (e.g., which may occur when the user moves the cursor to a different window of the display screen)
• Browser tab activation event(s) (e.g., which may occur when the user moves the cursor to a different tab within the browser window)
• Verbal input
• Etc.

Examples of different types of responses, actions, and/or operations performed at the client system (e.g., in response to detection of one or more triggering events/conditions) may include, but are not limited to, one or more of the following (or combinations thereof):

• Highlight/Unhighlight KeyPhrase (e.g., based on proximity of cursor to KeyPhrase)

• Temporarily open display one or more types of floating-type advertisements (e.g., for specified time interval, while specified conditions are satisfied, etc.)

• Pin open display of one or more types of floating-type advertisements (e.g., in response to click on highlighted KeyPhrase, in response to user click on “Pin” GUI, etc.)

• Toggle or Unpin (opened) display of one or more types of floating-type advertisements (e.g., in response to user click on “Pin” GUI, etc.)

• Dynamically modify characteristic(s) and/or type(s) of floating-type advertisement(s) being displayed

• Dynamically modify shape of floating-type advertisement(s) being displayed

• Dynamically modify content of floating-type advertisement(s) being displayed
- Dynamically change a floating-type advertisement(s) being displayed
- Concurrently display an additional floating-type advertisement
- Dynamically remove a selected floating-type advertisement from display
- Dynamically modify types of content associated with one or more displayed floating-type advertisements
- Dynamically modify size of floating-type advertisement(s) being displayed
- Close display of one or more types of displayed floating-type advertisements
- Dynamically alter visual/appearance characteristics of floating-type advertisement(s) (e.g., based on detected user interaction)
- Different types of responses may be based on different combinations, sequences and/or series of triggering events
- Different types of responses may be based on different locations of detected hover(s) and/or click(s)
- Lock displayed position of floating-type advertisement
- Unlock displayed position of floating-type advertisement
- Lock displayed properties/features of floating-type advertisement
- Unlock displayed properties/features of floating-type advertisement
- Direct or redirect the client system browser to an identified landing URL
- Open, close, and/or modify a browser window or layer at the client system
- Open, close, and/or modify a browser tab at the client system
- Etc.

In at least one embodiment, an excerpt or abstract of one or more related articles or documents may be displayed within the DOL layer. Subsequent user selection of related excerpt/abstract may trigger opening of new page corresponding to URL of full article/document.

According to different embodiments, one or more features relating to automatic and dynamically customizable configuration(s) of the various different types of DOL characteristics of one or more DOL layer(s) may be based, for example, on various types of criteria such as, for example, business rules, publisher preferences, and/or other constraints. Examples of various customizable DOL characteristics may include, but are not limited to, one or more of the following (or combinations thereof):
- Size of DOL layer
- Displayed position of DOL
- Colors, formatting, and/or other types of appearance characteristics of DOL
- “Look and Feel” of DOL (e.g., use of logos, branding, headers, footers, etc.)
- Types of DOL elements (e.g., included or displayed at DOL)
- Triggering events
- DOL layout characteristics
- Content formatting characteristics
- Visual and/or audio characteristics
- Related Content options (e.g., Related, Related + image, Title, description, date, etc.)
- Related Video option (e.g., Video, Title, description, date)
- Ad options (e.g., text, rich media, text+logo, image, etc.)
- etc.

In at least one embodiment, any combination of the above may be presented in a given Hybrid DOL layer.

Figures 30A-35D illustrate various example screenshots of different types of DOL layers which may be displayed at a client system in response to various types of user-DOL layer interactions.

As illustrated in the example embodiment of FIGS 30A-C, when the user rolls over the highlighted keyphrase, the Hybrid DOL layer appears. Upon rolling over the ad, the ad expands to a full size (e.g., 300x250).

As illustrated in another example embodiment of FIG 31, an icon of a layer appears next to the highlighted keyphrase. When the user clicks on the icon, the Hybrid DOL layer appears.

As illustrated in another example embodiment of FIGS 32A-B, when the user rolls over the highlighted keyphrase, a tooltip describing the layer appears. A click on the keyphrase opens the Hybrid DOL layer.

As illustrated in another example embodiment of FIGS 33A-C, when the user rolls over an icon of a layer with a call to action "Lear More" appears. A click on the icon expands the Hybrid DOL layer.

As illustrated in another example embodiment of FIGS 34A-C, when the user rolls over the highlighted keyphrase, a mini-layer, which displays one related article appears. A click on the mini-layer opens the full layer.

As illustrated in another example embodiment of FIGS 35A-D, when the user clicks on the highlighter keyphrase, the Hybrid DOL layer appears and floats to the right. After a few seconds the layer is condensed to an icon. A click on the icon expands the layer again.

Figures 36-63 illustrate example screenshots of different example DOL layer embodiments which, for example, are used to illustrate various different types of possible
features, functionalities, DOL layer elements, and/or other DOL layer characteristics which may be provided or utilized at one or more DOL layers.

For example, as illustrated in the example embodiment of Figure 36, DOL layer 3600 may reference and/or display content relating to one or more related article elements (e.g., 3610) which, for example, may display the article’s title and its first (n) line(s) of text. Additionally, as illustrated in the example embodiment of Figure 36, DOL layer 3600 may reference and/or display content relating to text and/or logo advertisement(s) (e.g., 3620) which, for example, may include one or more of the following (or combinations thereof): image(s), ad title, ad description, landing URL, UI button, etc.

As illustrated in the example embodiment of Figure 37, DOL layer 3700 may reference and/or display content relating to, for example, multiple different Related Articles (e.g., 3711, 3713) that display each article’s title and it’s first (n) lines of text. Additionally, as illustrated in the example embodiment of Figure 37, DOL layer 3700 may reference and/or display content relating to multiple different Related Videos (e.g., 3721, 3723) which display each video’s title. A Textual advertisement (e.g., 3730) may also be displayed which includes ad title, ad description and landing URL.

As illustrated in the example embodiment of Figure 38, DOL layer 3800 may reference and/or display content relating to, for example, multiple different Related Articles (e.g., 3811, 3813) that include article titles and their first line(s). A Text and Logo advertisement (e.g., 3820) may also be displayed which includes ad title, ad description and landing URL, and button.

As illustrated in the example embodiment of Figure 39, DOL layer 3900 may reference and/or display content relating to, for example, multiple different Related Videos (e.g., 3911, 3913) that includes videos’ titles. A Textual advertisement (e.g., 3920) may also be displayed which includes ad title, ad description and landing URL.

As illustrated in the example embodiment of Figure 40, DOL layer 4020 may reference and/or display content relating to, for example, multiple different Related Articles (e.g., 4022a, 4022b) that includes articles’ titles and their first lines. A Text and Logo advertisement (e.g., 4024) may also be displayed which includes ad title, ad description and landing URL, and button.

As illustrated in the example embodiment of Figure 41, DOL layer 4120 may reference and/or display content relating to, for example, multiple different Related Articles (e.g., 4122a, 4122b) that includes articles’ titles and their first lines. A Text and Logo advertisement (e.g., 4124) may also be displayed which includes ad title, ad description and landing URL, and button.
As illustrated in the example embodiment of Figure 42, DOL layer 4204 may reference and/or display content relating to, for example, a plurality of related articles and associated images. In at least one embodiment, each related article DOL elements may include display of the title, description, date, abstract, summary, selected lines of text, etc. In at least one embodiment, clicking on a portion of a displayed related article element leads to the target page associated with that particular related article.

As illustrated in the example embodiment of Figure 43, DOL layer 4304 may reference and/or display content relating to, for example, one or multiple different related videos. In at least one embodiment, each displayed related video element may include information such as, for example, title, date, brief description, textual ad component, etc. In at least one embodiment, clicking on a portion of a displayed related article element causes the selected video to be played within the DOL layer.

As illustrated in the example embodiment of Figures 44A-B, a displayed DOL layer may reference and/or display content relating to multiple different related videos. In at least one embodiment, each displayed related video element may include information such as, for example, title, date, brief description, image/still frame of video, etc. In at least one embodiment, clicking on a portion of a displayed related article element causes the selected video to be played within the DOL layer (e.g., as shown at Figure 44A). In at least one embodiment, when the video has finished playing, an Ad may appear within the DOL layer portion where the video had played (e.g., as shown, for example, at 44B).

In at least one embodiment, automatic and dynamic configuration and/or selection of at least a portion of the above referenced DOL characteristics of a given DOL layer may be based, at least in part, on one or more different types of rules, constraints, and/or preferences relating to one or more of the following (or combinations thereof):

- Network level based rules, constraints, and/or preferences
- Publisher level based rules, constraints, and/or preferences (e.g., each publisher may specify their own preferred preferences/criteria for customized DOLs to be displayed in association with that publisher’s web pages)
- Channel level based rules, constraints, and/or preferences (e.g., different specified preferences/criteria may be for generating customized DOLs to be displayed in association with different channels of a given publisher (and/or different channels of multiple different publishers)
- Cross-Channel level based rules, constraints, and/or preferences (e.g., different specified preferences/criteria may be for generating customized DOLs to be
displayed in association with selected channels associated with multiple different publishers)

- Vertical level based rules, constraints, and/or preferences
- etc.

According to different embodiments, examples of different types of DOL Elements which may be included or displayed at a given DOL layer may include, but are not limited to, one or more of the following (or combinations thereof):

- Ads
  - Optionally included in DOL based on preferences of publisher (e.g., source page publisher)
- Run-of-Site AdGroup placement
- Channel campaign placement
- Video (e.g., streamed video)
  - May be played/displayed within DOL
- May be played/displayed in new window/layer
- May be played/displayed in new document
- Audio
- Related information (e.g., related page)
- Related content
- Related articles
- Related links
- Images
- Animation (e.g., Flash)
- External feeds (e.g., RSS)
- etc.

According to different embodiments, the selection, use, and/or configuration each different type of DOL element (and/or combinations) of a given DOL layer may be based, at least in part, on one or more of the following (or combinations thereof):

- Network level based rules, constraints, and/or preferences
- Publisher level based rules, constraints, and/or preferences
- Channel level based rules, constraints, and/or preferences
- Cross-Channel level based rules, constraints, and/or preferences
- Vertical level based rules, constraints, and/or preferences
- etc.
EXAMPLES OF HYBRID ADVERTISER AND PUBLISHER GUIs

Figures 64A-66F illustrate various example embodiments of different graphical user interfaces (GUIs) to the Hybrid System which, for example, may be used for providing or enabling access to entities such as, for example, advertisers, campaign providers, publishers, etc.

In at least one embodiment, as illustrated, for example, at 6652 of Figure 66F, a Publisher Relevancy Threshold component (6642b) may be provided to enable publisher to specify, if desired, desired minimum threshold criteria for KeyPhrase relevancy for allowing KeyPhrase match/markup on one or more of the publisher’s webpages.

In at least one embodiment, relevancy thresholds may be set on a per campaign basis – allowing different campaigns to be displayed with different rules. This provides for a number of benefits and advantages such as, for example:

- allows for more tailored targeting of different types of advertisers
  - narrow – relevancy threshold = high;
  - wide – relevancy thresh = low (for greater exposure)
- allows for extra level of differentiation from
  - relevancy threshold per publisher
  - relevancy threshold per page

In at least one embodiment, relevancy thresholds may be specified by advertiser and/or publisher (e.g., via Advertiser GUI(s), Publisher GUI(s)), such as that illustrated, for example, and Figures 66E and 66F.

Example:

Assume we have a campaign with thresh of 0.5 and 2 potential source pages. On one of the pages it has score of 0.4 and on the other it has score of 0.6. In at least one embodiment, KeyPhrase highlighting/markup may be performed on the 0.6 page.

Campaign Targeting Using Exact Match, Broad Match, Extended Match, Topical Match

As described in greater detail herein (such as, for example, with respect to Figure 10), one or more different types of ad bidding processes may be utilized for acquiring and/or identifying a portion of the ad candidates which may be considered for selection and presentation at the client system. Examples of the various types of ad bidding processes which may be utilized may include, but are not limited to, one or more of the following (or combinations thereof):

- Manual-type Ad Bidding Process – Advertiser (or ad campaign provider) manually inputs and/or selects Keyphrases or KeyPhrases (KPs) to be associated with each given Ad. In at least one embodiment of the Manual-type Ad Bidding Process, the advertiser may upload a
list of KeyPhrases and may bid a desired CPC amount for each KeyPhrase. In at least one embodiment, in order to facilitate performance tracking, KeyPhrases which are to be associated with a given ad may each be associated with a respectively different copy or version of the ad, wherein each different ad version or copy has associated therewith a respectively different landing URL. According to different embodiments, the Hybrid System and/or client system(s) may make selection of preferred Ad candidates for a given KeyPhrase via separate asynchronous process(es) (which, for example, may be initiated or performed before the end user initiates a source page URL request at the client system).

- **Topic-type Ad Bidding Process** - Advertiser (or ad campaign provider) inputs or selects one or more topic(s) relating to a given Ad. In at least one embodiment of the topic-type ad bidding process, the advertiser may provide topic input regarding one or more selected page topics which the advertiser has determined (and/or desires) to be related to a given Ad. In at least one embodiment, the advertiser may provide (e.g., via one or more of the Hybrid Advertiser GUIs illustrated and/or described herein) at least a portion of it’s topic input data (e.g., in addition to other Ad data provided by Advertiser) to the Hybrid System during the ad campaign configuration process. In at least one embodiment, the Hybrid System performs analysis, and provides recommended, contextually relevant KeyPhrases (KPs) (e.g., from DTD) based on topic input data provided by Advertiser. Advertiser may chose to select/approve all (or selected ones of) recommended KPs, may chose to select/approve specific recommended KPs, may chose to select one or more KPs provided by the advertiser, and/or various combinations of the above. In at least one embodiment, the advertiser may provide a different CPC bid for each topic selected/approved by the advertiser. According to different embodiments, any (or only selected ones) of the KPs associated with a given topic may be potential KP candidates for highlight, markup, and linking to the advertiser Ad. In at least one embodiment, the advertiser may remove, add, update and/or modify the list of approved KPs (e.g., for one or more specified ads) based on the advertiser preference criteria provided by the advertiser.

- **Automated-Type Ad Bidding Process** - In at least one embodiment of the automated-type ad bidding process, the advertiser (or ad campaign provider) provides Ad data (e.g., corresponding to one or more ads), and the Hybrid System uses the input ad data (provided by the advertiser) to automatically perform all other operations which may be needed/desired for creating and implementing a successful ad campaign using at least a portion of the advertiser’s ads. For example, in at least one embodiment, the Hybrid System may be operable to automatically and dynamically perform one or more of the following (e.g., for creating and implementing a successful ad campaign for the advertiser):
- Analyze the ad data provided by the advertiser;
- Perform ad topic classification processing on at least a portion of the input ad data, which, for example, may include analyzing or evaluating each of the ads (e.g., provided by the advertiser) for its relatedness to each (or selected ones) of the topics identified in the dynamic taxonomy database (DTD). In at least one embodiment, the ad topic classification processing may include analyzing the landing URL page content associated with each of the ads for its relatedness to each (or selected ones) of the topics identified in the dynamic taxonomy database (DTD). In at least one embodiment, the output of the ad topic classification processing includes a distribution of topics and associated relatedness scores representing each topic's respective relatedness to each of the advertiser's ads. (see, e.g., 1604, 1606, 1608, Fig. 16A);
- Analyze and classify selected pages of the advertiser's website;
- Automatically select, based at least in part upon the analysis/classification of selected pages of the advertiser's website, at least one set of contextually relevant KeyPhrases which best match or relate to the content on the advertiser's site. In at least one embodiment, the Hybrid System may automatically identify and/or select different sets of contextually relevant KeyPhrases to be associated with respectively different portions or channels of the advertiser's site.
- Determine, identify and select, using at least a portion of the ad data provided by the advertiser, a respective set of contextually relevant KeyPhrases (KPs) to be associated with each of the advertiser's ads. In at least one embodiment, a different set of contextually relevant KeyPhrases (KPs) may be associated with a respective ad of the advertiser's ads. Additionally, in some embodiments, some of the different sets of contextually relevant KeyPhrases (KPs) may include one or more similar and/or identical KeyPhrases.

In at least one embodiment of the automated-type ad bidding process, the advertiser may specify a range of minimum and maximum CPC values that the advertiser is willing to pay. In at least some embodiments, the advertiser's bidding information may be applied globally (e.g., across all of the advertiser's ads). Additionally, in at least some embodiments, the advertiser's bidding information may be applied selectively to one or more different sets of ads. For example, in one embodiment, the advertiser may specify a first range of minimum and maximum CPC values that the advertiser is willing to pay for a first set of the advertiser's ad(s), and may specify a second range of minimum and maximum CPC values that the advertiser is willing to pay for a second set of the advertiser's ad(s).
It will be appreciated that, in at least some embodiments of the Ad-KeyPhrase bidding process and/or ad campaign configuration process, the Advertiser is not required to provide any Keyphrase or KeyPhrase input or data, if desired. Further, in other embodiments of the Ad-KeyPhrase bidding process and/or ad campaign configuration process, the Advertiser is permitted to provide any Keyphrase or KeyPhrase input or data (e.g., regarding keyphrases or keyphrases which the advertiser desires to be associated with one or more ads). However, in at least some embodiments, the advertiser may elect (if desired) to provide Negative KeyPhrase information, which, for example, may include a list of negative KeyPhrase that are not to be used (e.g., for all or selected ones of the advertiser’s ads).

In at least one embodiment, each ad may include or have associated therewith a respective set of ad information (also referred to as “ad data”) which, for example, may include, but is not limited to, one or more of the following (or combinations thereof): Landing URL, Title of Ad, Description of Ad, Graphics/Rich Media, CPC (e.g., cost-per-click or amount bidder willing to pay per click), etc.

One advantage of this feature is that it provides a mechanism for allowing for different types of targeted advertising. Several examples of this are illustrated below.

Example #1:
Advertiser bids on KeyPhrase: “credit card”
• exact match—must match exactly to phrase
• broad match—matches to either “credit” or “card” would be candidates for markup
• extended match—identifies and matches to additional keyphrases/phrases adjacent to “bidded” KW (“credit card”)
  ○ eg. “student credit card” could be identified and marked up (or may be considered candidate for markup).
• topical match—advertiser buys topics (instead of or in addition to buying KWs)
  ○ source phrases matching to bidded topic may be candidates for markup
  ○ different from fuzzy search – e.g., Topic match provides at least 4 different ways to match: 3 are related to the phrases, and one is on a topic level
  ○ topical matching allows for identification and/or matching of KeyPhrase beyond mere truncation matching.

Example #2
An example of this is illustrated below with reference to Figure 67.
Figure 67 shows an example portion of content which includes one or more key phrases (e.g., 6703) which may be marked up in accordance with one or more of the Hybrid advertising techniques described herein.
Referring to the example illustrated in Figure 67:

- In Exact match only if advertiser bought ‘health coverage’ it will be highlighted.
- In Extended match even if advertiser bought ‘health’, Hybrid System can still highlight ‘health coverage’

Another feature which may be implemented in at least some embodiments disclosed herein relates to the combining regular content link and hybrid product on same page. For example, in at least one embodiment, it is possible to highlight some phrases and show:

- Just ads
- Just related content
  - Combination of both (e.g., may be mixed on the same source page)
- May be based on:
  - Type of phrase
  - Properties or heuristics of the phrase such as, for example:
    - Verb in phrase
    - Proper noun that

The following example is intended to help illustrate this feature.

Example:
- if the phrase “buy computer online” is identified – markup for showing AD
- if phrase “barack obama” identified—markup for showing related content

Consideraton of keyphrase properties

Phrases have different properties. Named entities (people) typically don’t have much commercial value, but have informational values (e.g, Bill Gates – is a good phrase for information such as biography, related articles etc.). Company names are also better for information for example ‘microsoft’ can trigger stock quotes, related articles about microsoft etc. Phrases that are noun phrases or verb phrases like ‘buy online computer’ or ‘cheap laptop’ are usually better for commercial purposes such and will usually serve for advertising purposes.

Displaying content link or hybrid based on user behavior
(may take into account user related behaviour)

Examples:

- If the Hybrid System learns that user a clicks on related content but not ads, show that user more related content and less ads
- If the Hybrid System learns that user b clicks on ads but not related content, show that user more ads and less related content

Examples of:
• User behaviours which may be tracked: clicks, mouseovers, pages user visited.
• Types of responses performed by hybrid system: based on user response to specific phrases, decide if to highlight them the next time or not
• Additional details relating to how individual user behaviors are tracked - in at least one embodiment, using a unique cookie, either in the client or the server side, keep track of all users actions such as pageviews, mouseovers, clicks.

Displaying content link or hybrid based on page properties
(may take into account page properties)
  i. Content of page (e.g. Page properties)
  ii. type of site (e.g., site properties)
  iii. historical use of site by users

Hybrid Crawling Operations

Figure 89 shows a example block diagram visually illustrating various aspects relating to the Hybrid Crawling Operations. A brief description of at least some of the various objects represented in the specific example embodiment of Figure 89 is provided below.

In at least one embodiment, the Hybrid System is operable to automatically and dynamically crawl large corpus of documents to extract phrases and gather information. For example, as illustrated in the example embodiment of Figure 89, the Hybrid System may be configured or designed to crawl various different networks such as, for example, one or more of the following (or combinations thereof):

• Private networks 8910 (e.g., Kontera network, Hybrid network, etc.)
• Authority sites 8920 such as news papers, universities, sites that may be known to be authority on specific subjects such as www.nfl.com, www.nba.com, www.econ.berkeley.edu, etc.
• Vertical sites (sports, tech, etc)
• All or selected portions of the World Wide Web 8930 (such as, for example, general / random sites from web)
• etc.

As illustrated in the example embodiment of Figure 89, phrase analysis may be performed on the crawl data/content, which, for example, may include the parsing of document, extraction of phrases, and classification of context. In at least one embodiment, the extracted and classified phrase data (e.g., 8914, 8924, 934) may be aggregated and stored at appropriate locations of the Related Repository. In at least one embodiment, the aggregation operations
may be implemented using parallelization techniques such as, for example, (see, e.g.,

In at least one embodiment, the DTD portion of Hybrid Related Repository may be
populated with information relating to each word or phrase that is processed. Examples of such
information may include, for example, one or more of the following (or combinations thereof):

- Reference to all (or selected ones of) pages the phrase appeared in
- Extraction reason
- Related phrases
- Topics and their scores in all (or selected ones of) these pages
- Summary of topic distribution for each phrase
- Frequency of phrase within the different corporuses

Figures 91-93 show different examples of hybrid phrase matching features in
accordance with a specific embodiment.

Figure 90 shows a example block diagram visually illustrating an example of a hybrid
phrase matching operation in accordance with a specific embodiment. A brief description of at
least some of the various objects represented in the specific example embodiment of Figure 90
is provided below.

- Matching phrases to documents
  - Phrases may be matched to publisher site
  - Phrases may be matched to advertiser site
  - Phrases may be matched to any content
- Phrase matching algorithm - scoring a phrase to a document
  - Each phrase is fetched from a database or a distributed cache (such as
    http://www.scaleoutsoftware.com)
  - Each document is classified into the taxonomy. Input document, output vector of
topics representing the document
  - Vector space comparison may be performed between the topics of the phrase and the
topics of the document resulting in a score that reflects the relevancy of the phrase to
the specific document. Comparison may be done using algorithms such as: Cosine
Similarity http://en.wikipedia.org/wiki/Cosine_similarity or Jaccard index
  http://en.wikipedia.org/wiki/Jaccard_index
- Highlighting phrases for Content link, Related link or Hybrid link
- Document to target site matching
  - Both source document and target document may be classified into taxonomy producing
a vector of topics for each document
Comparison of the vectors (described above) creates a score of relevancy between the source and target page.

Comparison between the phrase and the source page (as described above)

Comparison between the phrase and the target page (as described above)

Using the 3 scores (source – target, phrase – source, phrase – target) decide which terms may be good potential for highlight.

In at least one embodiment, phrases may be used to augment search and other queries. The expanded query can contain the original phrase, or be from a similar dynamic topic distribution. An example of this feature is illustrated in Figure 91, a specific example of which is described below for purposes of illustration and by way of example with reference to Figure 91.

In this particular example, the following search scenario is assumed:

- User enters search query in the search box
- Search system queries dynamic taxonomy via web-service
- Dynamic taxonomy suggest additional phrases that may be related to original query, in order to improve precision and recall of search request (http://en.wikipedia.org/wiki/Precision_and_recall)
- In the above example, user enters the term 'credit' after querying the dynamic taxonomy, the search engine can search queries such as 'debit', 'personal finance' and credit card to obtain better results for user. This data is novel, and can not be extracted from search query logs alone.
- Dynamic taxonomy can help solve ambiguities. For example when a user searches for 'Jaguar' search engine cannot know if user means Jaguar (cat) or Jaguar (car). Using the dynamic taxonomy, search engine can understand the term is ambiguous (since it has skewed distribution of topics in different areas),
  - Search engine can ask user if he wants results for Jaguar the car or the cat.
  - Search engine can group results into several clusters depending on their context

As illustrated in the example embodiment of Figure 92, phrases may be used for KeyPhrase advertising. For example, as shown at 9202, the advertiser website is crawled, and KeyPhrases are extracted (9210) and matched (9220) to the dynamic taxonomy, and new words may be bided for online advertising. Another example of this feature is described below for purposes of illustration.
Example Hybrid Keyphrase Suggestion Process

- Advertiser insert his website URL, and any other textual information that describes his business. This may be done via Hybrid’s website, or through web services provided by Hybrid System.
- Hybrid crawls the advertiser website, and classify its different pages
- Hybrid extracts phrases from the advertiser website based on the technologies mentioned above.
- Hybrid can suggest the advertiser phrases that were extracted from his site.
- Hybrid can suggest the advertiser phrases that will fit his web site, but that were not found on his site originally, by scoring their relatedness to his website. The vector of topics of each phrase in the Hybrid Repository is compared to the vector of topics of the specific advertiser, phrases that pash a certain threshold may be potential suggestions.
- The KeyPhrase suggested may be used for:
  - Generating more content for the advertiser web site, for better search ranking
  - Bidding KeyPhrases in the Hybrid System
  - Bidding phrases in any paid search application

As illustrated in the example embodiment of Figure 93, phrases May be used for related links implementations. For example, in one embodiment, the original page is analyzed via Dynamic Taxonomy, and main phrases may be extracted and may be displayed as related results.

In at least some embodiments, the Hybrid System may be configured or designed to provide various other types of features and/or functionalities such as, for example, one or more of the following (or combinations thereof):

- Hybrid System provides the website a solution for outside related information.
  Integration may be done via:
  - Iframe on website
  - Javascript on website
  - Widget provided by Hybrid System System
- Hybrid System extracts page, classify it, and extract its phrases
- Hybrid System suggests additional phrases to the user (links, images etc) that may be related for the specific page, and may interest the user based on the semantic and contextual analysis.
- Phrases suggested may be part of the original text
Phrases suggested may be related to original text, but don’t need to appear in original text.

For example, user reads a page about personal finance and Debit cards. The Hybrid System suggest related links about ‘Debit Card’ that was part of the original page, and ‘Saving account’ that didn’t appear on original page.

Results may be presented in a box outside the text, and may include text links, images, videos etc.

Results may be presented in a cloud formation, with more related phrases appearing in a more distinct manner.

Phrases may be used for cloud tag implementation

Phrases may be used for automatic content tagging

Hybrid System automatic tagging of content

Hybrid System offers integration via web-services where a user submit any html content for automatic tagging

Hybrid System analyzes original source of information as described above

Hybrid System classify the content and extracts keyphrases.

Hybrid System suggest phrases that were extracted from original content, and from the Hybrid System dynamic repository to the user.

The phrases extracted may be used by the user to tag or index its content. (see tagging: http://en.wikipedia.org/wiki/Tag_(metadata))

EXAMPLE EMBODIMENTS OF HYBRID SYSTEM COMPONENT INTERACTIONS

As discussed previously (e.g., with respect to Figures 1, 2A, 2B) Front End and/or Back End may be responsible for serving of different type of requests. In at least one embodiment, the Front End is responsible for handling pages that were processed, and to select in real time the different components the user will see based on its Geo location, the ERV values, the ad inventory, etc. (See layout in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B)). When a new page arrives, it is not in the cache, and it is sent for further processing in the Back End, which does the parsing, classification, phrase extraction, indexing, and matching of related phrases and content.

Figures 83-86 illustrated example block diagrams illustrating additional features, alternative embodiments, and/or other aspects of various different embodiments of the Hybrid contextual advertising and related content analysis and display techniques described herein.

Front End Analysis

A brief description of at least some of the various objects represented in the specific example embodiment of Figure 83 is provided below.
8302- JavaScript – the client side script that sends the URL to the server

8304-Front End – the module responsible for handling a concrete user request, after it was processed and cached by the Back End

8306-Cache – a distributed repository that holds selected pages, phrases, and/or related content that has been analyzed in the past.

8308-Back End – the module responsible for analyzing a page the first time the Hybrid System sees it. Analysis includes parsing, phrase extraction, classification, indexing and retrieving all (or selected ones of) related documents.

A brief description of at least some of the various objects represented in the specific example embodiment of Figure 84 is provided below.

8401- getResults- input key representing page
8403- output – results from cache for that page (if inCache=true) results include all (or selected ones of) the potential phrases, their scores, their topics and their related pages.
8405-getERVResults – input: URL, phrase, target URLs
8407-return ERV score for each phrase based on past performance
8409-select highlights input: all (or selected ones of) phrases, their scores, and locations

8411-output – the specific phrases to highlight
8413-Report – input URL, and phrases highlighted

8415-if page isn’t in the cache – send a processing request via Queue to Back End.

In at least one embodiment, the Front End is responsible for handling user request / response. The input to the front end, is a URL sent by the Javascript from the the Hybrid System may User, this initiates the calculation of the concrete response that is returned to the user. The responses may be javascript instructions that may be sent back to the client in order to present the layers (the previous Hybrid Patent)

In at least one embodiment, the cache is responsible for holding the pre calculated phrases and related pages from the Back End. When the Front End gets a request, it checks if the page details may be in the cache. If the cache doesn’t have details, it sends a request to the Back End queue for page analysis. The cache is a 3-level cache which holds information in memory, in memory outside the process and on disk. This enables the cache to be scalable, distributed and redundant.

In at least one embodiment, ERV component may assign value for each phrase, target combination. This is based on a Click-Through-Rate (CTR) prediction algorithm such as that described, for example, in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B)). The
CTR is then multiplied by a value parameter that may be the CPC/CPM of the ad component, the CPM of the target page, or any other value the publisher select to give pages in his site. For example if a publisher wants to move traffic from one area of his site to another, he will give higher value to the preferred channel.

In at least one embodiment, the Layout component is responsible for selecting the actual highlights, related content, related video and related ads. The layout uses input from the ERV and the relevancy score for each origin/target in order to select the optimal highlights and information based on spatial arrangement and scores. The layout is such as that described, for example, in U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B))

In at least one embodiment, the Reporter component may be configured or designed as an engine that collects all (or selected ones of) the user behavior (clicks, mouse over) for each URL, highlights, target choices and feeds them into the ERV engine. See U.S. Patent Application Serial No. 11/732,694 (Attorney Docket No. KABAP011B) for the collection of statistics.

A brief description of at least some of the various objects represented in the specific example embodiment of Figure 85 is provided below.

8501-getJob – input: none
8503-output – a URL from the Queue that need to be processed
8505-getText(URL) – input: URL to be processed
8507-output: clean text after fetching the URL html, and parsing the main content block from it (MCB Detector)
8509-classifyText input: cleanText
8511-output: list of topics and scores for the text
8513-extract phrases: input clean text
8515-output – all (or selected ones of) the phrases found in the clean text. Each phrase has a list of topics associated with it.
8517-index – input: the clean text, the phrases found on page, and the page topics
8519-getRelatedpages – input: the original URL, the original text, the phrases and the topics
8521-output: for each phrase: the list of target pages that may be the best related pages for the specific phrase and original page, target combination.
8522- update Repository: update repository with all (or selected ones of) the phrases, and related pages for each of those phrases based on the output of 6a.

In at least one embodiment, Manager 8502 may be implemented as a process that is responsible for running the Back End tasks. It retrieves jobs from the queue, and sends them to
the correct Back End component. When the analysis is complete it updates the disk repository, which enables the front end to get information regarding the specific page.

In at least one embodiment, Job Queue 8504 may be implemented as a Queue of URLs that either need to be analyzed for the first time, or need to be refreshed. The queue enables a distribution of the Back End jobs to several physical machines.

In at least one embodiment, Parser 8506 may be configured or designed to Parse document and extract phrases from a plain text based on POS tagging, chunking, NGram analysis, etc. It is described in details in the dynamic taxonomy.

In at least one embodiment, Classifier 8508 may be configured or designed to classify a document or a paragraph to taxonomy topics. The input may include text and the output may include a vector of topics and weights representing the document. A description is found in KBAP011B.

In at least one embodiment, Phrase Extractor 8510 may be configured or designed to extract phrases from main content block of target document.

In at least one embodiment, Indexer 8512 may be implemented as a software component that indexes the pages, titles, topics and phrases. It enables a quick retrieval of similar pages (based on TF-IDF scoring http://en.wikipedia.org/wiki/Tf-idf) based on the different query field. In the Back End it is used to get all (or selected ones of) related content for a specific page, phrase combination.

In at least one embodiment, Manager uses the analysis results for specific source page (phrases to highlight, and related information for each phrase) to continuously update the repository (230). The Front end can then read the updated information for a given page (e.g., using unique ID for page) from Repository 8514 or cache (244) (if available in cache).

**REFRESH Process**

Figure 82 shows a example block representation of a Refresher Process in accordance with a specific embodiment. In at least one embodiment, the Refresher may be implemented as a background process that goes over the repository and decides if specific URLs need to be refreshed based on their age, the last time they were refreshed, the type of content (e.g., news need to be more up-to-date while more static content doesn’t need to be refreshed often).

For example, as illustrated in the example embodiment of Figure 82, the Refresher Process may perform one or more of the following operations:

8201-Find Stale Pages.

8203-List returned of pages that may be old and need to be refreshed. In at least one embodiment, the publisher can define how often pages should be refreshed (e.g., default = 1 day)
8205-Send the URLs that need to be refreshed to the Back End. Back End process them like it processes a new page.

**DYNAMIC TAXONOMY DATABASE AND RELATED CONTENT CORPUS**

**Example Dynamic Taxonomy Database Embodiments**

Figure 5A shows an example of a taxonomy structure 500 in accordance with a specific embodiment.

Referring to the example Dynamic Taxonomy Database structure of Figure 5A, the taxonomy’s root node is called Super Topic. Under the root node, there is another node that is called Topic, and under Topic, there are nodes called Sub Topic. The KeyPhrases may be classified in the taxonomy per level. For example, in one implementation, general KeyPhrases may be classified under SuperTopic, more specific KeyPhrases may be classified under Topic, and even more specific KeyPhrases may be classified under SubTopic.

According to a specific embodiment, each KeyPhrase may have several properties, such as, for example, location based properties, KeyPhrase specific properties, etc. For example, in one implementation, a KeyPhrase may include one or more of the following properties:

- Negative / Positive KeyPhrase filtering
- KeyPhrase weight
- KeyPhrase type
- KeyPhrase attribute
- Other properties

Such properties enable one to fine-tune contextual relevancy and analysis usage with respect to analyzed content.

As illustrated in the example of Figure 5A, the KeyPhrase/topic classification scheme may include a plurality of hierarchical classifications (e.g., KeyPhrases, subtopics, subcategories, topics, categories, super topics, etc.). The highest level of the hierarchy corresponds to super topic information 502. In one implementation, the super topic may correspond to a general topic or subject matter such as, for example, “sports”. The next level in the hierarchy includes topic information 504 and category information 506. In one implementation, topic information may correspond to subsets of the super topic which may be appropriate for contextual content analysis. For example, “basketball” is an example of a topic of the super topic “sports”. Category information, on the other hand, may correspond to subsets of the super topic which may be appropriate for advertising purposes, but which may not be appropriate for contextual content analysis. For example, "sports equipment" is an example of a category of the super topic "sports".
The next level in the hierarchy includes sub-topic information 508 and sub-category information 510a, 510b. In one implementation, sub-topic information may correspond to subsets of topics which may be appropriate for contextual content analysis. For example, "NBA" is an example of a sub-topic associated with the topic "basketball". Sub-category information may correspond to subsets of topics and/or categories which may be appropriate for advertising purposes, but which may not be appropriate for contextual content analysis. For example, "NBA merchandise" is an example of a sub-category of topic "basketball", and "foosball" is an example of a sub-category associated with the category "sports equipment". The lowest level of the hierarchy corresponds to KeyPhrase information, which may include taxonomy KeyPhrases 512, ontology KeyPhrases 514a, 514b, and/or KeyPhrases which may be classified as both taxonomy and ontology. In at least one embodiment, taxonomy KeyPhrases may correspond to words or phrases in the web page content which relate to the topic or subject matter of a web page. Ontology (or "KeyPhrase link") KeyPhrases may correspond to words or phrases in the web page content which are not to be included in the contextual content analysis but which may have advertising value. For example, "LA Lakers" is an example of a taxonomy KeyPhrase of sub-topic "NBA", "Air Jordan" is an example of an ontology KeyPhrase associated with the sub-category "NBA merchandise", and "foosball table" is an example of an ontology KeyPhrase associated with the sub-category "foosball".

Figure 5B shows an example of various types of information which may be stored at node of the DTD.

According to one embodiment, one aspect of at least some of the various technique(s) described herein provides content providers with an efficient and unique technique of presenting desired information to end users while those users are browsing the content providers' web pages. Moreover, at least some of the various technique(s) described herein enable content providers to proactively respond to the contextual content on any given page that their customers/users are currently viewing. According to at least one implementation, at least some of the various technique(s) described herein allow a content provider to present links, advertising information, and/or other special offers or promotions which that are highly relevant to the user at that point in time, based on the context of the web page the user is currently viewing, and without the need for the user to perform any active action. As described previously, the additional information to be displayed to the user may be delivered using a variety of techniques such as, for example, providing direct links to other pages with relevant information; providing links that open layers with link(s) to relevant information on the page that the user is on; providing links that open layers with link(s) to relevant information on the page that the user is on; providing layers that open automatically once the user reaches a given page, and presenting information that is relevant to the context of the page; providing graphic
and/or text promotional offers, etc.; providing links that open layers with content that is served from an external (third party content server) location, etc.

Moreover, it will be appreciated that at least some of the various technique(s) described herein provide a contextual-based platform for delivering to an end user in real-time proactive, personalized, contextual information relating to web page content currently being displayed to the user. In addition, the contextual information delivery technique(s) described herein may be implemented using a remote server operation without any need to modify content provider server configurations, and without the need for any conducting any crawling, indexing, and/or searching operations prior to the web page being accessed by the user. Furthermore, because at least some of the various technique(s) described herein are able to deliver additional contextual information to the user based upon real-time analysis of web page content currently being viewed by the user, the contextual information delivery technique(s) described herein may be compatible for use with static web pages, customized web pages, personalized web pages, dynamically generated web pages, and even with web pages where the web page content is continuously changing over time (such as, for example, news site web pages).

One advantage of using the taxonomy technique(s) described herein for the purpose of contextual advertising is the ability to classify content based on the taxonomy structure. This property provides a mechanism for matching related terms and advertisements from related taxonomy nodes. Thus, for example, using a KeyPhrase taxonomy expansion mechanism described or referenced herein, at least some of the various technique(s) described herein may be adapted to automatically and/or dynamically bring related advertising from sibling taxonomy nodes, and then use self learning automated optimization algorithms to automatically assign more impressions to the terms that may be identified as being relatively better performers.

In one implementation, the Dynamic Taxonomy Database may be adapted to be generically adaptable so that it can handle dynamic content from different content categories without special setup or training sets. For example, using at least some of the various technique(s) described herein, new terms that are discovered on the page (e.g., new products, movie titles, personalities, etc.) may be matched to base topics that include similar terms (e.g., using a “fuzzy match” algorithm), thereby resulting in a virtual expansion of the Dynamic Taxonomy Database in order to successfully handle and process the new content. Utilizing such virtual expansion capability allows the Dynamic Taxonomy Database to remain relatively compact, without compromising classification quality, thereby allowing one to maintain optimal performance which, for example, may be considered to be an important factor when implementing such techniques in a real time system.
It will be appreciated that different embodiments of taxonomy data structures may differ from the data structures illustrated, for example, in Figures 5A, 5B and 5C of the drawings. For example, in at least one embodiment, a “dynamic node taxonomy” data structure may be utilized in which there is no restriction on the number of hierarchical levels and/or nodes which may be utilized, for example, to capture the contextual essence of a specific topic, KeyPhrase and/or category and its relation to other topics, KeyPhrases, and/or categories. For example, in one embodiment, it would be possible to add as many nodes and/or sub-nodes as desired in order to capture the contextual essence of a topic and its relation to other topics. Additionally, in at least one embodiment, the dynamic node taxonomy data structure may provide the ability to cross reference specific nodes and/or sub-nodes in order, for example, to enable a specific node or sub-node to be linked to (or referenced by) more than one other node and/or sub-node.

Figures 5E and 5F illustrate examples of portions of dynamic node taxonomy data structure in accordance with a specific embodiment. In the example of Figure 5E, a portion 580 of a dynamic node taxonomy data structure is illustrated as including a plurality of nodes (e.g., 581-585), wherein each node is associated with at least one hierarchical level (e.g., A, B, C). In the example of Figure 5E, node 581 (“Sports”) and node 584 (“Apparel”) are associated with a relatively highest level (e.g., Level “A”) of taxonomy portion 580. Node 582 (“Basketball”) and node 585 (“Sports”) are associated with Level “B”, which is subordinate to Level A. Accordingly in one embodiment, node 582 (“Basketball”) may be considered a sub-node of node 581 (“Sports”), and node 585 (“Sports”) may be considered a sub-node of node 584 (“Apparel”). Node 583 (“NBA”) is associated with Level “C”, which is subordinate to Level B. Accordingly in one embodiment, node 583 (“NBA”) may be considered a sub-node of node 582 (“NBA”).

As illustrated in the example of Figure 5E, the dynamic node taxonomy data structure provides the ability to cross reference specific nodes and/or sub-nodes in order, for example, to enable a specific node or sub-node to be linked to or referenced by more than one other node and/or sub-node. For example, as illustrated in the example of Figure 5E, node 583 (“NBA”) may be linked to (or otherwise associated with) both node 582 (“Basketball”) and node 585 (“Sports”). In one embodiment, node 583 (“NBA”) may be directly linked to node 585 (“Sports”) via a pointer or link (e.g., 593). In other embodiments, node 583 (“NBA”) may be linked to node 585 (“Sports”) via a mirror node 583a which, for example, may be specifically configured or designed to represent crossed referenced associations.

Additionally, as shown in the example of Figure 5E, linked relationships may be established between specific nodes and/or sub-nodes which are members of different levels of the taxonomy hierarchy. For example, as shown in the example of Figure 5E, node 581
("Sports") may be linked to (or associated with, e.g., via link 591) node 585 ("Sports"). In at least one embodiment, node 581 ("Sports") may be interpreted as relating generally to any type of sports-related topics or subtopics, whereas node 585 ("Sports") may be interpreted as relating more specifically to sport apparel.

As mentioned previously, in at least some one embodiments, it may also be possible to add as many nodes and/or sub-nodes as desired in order to capture the contextual essence of a specific topic, KeyPhrase and/or category and its relation to other topics, KeyPhrases, and/or categories. For example, referring to the example of Figure 5E, it would be possible, if desired, to add additional nodes representing "NBA Players" and "NBA Teams" as sub-nodes of node 583 ("NBA"). An example of this is illustrated and Figure 5F.

As shown in the example of Figure 5F, node 587 ("NBA Players") and node 588 ("NBA Teams") have been added to the dynamic node taxonomy data structure (e.g., of Figure 5E) as sub-nodes of node 583 ("NBA"). The addition of nodes 587 and 588 includes the creation of a new hierarchical level (e.g., Level "D"), which is subordinate to Level C. If desired, additional nodes and/or levels may also be added to the data structure in order to capture the contextual essence of a specific topic, KeyPhrase and/or category and its relation to other nodes in the data structure (which, for example, may represent different topics, KeyPhrases, and/or categories). In at least one embodiment additional links (and/or other related-node linking mechanisms such as, for example, mirror nodes, pointers, etc.) may also be created, for example, in order to associate or link node 587 ("NBA Players"), node 588 ("NBA Teams") and/or node 583 ("NBA") with node 585 ("Sports").

Another aspect of at least some of the various technique(s) described herein relates to an improved advertisement selection technique based on contextual analysis of document content.

Figure 5D shows a block diagram of a specific embodiment graphically illustrating various data flows which may occur during selection of one or more KeyPhrases and/or topics. As shown in the example of Figure 5D, document content 571 (e.g., text, HTML, XML, and/or other content) may be provided to KeyPhrase link Selection Engine 572. In one embodiment, the KeyPhrase link Selection Engine may perform a contextual analysis of the input content 571 using information from Taxonomy Database 574, which, for example, may result in the identification and/or selection of one or more KeyPhrases and/or topics 576. In one embodiment, the identified KeyPhrases/topics may be used to select one or more ads to be displayed to the user, for example, via one or more KeyPhrase links.
Figures 94 and 95 illustrate a pictorial representation of various example nodes of a Keyphrase Taxonomy (Fig. 94) and Page Taxonomy (Fig. 95), in accordance with a specific embodiment.

Figure 97 shows a specific example embodiment of various types of data structures which may be used to represent various entity types and their respective relationships to other entity types in the DTD. For example, as illustrated in the example embodiment of Figure 97, each of the data structures illustrated in solid lines (e.g., 9702, 9704, 9706) represent entity type nodes which, for example, may be used to represent data such as, for example, phrases 9702, pages 9706, topics 9704, etc. Each of the data structures illustrated in dashed lines (e.g., 9703, 9705, 9707) may represent relationship-type nodes, which, for example, may represent different respective relationships between each of the entity type nodes. In at least one embodiment, at least a portion of the relationship-type nodes may be implemented using one or more reference tables.

For example, referring to the specific embodiment of Figure 97, each phrase in the DTD may be represented by a unique phrase node 9702 having a unique phrase ID value. Similarly, each topic in the DTD may be represented by a unique topic node 9704 having a unique topic ID value, and each page in the DTD may be represented by a unique page node 9706 having a unique page ID value. The various relationships which exist between each of the phrases, pages, and topics of the DTD may be represented by respectively unique relationship-type nodes (e.g., reference tables), each having a unique ID. Additional details relating to the various data structures illustrated in Figure 97 are provided below, and therefore will not be repeated in the section.

9707: Agg_phrase_topics

All (or selected ones of) the topics that were found for a given phrases in any document the Hybrid System saw in the past. Each entry as the aggregation of all (or selected ones of) the votes, and avg of all (or selected ones of) the scores the phrase,topic combination had in the past. For example if the Hybrid System found the phrase 'new jaguar' under topic 'luxury car' with 1 vote, and score of 0.65 this is going to be added to the agg_phrase_topics.

9702: Phrases--The specific phrase, includes the text of the phrases, and other properties, such as the sources from which it was extracted, its type, related phrases, etc

9703: Page_phrases--For each page the Hybrid System saw in in the past, the list of all (or selected ones of) phrases that were extracted for the page.

9706: Pages--All (or selected ones of) the pages the Hybrid System saw in in the past, including their URL, key (unique identifier) and body of text

9705: Page_topic--All (or selected ones of) the topics that were assigned to a specific page, or paragraph based on the classification for this page.
9704: Topics--The list of topics the classifier can assign to a page.

Example: page www.sports.com

Phrases: extracted: ‘basketball match’, ‘watch sport online’

Topics: Sport, NBA, Basketball

5 Actions taken:
(pages) add entry www.sports.com
(topics) add entries for Sport, NBA, Basketball
(page_topics) add entries referencing Sport, NBA, Basketball referencing www.sports.com
(phrases) add entries for ‘basketball match’, ‘watch sport online’

10 (page_phrases) reference between www.sports.com to ‘basketball match’ and ‘watch sport online’
(agg_phrase_topics) – update the accumulated counts and topics for ‘basketball match and ‘watch sport online’

Phrases 9702

- id – unique identifier of phrase
- terms – the actual text of phrase
- proper – is proper noun
- plural – is plural or singular
- person – is a person

20 - location – is a location
- organization – is an organization
- doc_count – number of different documents in which the term appeared.

Example: Assume phase = “Bank of America”

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>12</td>
</tr>
<tr>
<td>Terms</td>
<td>‘Bank of America’</td>
</tr>
<tr>
<td>proper</td>
<td>True</td>
</tr>
<tr>
<td>Plural</td>
<td>False</td>
</tr>
<tr>
<td>Person</td>
<td>False</td>
</tr>
<tr>
<td>Location</td>
<td>False</td>
</tr>
<tr>
<td>Organization</td>
<td>True</td>
</tr>
</tbody>
</table>

Pages 9706

25 - Id – the unique id of the page
- URL – the URL of the page
- page_key – unique identifier for the page
- body – the text of the page
<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>13432</td>
</tr>
<tr>
<td>URL</td>
<td><a href="http://www.cnn.com">www.cnn.com</a></td>
</tr>
<tr>
<td>Page_key</td>
<td>Az#ROAFSDFXasdfsdec_cnn.com</td>
</tr>
<tr>
<td>Body</td>
<td>Content of <a href="http://www.cnn.com">www.cnn.com</a></td>
</tr>
</tbody>
</table>

**Topics 9704**

- **Id** – the unique id of the topic
- **parent_id** – the id of the parent node
- **Name** – name of topic
- **Doc_count** – how many documents classified under topic
- **Last_update** – when was the topic updated

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>1343</td>
</tr>
<tr>
<td>parent_id</td>
<td>199</td>
</tr>
<tr>
<td>Name</td>
<td>NBA Teams</td>
</tr>
<tr>
<td>Doc_count</td>
<td>1503</td>
</tr>
<tr>
<td>Last_update</td>
<td>12/11/20083</td>
</tr>
</tbody>
</table>

**Page_phrases 9703**

- **Id** – unique id of entry
- **Page_id** – the reference to the page where the phrase was found
- **Phrase_id** – the phrase
- **Freq** – number of times phrase was found in document

For the above example if ‘Bank of America’ was found 5 times in www.cnn.com

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>33413</td>
</tr>
<tr>
<td>Page_id</td>
<td>13432</td>
</tr>
<tr>
<td>Phrase_id</td>
<td>12</td>
</tr>
<tr>
<td>Freq</td>
<td>5</td>
</tr>
</tbody>
</table>

**Page_topics 9705**

- **Id** – the unique id of the entry
- **Page_id** – the page
- **Topic_id** – the topic
- **Votes** – how many documents from the topic matched the source page
- **Score** – the relatedness score of the document to topic

For the above example if ‘NBA Teams’ is one of the topics of www.cnn.com

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>53132</td>
</tr>
<tr>
<td>Page_id</td>
<td>13432</td>
</tr>
<tr>
<td>Topic_id</td>
<td>1343</td>
</tr>
<tr>
<td>Votes</td>
<td>8</td>
</tr>
</tbody>
</table>
Agg_phrase_topics 9707

- id – the unique id of the field
- phrase_id – reference to phrase
- topic_id – reference to topic
- votes – number of times phrase found for that topic
- score – score for phrase for topic

Example of the phrase ‘Bank of America’ in topic NBA Teams

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>134123423</td>
</tr>
<tr>
<td>Phrase_id</td>
<td>12</td>
</tr>
<tr>
<td>Topic_id</td>
<td>1343</td>
</tr>
<tr>
<td>Votes</td>
<td>1</td>
</tr>
<tr>
<td>Score</td>
<td>0.0043</td>
</tr>
</tbody>
</table>

Example Information kept for each phrase/phrases:

- text
- source (manual, automatic, meta KeyPhrases, title)
- frequency (number of docs the phrase appeared in)
- related phrases (e.g., Bush, George Bush, President of the United States)
- pattern (chunks and POS tags - e.g., N N, ADJ N, etc.)
- type (Noun Phrase, Proper Noun Phrase, PERSON, LOCATION, ORGANIZATON, ETC).
- score (relevancy score)

In at least one embodiment, the list of information above applies to information which may be stored at a Phrase (type) node (e.g., Node 2) of the Dynamic Taxonomy Database (DTD)

In at least one embodiment, entity type nodes of the DTD may correspond to:

- phrases
- pages
- topics

The other nodes of the DTD may be implemented as relationship type nodes (e.g., relationship tables) to create a many-to-many relation between phrases to pages, phrases to topics etc.
For example, a main entity is the Phrases node. Each phrase is an entry in the dynamic taxonomy. In at least one embodiment, a node is the topic (e.g., ‘sports’). Under each node there may be several entities (phrases) such as ‘sport games’, ‘sport uniforms’ etc. In at least one embodiment, add entry means to add a relation between a node and a phrase.

In at least one embodiment, the DTD node depth may dynamically change, and may include a potentially unlimited number of depths/levels. For example if the DTD initially includes a structure of Sports->Basketball->NBA, it may be dynamically changed or updated to include more granular classifications, for example, by adding additional level(s) to result in an updated structure of:

`Sport->Basketball->NBA->Teams` and `Sport->Basketball->NBA->Players`

In at least one embodiment, ontology-type KeyPhrase may include phrases that may be found for analysis purposes (e.g., relationship between 2 phrases) but shouldn’t be highlighted. For example ‘President George Bush’ is a phrase, while ‘President George’ is ontology phrase that would not be highlighted, but would server as a mediator for relating ‘President of the United States’ to ‘George Bush’.

In at least one embodiment, the Hybrid System and/or Related Content Corpus may be configured or designed to omit the use of ontology type keyphrases and/or keyphrases.

Figure 96 shows a specific example embodiment of various types of data structures which may be used to represent various entity types and their respective relationships to other entity types in the Related Content Corpus. For example, as illustrated in the example embodiment of Figure 96, each of the data structures illustrated in solid lines (e.g., 9602, 9604, 9606) represent entity type nodes which, for example, may be used to represent data such as, for example, pages 9602, phrases 9606, restricted phrases 9604, etc. Each of the data structures illustrated in dashed lines (e.g., 9603, 9605, 9607) may represent relationship-type nodes, which, for example, may represent different respective relationships between each of the entity type nodes. In at least one embodiment, at least a portion of the relationship-type nodes may be implemented using one or more reference tables. A more detailed explanation of the various data structures illustrated in Figure 96 is provided below, and therefore will not be repeated in the section.

- Phrases 9606 – The tables from the dynamic taxonomy
- Page 9602 – a source or a target page – same as page in the dynamic taxonomy
- Related Link 9607 – the actual highlighted KeyPhrase, and its source and target pages.
  - link_id – unique id of the link
  - page_id – where the link is found
- **hl** – the actual text on the page
- **related_page_id** – reference to the page to which the link refer
- **date** – when link was updated
- **phrase_id** – the id in the phrases table
- **hl_score** – the relevancy score of the link

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link_id</td>
<td>5553</td>
</tr>
<tr>
<td>Page_id</td>
<td>14 (<a href="http://www.cnn.com">www.cnn.com</a>)</td>
</tr>
<tr>
<td>HI</td>
<td>‘Rim Blackberry’</td>
</tr>
<tr>
<td>Date</td>
<td>12/12/2008</td>
</tr>
<tr>
<td>Phrase_id</td>
<td>5833</td>
</tr>
<tr>
<td>Score</td>
<td>0.345</td>
</tr>
</tbody>
</table>

- **Related_Index 9603** – grouping of all (or selected ones of) the publisher pages
  - **index_id** – the unique id of the index
  - **name** – logical name for index
  - **publisher_id** – the publisher id of the website that is in the index
  - **index_group_id** – reference to all (or selected ones of) connected indexes

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index_id</td>
<td>15</td>
</tr>
<tr>
<td>Name</td>
<td>‘cnn index’</td>
</tr>
<tr>
<td>Publisher_id</td>
<td>535345 (cnn)</td>
</tr>
<tr>
<td>Index_group_id</td>
<td>55 (news sites)</td>
</tr>
</tbody>
</table>

- **Related_Index_Group 9605** – group of indices that can point to each other
  - **index_group_id** – unique identifier of the grup
  - **name** – logical name

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index_group_id</td>
<td>15</td>
</tr>
<tr>
<td>Name</td>
<td>News sites</td>
</tr>
</tbody>
</table>

- **Restricted_Phrases 9604** – list of phrases that shouldn’t be highlighted on the page
  - **id** – unique id
  - **publisher_id** – publisher for which the phrase is restricted
  - **text** – the actual phrase

<table>
<thead>
<tr>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>434</td>
</tr>
<tr>
<td>Publisher_id</td>
<td>535345 (cnn)</td>
</tr>
<tr>
<td>Text</td>
<td>‘violent crime’ (this phrase will not be highlight on cnn)</td>
</tr>
</tbody>
</table>
OTHER EMBODIMENTS

Generally, the contextual information delivery techniques described herein may be implemented in software and/or hardware. For example, they can be implemented in an operating system kernel, in a separate user process, in a library package bound into network applications, on a specially constructed machine, or on a network interface card. In a specific embodiment, various aspects described herein may be implemented in software such as an operating system or in an application running on an operating system.

A software or software/hardware hybrid embodiment of one or more of the Hybrid contextual advertising and related content analysis and display techniques disclosed herein may be implemented on a general-purpose programmable machine selectively activated or reconfigured by a computer program stored in memory. Such programmable machine may be a network device designed to handle network traffic, such as, for example, a router or a switch. Such network devices may have multiple network interfaces including frame relay and ISDN interfaces, for example. Specific examples of such network devices include routers and switches. A general architecture for some of these machines will appear from the description given below. In an alternative embodiment, the contextual information delivery technique of this invention may be implemented on a general-purpose network host machine such as a personal computer or workstation. Further, the invention may be at least partially implemented on a card (e.g., an interface card) for a network device or a general-purpose computing device.

Referring now to Figure 15, a network device 1560 suitable for implementing various techniques and/or features described herein may include a master central processing unit (CPU) 1562, interfaces 1568, and a bus 1567 (e.g., a PCI bus). When acting under the control of appropriate software or firmware, the CPU 1562 may be responsible for implementing specific functions associated with the functions of a desired network device. For example, when configured as a network server, the CPU 1562 may be responsible for analyzing packets, encapsulating packets, forwarding packets to appropriate network devices, analyzing web page content, generating web page modification instructions, etc. The CPU 1562 preferably accomplishes all these functions under the control of software including an operating system (e.g. Windows NT), and any appropriate applications software.

CPU 1562 may include one or more processors 1563 such as a processor from the Motorola or Intel family of microprocessors or the MIPS family of microprocessors. In an alternative embodiment, processor 1563 is specially designed hardware for controlling the operations of network device 1560. In a specific embodiment, a memory 1561 (such as non-volatile RAM and/or ROM) also forms part of CPU 1562. However, there are many different ways in which memory could be coupled to the Hybrid System. Memory block 1561 may be
used for a variety of purposes such as, for example, caching and/or storing data, programming instructions, etc.

The interfaces 1568 are typically provided as interface cards (sometimes referred to as “line cards”). Generally, they control the sending and receiving of data packets over the network and sometimes support other peripherals used with the network device 1560. Among the interfaces that may be provided are Ethernet interfaces, frame relay interfaces, cable interfaces, DSL interfaces, token ring interfaces, and the like. In addition, various very high-speed interfaces may be provided such as fast Ethernet interfaces, Gigabit Ethernet interfaces, ATM interfaces, HSSI interfaces, POS interfaces, FDDI interfaces and the like. Generally, these interfaces may include ports appropriate for communication with the appropriate media. In some cases, they may also include an independent processor and, in some instances, volatile RAM. The independent processors may control such communications intensive tasks as packet switching, media control and management. By providing separate processors for the communications intensive tasks, these interfaces allow the master microprocessor 1562 to efficiently perform routing computations, network diagnostics, security functions, etc.

Although the Hybrid System shown in Figure 15 illustrates a specific embodiment of a network device, it is by no means the only network device architecture on which the various techniques described or referenced herein may be implemented. For example, an architecture having a single processor that handles communications as well as routing computations, etc. is often used. Further, other types of interfaces and media could also be used with the network device.

Regardless of network device’s configuration, it may employ one or more memories or memory modules (such as, for example, memory block 1565) configured to store data, program instructions for the general-purpose network operations and/or other information relating to the functionality of the contextual information delivery techniques described herein. The program instructions may control the operation of an operating system and/or one or more applications, for example. The memory or memories may also be configured to store data structures, keyphrase taxonomy information, advertisement information, user click and impression information, and/or other specific non-program information described herein.

Because such information and program instructions may be employed to implement the systems/methods described herein, at least one embodiment relates to machine readable media that include program instructions, state information, etc. for performing various operations described herein. Examples of machine-readable media include, but are not limited to, magnetic media such as hard disks, floppy disks, and magnetic tape; optical media such as CD-ROM disks; magnetoptical media such as floptical disks; and hardware devices that are specially configured to store and perform program instructions, such as read-only memory
devices (ROM) and random access memory (RAM). Examples of program instructions include both machine code, such as produced by a compiler, and files containing higher level code that may be executed by the computer using an interpreter.

It will be appreciated that, in at least one embodiment, this method will interact with decaying counts such that all ads will eventually be reconsidered as their negative evidence decays sufficiently. This prevents the Hybrid System from “dooming” an ad to perpetual obscurity just because it performed poorly at some point.

According to different embodiments, various aspects and/or features of the hybrid contextual advertising techniques described herein may be implemented via computer hardware and/or a combination of computer hardware and software. For example, different features and/or processes may be implemented in an operating system kernel, in a separate user process, in a library package bound into network applications, on a specially constructed machine, or on a network interface card. In a specific embodiment, various aspects, features and/or processes relating to the hybrid contextual advertising techniques described herein may be implemented in software such as, for example, an application running on computer system hardware.

In one embodiment, software/hardware implementation(s) of the various techniques described herein may be implemented on a general-purpose programmable machine selectively activated or reconfigured by a computer program stored in memory. In an alternative embodiment, various techniques described here and may be implemented on a general-purpose network host machine such as a personal computer or workstation. Further, in at least some embodiments, various different aspects, features, and/or processes disclosed herein may be at least partially implemented on a card (e.g., an interface card) for a network device or a general-purpose computing device.

**Example Algorithms**

**Cosine similarity**

Cosine similarity is a measure of similarity between two vectors of \( n \) dimensions by finding the cosine of the angle between them, often used to compare documents in text mining. Given two vectors of attributes, \( A \) and \( B \), the cosine similarity, \( \theta \), is represented using a dot product and magnitude as

\[
similarity = \cos(\theta) = \frac{A \cdot B}{\|A\| \|B\|}.
\]

For text matching, the attribute vectors \( A \) and \( B \) may be usually the tf-idf vectors of the documents.
The resulting similarity ranges from -1 meaning exactly opposite, to 1 meaning exactly the same, with 0 indicating independence, and in-between values indicating intermediate similarity or dissimilarity.

This cosine similarity metric may be extended such that it yields the Jaccard coefficient in the case of binary attributes. This is the Tanimoto coefficient, $T(A, B)$, represented as

$$T(A, B) = \frac{A \cdot B}{\|A\|^2 + \|B\|^2 - A \cdot B}.$$

**Jaccard index**

The Jaccard index, also known as the Jaccard similarity coefficient (originally coined *coefficient de communauté* by Paul Jaccard), is a statistic used for comparing the similarity and diversity of sample sets.

The Jaccard coefficient measures similarity between sample sets, and is defined as the size of the intersection divided by the size of the union of the sample sets:

$$J(A, B) = \frac{|A \cap B|}{|A \cup B|}.$$

The Jaccard distance, which measures dissimilarity between sample sets, is complementary to the Jaccard coefficient and is obtained by subtracting the Jaccard coefficient from 1, or, equivalently, by dividing the difference of the sizes of the union and the intersection of two sets by the size of the union:

$$J_\phi(A, B) = 1 - J(A, B) = \frac{|A \cup B| - |A \cap B|}{|A \cup B|}.$$

Similarity of asymmetric binary attributes

Given two objects, $A$ and $B$, each with $n$ binary attributes, the Jaccard coefficient is a useful measure of the overlap that $A$ and $B$ share with their attributes. Each attribute of $A$ and $B$ can either be 0 or 1. The total number of each combination of attributes for both $A$ and $B$ may be specified as follows:

- $M_{11}$ represents the total number of attributes where $A$ and $B$ both have a value of 1.
- $M_{01}$ represents the total number of attributes where the attribute of $A$ is 0 and the attribute of $B$ is 1.
- $M_{10}$ represents the total number of attributes where the attribute of $A$ is 1 and the attribute of $B$ is 0.
- $M_{00}$ represents the total number of attributes where $A$ and $B$ both have a value of 0.

Each attribute must fall into one of these four categories, meaning that $M_{11} + M_{01} + M_{10} + M_{00} = n$. 
The Jaccard similarity coefficient, $J$, is given as

$$J := \frac{M_{11}}{M_{01} + M_{10} + M_{11}}.$$ 

The Jaccard distance, $J'$, is given as

$$J' := \frac{M_{01} + M_{10}}{M_{01} + M_{10} + M_{11}}.$$ 

**Quality Score**

What is ‘Quality Score’ and how is it calculated?

Quality Score is a dynamic variable calculated for each of your KeyPhrases. It combines a variety of factors and measures how relevant your KeyPhrase is to your ad text and to a user's search query.

**About Quality Score**

A Quality Score is calculated every time your KeyPhrase matches a search query—that is, every time your KeyPhrase has the potential to trigger an ad. Quality Score is used in several different ways, including influencing your KeyPhrases’ actual cost-per-clicks (CPCs) and estimating the first page bids that you see in your account. It also partly determines if a KeyPhrase is eligible to enter the ad auction that occurs when a user enters a search query and, if it is, how high the ad will be ranked. In general, the higher your Quality Score, the lower your costs and the better your ad position.

Quality Score helps ensure that only the most relevant ads appear to users on Google and the Google Network. The AdWords system works best for everybody—advertisers, users, publishers, and Google too—when the ads we display match our users’ needs as closely as possible. Relevant ads tend to earn more clicks, appear in a higher position, and bring you the most success.

**Quality Score Formulas**

The formula behind Quality Score varies depending on whether it’s affecting ads on Google and the search network or ads on the content network.

1. Quality Score for Google and the Search Network

   While we continue to refine our Quality Score formulas for Google and the search network, the core components remain more or less the same:
   - The historical clickthrough rate (CTR) of the KeyPhrase and the matched ad on Google; note that CTR on the Google Network only ever impacts Quality Score on the Google Network—not on Google
• Your account history, which is measured by the CTR of all (or selected ones of) the ads and KeyPhrases in your account
  • The historical CTR of the display URLs in the ad group
  • The quality of your landing page
  • The relevance of the KeyPhrase to the ads in its ad group
  • The relevance of the KeyPhrase and the matched ad to the search query
  • Your account's performance in the geographical region where the ad will be shown
  • Other relevance factors

Note that there may be slight variations to the Quality Score formula when it affects ad position and first page bid:
  • For calculating a KeyPhrase-targeted ad's position, landing page quality is not a factor. Also, when calculating ad position on a search network placement, Quality Score considers the CTR on that particular search network partner in addition to CTR on Google.
  • For calculating first page bid, Quality Score doesn't consider the matched ad or search query, since this estimate appears as a metric in your account and doesn't vary per search query.

II. Quality Score for the Content Network

The Quality Score for calculating a contextually targeted ad's eligibility to appear on a particular content site, as well as the ad's position on that site, consists of the following factors:
  • The ad's past performance on this and similar sites
  • The relevance of the ads and KeyPhrases in the ad group to the site
  • The quality of your landing page
  • Other relevance factors

The Quality Score for determining if a placement-targeted ad will appear on a particular site depends on the campaign's bidding option.

25  If the campaign uses cost-per-thousand-impressions (CPM) bidding, Quality Score is based on:
    o  The quality of your landing page

If the campaign uses cost-per-click (CPC) bidding, Quality Score is based on:
  o  The historical CTR of the ad on this and similar sites

30  o  The quality of your landing page

MapReduce

MapReduce is a software framework introduced by Google to support distributed computing on large data sets on clusters of computers. The framework is inspired by map and reduce functions commonly used in functional programming, although their purpose in the

MapReduce framework is not the same as their original forms. MapReduce libraries have been written in C++, Java, Python and other programming languages.
Overview

MapReduce is a framework for computing certain kinds of distributable problems using a large number of computers (nodes), collectively referred to as a cluster.

"Map" operation: The master node takes the input, chops it up into smaller sub-problems, and distributes those to worker nodes. (A worker node may do this again in turn, leading to a multi-level tree structure.)

The worker node processes that smaller problem, and passes the answer back to its master node.

"Reduce" operation: The master node then takes the answers to all (or selected ones of) the sub-problems and combines them in a way to get the output - the answer to the problem it was originally trying to solve.

The advantage of MapReduce is that it allows for distributed processing of the map and reduction operations. Provided each mapping operation is independent of the other, all (or selected ones of) maps may be performed in parallel - though in practise it is limited by the data source and/or the number of CPUs near that data. Similarly, a set of 'reducers' can perform the reduction phase - all (or selected ones of) that is required is that all (or selected ones of) outputs of the map operation which share the same key may be presented to the same reducer, at the same time. While this process can often appear inefficient compared to algorithms that may be more sequential, MapReduce may be applied to significantly larger datasets than that which "commodity" servers can handle - a large server farm can use MapReduce to sort a petabyte of data in only a few hours. The parallelism also offers some possibility of recovering from partial failure of servers or storage during the operation: if one mapper or reducer fails, the work may be rescheduled -assuming the input data is still available.

Logical View

The Map and Reduce functions of MapReduce may be both defined with respect to data structured in (key, value) pairs. Map takes one pair of data with a type on a data domain, and returns a list of pairs in a different domain:

Map(k1,v1) -> list(k2,v2)

The map function is applied in parallel to every item in the input dataset. This produces a list of (k2,v2) pairs for each call. After that, the MapReduce framework collects all (or selected ones of) pairs with the same key from all (or selected ones of) lists and groups them together, thus creating one group for each one of the different generated keys.

The Reduce function is then applied in parallel to each group, which in turn produces a collection of values in the same domain:

Reduce(k2, list(v2)) -> list(v2)
Each Reduce call typically produces either one value v2 or an empty return, though one call is allowed to return more than one value. The returns of all (or selected ones of) calls may be collected as the desired result list.

Thus the MapReduce framework transforms a list of (key, value) pairs into a list of values. This behavior is different from the functional programming map and reduce combination, which accepts a list of arbitrary values and returns one single value that combines all (or selected ones of) the values returned by map.

It is necessary but not sufficient to have implementations of the map and reduce abstractions in order to implement MapReduce. Furthermore effective implementations of MapReduce require a distributed file system to connect the processes performing the Map and Reduce phases.

Dataflow

The frozen part of the MapReduce framework is a large distributed sort. The hot spots, which the application defines, may be:

- an input reader
- a Map function
- a partition function
- a compare function
- a Reduce function
- an output writer

Input Reader

The input reader divides the input into 16MB to 128MB splits and the framework assigns one split to each Map function. The input reader reads data from stable storage (typically a distributed file system like Google File System) and generates key/value pairs.

A common example will read a directory full of text files and return each line as a record.

Map function

Each Map function takes a series of key/value pairs, processes each, and generates zero or more output key/value pairs. The input and output types of the map may be (and often may be) different from each other.

If the application is doing a word count, the map function would break the line into words and output the word as the key and "1" as the value.
Partition Function

The output of all (or selected ones of) of the maps is allocated to particular reduces by the application's partition function. The partition function is given the key and the number of reduces and returns the index of the desired reduce.

A typical default is to hash the key and modulo the number of reduces.

Comparison Function

The input for each reduce is pulled from the machine where the map ran and sorted using the application's comparison function.

Reduce Function

The framework calls the application's reduce function once for each unique key in the sorted order. The reduce can iterate through the values that may be associated with that key and output 0 or more key/value pairs.

In the word count example, the reduce function takes the input values, sums them and generates a single output of the word and the final sum.

Output Writer

The Output Writer writes the output of the reduce to stable storage, usually a distributed file system, such as Google File System.

OTHER BENEFITS/ADVANTAGES/FEATURES

Listed below are examples of other benefits, features and/or advantages described or referenced herein which may be implemented in one or more specific embodiments:

At least one embodiment may be adapted to automatically identify and/or select appropriate keyphrases to be associated with specific links based on one or more predetermined sets of parameters. Such embodiment obviates the need for one to manually select such keyphrases.

At least one embodiment may be adapted to analyze many different pages on a given web site or network of sites, determine the best matching topic for each page, and/or mark relevant keyphrases to thereby link pages of related topics. In this way, a relationship is formed between the topic that the user is currently reading and the page that the related link will lead to.

At least one embodiment may be implemented in a manner such that, when a user clicks on a word or phrase of a particular web page, results may be displayed to the user which includes information relating not only to the selected word/phrase, but also relating to the context of the entire web page. Additionally, in one embodiment, the related information may be determined and displayed to the user without performing a query to one or more search engines for the selected word/phrase.
According to a specific embodiment, when a user views the web page in his browser, and places his mouse over the hyperlink, a layer pops up near the link containing a textual advertisement. If either the hyperlink or the advertisement are clicked on, the user’s browser is directed to a new page designated by the advertiser.

5 Story-Level Targeting Functionality

Figure 98 shows an example block diagram relating to one or more story level targeting processes which may be implemented using one or more techniques described herein.

Publishers and Advertisers want to reach qualified audiences efficiently and effectively, by showing additional related information and highly relevant contextual ads. Increasingly they want to do this using In-content and In-Text methods.

There are at least two challenges to making In-Text and related information and advertising highly relevant and useful to the users, at scale.

For example, Keyphrase match alone is insufficient. Given the many ways in which Keyphrases can be used (i.e. software application vs. makeup application) Keyphrase targeting often fails in providing an accurate description of a story that will match the advertisers’ goals. What is lacking is an understanding of the true meaning of a page, and the actual topics represented in the story, alongside an understanding of the semantic meaning of the keyphrases and phrases that are found within the content. Without this ability it is impossible to ensure the highest degree of relevancy for the advertiser, as well as difficult to protect the advertiser and publisher brand.

Additionally, Internet content is increasingly becoming an active and growing "dialogue". The blogging format, comments, evolving links and referrals are examples of ways in which stories and web pages continually develop after their initial posting. In many cases this evolving content enhances the story, often opening up additional advertising opportunities. Static, a priori, advertising determination does not consider these nuanced changes, nor their impact on the totality of any given story.

In at least one embodiment, the Hybrid System may be configured or designed to include Story Level Targeting functionality which provides the Hybrid System with the capabilities to fully understand, in real-time the overall theme of any given story. It does not solely rely on keyphrase and phrase matching. Instead it comprehends the true topics of the story and accurately matches the most relevant additional information and advertisements to each page by using the most appropriate keyphrase phrases to make this connection. Story Level Targeting takes into consideration all dynamic content updates, and works regardless of the general topical categorization of the site. It opens up the most relevant context across the entire web, and encompasses both topically endemic (singularly focused sites) and non endemic sites.
Example: Story Level Targeting enables the showcasing of a BlackBerry ad within a story about smartphones temporarily featured on SmartMoney.com, a financial site. Using the Hybrid System technology, BlackBerry reaches their target audience, who is researching or interested in the latest smartphone developments, even though these users are currently visiting a finance and not technology site.

Many commonly advertised keyphrases can be used for many disparate topics. Since Keyphrase targeting looks only for keyphrase and phrase matches, it often fails to deliver an accurate match between the story's context and the topic that the advertiser is targeting. Additionally, Keyphrase targeting alone cannot solve ambiguities (i.e. showing a Cisco ad on the keyphrase "networking" when the story is about social networking). Considering this, Keyphrase targeting often "misses the point" and fails to take the "big picture" into account, resulting in a sub par user experience and inconsistent conversions.

Through a dynamic analysis of the true context of the page, Story Level Targeting guarantees the highest degree of relevancy and best possible match between advertisements and the content in which they're showcased, thus increasing user engagement and interest.

In at least one embodiment, the Hybrid System may be operable to identify story level topics and then selects the most appropriate keyphrases and keyphrase phrases to highlight within the page. Our core technology is based on Natural Language Processing, Machine Learning and other proprietary linguistic, semantic and statistical algorithms.

Since the Hybrid System analyzes pages in real-time, all content updates are taken into account upon every pageview. Each time a page is served, the Hybrid System assess it’s overall topics, and selects the most appropriate keyphrases and phrases to which specific and highly relevant information and ads should be linked.

Advantages of Story Level Targeting:

For Users:
- The higher relevancy of related information and advertisements provided users with valuable information.

For Advertisers:
- Greater engagement with the end users through a highly relevant in-context presence, delivered anywhere on the web that the users may be seeking information.
- Increased reach in highly relevant stories, across qualified yet less easily categorized content sites, that results in a more qualified consumer audiences and greater efficiency within advertising buys.

For Publishers:
- The Hybrid System's In Text advertisements and related information products have much greater relevancy, thereby enhancing user experience and supporting the publisher's brand.
- Kontea's Story Level Targeting generates higher revenues, not only due to high click-through and conversion to action rates, but also through enhanced content targeting that goes beyond the core focus of the site.

In at least one embodiment, Online Information Interaction may be facilitated by the Hybrid System’s ability to understand the true meaning of content coupled with the ability to predict users’ intent. The Hybrid System selects the most relevant keyphrase phrases and turns them into hyperlinks that connect users to relevant information.

In at least one embodiment, the Hybrid System predicts the user’s information intent based on content that the user is currently browsing coupled with real time information, extracted from thousands of web sites, about topics, keyphrases, content, and ads that are available and developing online.

In at least one embodiment, the Hybrid System may perform one or more of the following processes, in in real-time or near real-time, for every page:

- Extraction: A typical contextual analysis process begins by extracting all the relevant publisher and page content and attributes, including: text, HTML properties, structure, location on page, URL, Title, Meta tags, custom Meta tags, etc. Every such feature has a weight used by the machine learning algorithms that analyze the data.
- Discovery: using Natural Language Processing, Machine Learning, and other proprietary linguistic, semantic, and statistical algorithms, keyphrase phrases are discovered and classified based on semantic meaning and potential semantic relationships.
- Page classification: using a proprietary Dynamic Taxonomy, that continues to expand and refine autonomously, Topical classes and Clusters are dynamically computed for the given page. In addition, the page sensitivity, sentiment and commercial value are analyzed.
- Information Clustering: the Hybrid System uses several different content extraction and classification engines that scour the web continuously for the most up to date relevant content, information, and contextual ads. Each information type, such as articles, blog posts, videos, ads, etc., is analyzed differently in order to ensure maximum relevancy. The potential matches are scored relatively to the page and the keyphrases phrases that were discovered on the page.
- Selection: Out of a potential pool of tens of keyphrase phrases and hundreds of ads and other related content objects, typically three to five keyphrase phrases are selected together with the best matching ads and information. This selection will rotate automatically
over time due to the dynamic nature of online content and the system’s self-learning optimization algorithms.

- **Online Learning & Optimization:** The online learning and optimization module automatically performs yield management, optimization and tuning. This real-time analysis of users’ interaction with specific keyphrases, contextual advertising, and information as they relate to specific web sites, pages and topics is used to increase yield, relevancy and usefulness of the Hybrid System’s different products.

Using the various Hybrid contextual advertising and related content analysis and display techniques described herein the Hybrid System may also be operable to provide Real Time Interest Index functionality that dynamically discovers and surfaces real time information relating to concepts, webpages, social networking aspects, etc. which are currently generating the biggest “buzz” by online users, content providers, publishers, campaign providers, etc.

In addition to the various advantages features, and/or benefits described above, various embodiments of the Hybrid contextual advertising and related content analysis and display techniques described here may also include, enable, and/or or provide a number of additional advantages and/or benefits over currently existing online advertising technology such as, for example, one or more of the following (or combinations thereof):

- Increased user engagement/interaction
- Increased user initiated page views and time spent at advertisers and/or publisher’s site(s)
- Mitigate “Bounce Rate” by providing users with more immediate results and/or gratification
- Facilitating user cross pollination, for example, by proactively steering users to higher RPM pages
- Facilitates expansion of advertiser’s inventory into new markets, channels, etc.
- Enables the ability to leverage video assets
- Facilitate increases in user initiated incremental page views and higher, premium RPMs
- Provides for improved selection and highlighting/markup of keyphrases highlight term selection
- etc.

Although several example embodiments of one or more aspects and/or features have been described in detail herein with reference to the accompanying drawings, it is to be understood that aspects and/or features are not limited to these precise embodiments, and that various changes and modifications may be effected therein by one skilled in the art without
departing from the scope of spirit of the invention(s) as defined, for example, in the appended claims.
IT IS CLAIMED

1. A computer implemented method for linking related content comprising:
   obtaining a first item of content;
   identifying keyphrases associated with the first item of content;
   scoring the first item of content against a plurality of topics based on the
   keyphrases associated with the first item of content;
   obtaining a plurality of target items of content;
   identifying keyphrases associated with each of the target items of content;
   scoring each of the target items of content against the plurality of topics based
   on the keyphrases associated with the respective target item of content;
   using a computer to compare the topic scores for the first item of content to the
   topic scores for each of the target items of content;
   selecting a target item of content to be linked to the first item of content based,
at least on part, on the comparison of the topic scores.

2. The method of claim 1, wherein the keyphrases associated with the first item of
   content include keyphrases that occur within text to be displayed as part of the first item of
   content.

3. The method of claim 1 or 2, wherein the keyphrases associated with each target item
   of content include keyphrases that occur within text to be displayed as part of the respective
   target item of content.

4. The method of any of the preceding claims, wherein the keyphrases associated with
   the first item of content include keyphrases that occur within meta data associated with the first
   item of content.

5. The method of any of the preceding claims, wherein the keyphrases associated with
   each target item of content include keyphrases that occur within meta data associated with the
   respective target item of content.

6. The method of any of the preceding claims, wherein the keyphrases associated with
   at least one target item of content include keyphrases that occur in a landing page associated
   with the respective target item of content.
7. The method of any of the preceding claims, wherein the keyphrases associated with at least one target item of content include keyphrases that occur on web pages associated with the subject matter of the respective target item of content.

8. The method of any of the preceding claims, wherein the target items of content include advertisements.

9. The method of any of the preceding claims, wherein at least one target item of content is an advertisement for a product and wherein the keyphrases associated with the advertisement include keyphrases that occur on web pages describing the product.

10. The method of any of the preceding claims, wherein the target items of content include advertisements provided by ad servers.

11. The method of claim 10, wherein the advertisements are provided by the ad servers in response to a request from a server system based on a keyphrase or topic of the first item of content.

12. The method of claim 11, wherein the ad servers provide a bid for placement of the advertisement in response to the request from the server system, including an indication of an amount to be paid for placement of the advertisement.

13. The method of claim 12, wherein the amount to be paid is a cost per click.

14. The method of any of the preceding claims, further comprising providing a hierarchical taxonomy for the plurality of topics.

15. The method of any of the preceding claims, wherein each keyphrase has a score for each topic indicating a correlation of occurrences of the keyphrase to the topic.

16. The method of any of the preceding claims, wherein the keyphrase is a single word.

17. The method of any of the preceding claims, wherein the keyphrase is a phrase.
18. The method of any of the preceding claims, wherein the keyphrase is a phrase or pattern matching a logical expression based on the text in a respective item of content.

19. The method of any of the preceding claims, wherein the topic scores for each respective item of content is determined based, at least in part, on the correlation of each keyphrase associated with the respective item of content to each topic in the taxonomy.

20. The method of any of the preceding claims, wherein the topic scores for each respective item of content comprise a vector of scores for each topic in the taxonomy.

21. The method of any of the preceding claims, wherein the comparison of the topic scores for the first item of content and each target item of content comprise calculating a cosine similarity between vectors of scores for each topic in the taxonomy.

22. The method of any of the preceding claims, further comprising scoring each keyphrase associated with the first item of content against the plurality of topics.

23. The method of any of the preceding claims, further comprising scoring each keyphrase associated with each respective target item of content against the plurality of topics.

24. The method of any of the preceding claims, further comprising selecting a keyphrase for linking the first item of content to one of the target items of content based, at least in part, on the topic score for the keyphrase.

25. The method of any of the preceding claims, further comprising selecting a keyphrase for linking the first item of content to one of the target items of content based, at least in part, on an indication of the relevancy of the keyphrase to the first item of content.

26. The method of any of the preceding claims, further comprising selecting a keyphrase for linking the first item of content to one of the target items of content based, at least in part, on an indication of the relevancy of the keyphrase to the respective target item of content.

27. The method of any of the preceding claims, further comprising selecting a target item of content to be linked to the first item of content and a keyphrase to be used for linking the first item of content to the selected target item of content based, at least in part, on:
an indication of the relevancy of the first item of content to the respective target item of content;
an indication of the relevancy of the keyphrase to the first item of content; and
an indication of the relevancy of the keyphrase to the respective target item of content.

28. The method of any of the preceding claims, wherein the indication of relevancy is based, at least in part, on a vector comparison of topic scores.

29. The method of claim 28, wherein the vector comparison is based, at least in part, on cosine similarity of the respective vectors of topic scores.

30. The method of any of the preceding claims, further comprising selecting a target item of content to be linked to the first item of content and a keyphrase to be used for linking the first item of content to the selected target item of content based, at least in part, on a historical selection rate for the keyphrase and/or the target item of content.

31. The method of any of the preceding claims, further comprising selecting a target item of content to be linked to the first item of content and a keyphrase to be used for linking the first item of content to the selected target item of content based, at least in part, on an estimated selection rate for the keyphrase and/or the target item of content.

32. The method of any of the preceding claims, further comprising selecting an advertisement as the target item of content to be linked to the first item of content and a keyphrase to be used for linking the first item of content to the advertisement based, at least in part, on an expected value for the advertisement.

33. The method of any of the preceding claims, further comprising selecting an advertisement as the target item of content to be linked to the first item of content and a keyphrase to be used for linking the first item of content to the advertisement based, at least in part, on a click through rate for the advertisement.

34. The method of any of the preceding claims wherein more than one target item of content is selected for linking to the first item of content.
35. The method of any of the preceding claims wherein the selected target items of content including different types of content.

36. The method of claim 35, wherein at least one of the selected target items of content is an item of video content.

37. The method of claim 35 or 36, wherein at least one of the selected target items of content is an advertisement.

38. The method of claim 35, 36 or 37, wherein at least one of the selected target items of content is text.

39. The method of claim 35, 36, 37 or 38, wherein at least one of the selected target items of content is a link to a web page.

40. The method of any of the preceding claims wherein a specified number of target items of content of a respective type is selected for linking to the first item of content.

41. The method of any of the preceding claims wherein the selected target items of content are displayed or linked in a dynamic overlay layer.

42. The method of any of the preceding claims wherein a keyphrase is highlighted on the first item of content and the dynamic overlay layer with the selected target items of content is displayed when a selection event occurs with respect to the keyphrase.

43. The method of claim 42, wherein the selection event is a mouse click.

44. The method of claim 42, wherein the selection event is positioning a cursor over the keyphrase.

45. The method of any of the preceding claims, wherein the first item of content is a portion of a web page downloaded to a client computer system.

46. The method of any of the preceding claims, wherein the client computer system parses the web page to extract the portion of the web page and generates an identifier based on a hash or fingerprint of the portion of the web page.
47. The method of claim 46, wherein the portion of the web page comprises the main text on the web page.

48. The method of any of claims 45, 46 or 47, wherein the client computer system sends the identifier to a server system.

49. The method of any of claims 45, 46, 47 or 48, wherein the client computer system sends the portion of the web page to the server system.

50. The method of any of claims 45, 46, 47, 48 or 49, wherein the server system performs at least the steps of comparing the topic scores for the first item of content to the topic scores for each of the target items of content, and selecting a target item of content to be linked to the first item of content.

51. The method of any of the preceding claims wherein the server system performs the steps of identifying keyphrases associated with each item of content and scoring each item of content against the plurality of topics.

52. The method of any of the preceding claims wherein the server system provides instructions to the client system to cause the browser on the client system to highlight or link a selected keyphrase in the web page.

53. The method of claim 52 wherein the instructions provided by the server system include instructions for causing a dynamic overlay layer to be displayed when a selection event occurs with respect to the selected keyphrase.

54. The method of claim 53 further comprising displaying the selected target items or links to the selected target items in the dynamic overlay layer.

55. The method of any of the preceding claims further comprising tracking a user's selection for the selected target items at the server system.

56. The method of any of the preceding claims further comprising causing the server system to generate a redirect instruction in response to selection by a user of one of the selected target items.
57. The method of claim 56 wherein the target item selected by the user is an advertisement and the server system logs the selection and generates a redirect instruction that redirects the browser to the landing page for the advertisement.

58. The method of any of the preceding claims further comprising adding new keyphrases to the taxonomy database on the server system.

59. The method of any of the preceding claims further comprising updating the correlation of keyphrases to topics in the taxonomy based on the processing of web pages by the server system.

60. The method of any of the preceding claims further comprising updating the correlation of keyphrases to topics in the taxonomy based on the processing of the first item of content by the server system.

60. The method of any of the preceding claims further comprising designating a web page as being related to a particular topic in the taxonomy.

61. The method of claim 60 further comprising analyzing the occurrence of keyphrases on the designated web page to update the taxonomy for the respective topic.

62. The method of any of the preceding claims wherein the taxonomy is dynamically updated.

63. The method of any of the preceding claims wherein the server system crawls web pages to dynamically update the taxonomy database on the server system.

64. The method of the preceding claims wherein a count of the occurrences of a keyphrase on web pages associated with a topic is used to update the correlation of the keyphrase to the topic in the taxonomy database.

65. The method of any of the preceding claims wherein the topic scores for a web page are used to allocate the count of the occurrences of a keyphrase on a web page across a plurality of topics.
66. The method of any of the preceding claims wherein the taxonomy database is
updated based, at least in part, on the occurrences of keyphrases on web pages downloaded to
client systems that are sent by the client system to the server system for processing.

67. The method of any of the preceding claims wherein the correlation of keyphrases
to a topic is based on the occurrences of the keyphrase on web pages processed by the server
system within a specified period of time.

68. The method of any of the preceding claims further comprising discovering a new
keyphrase correlated to a topic from a designated web page associated with the topic, wherein
the keyphrase has not previously been correlated to the topic in the taxonomy database.

69. The method of claim 68 further comprising adding the new keyphrase to the
taxonomy database.

70. The method of claim 69, further comprising linking the first item of content to the
selected target item of content using the new keyphrase that has been added to the taxonomy
from the designated web site.

71. A computer system, comprising:
   at least one processor;
   at least one memory; and
   at least one program module, the program module stored in the memory and
   configured to be executed by the processor, the at least one program module including
   instructions for performing one or more of the steps of the methods set forth in any of claims 1-
   70 above.

72. A computerized data network system comprising:
   a plurality of web page server systems for providing web pages;
   a plurality of client computer systems, comprising:
      at least one processor;
      at least one memory; and
      at least one program module, the program module stored in the memory and configured to be executed by the processor, the at least one program module
including instructions for performing one or more of the steps of the methods set forth in any of
claims 1-70 above that are indicated in claims 1-70 as being performed by a client computer system, including parsing a web page downloaded from one of the web page server systems;

at least one server system for selecting items of related content to be linked, comprising:

at least one processor;

at least one memory; and

at least one program module, the program module stored in the memory and configured to be executed by the processor, the at least one program module including instructions for performing one or more of the steps of the methods set forth in any of claims 1-70 above that are indicated in claims 1-70 as being performed by a server system.

73. The computerized data network system of claim 72, wherein at least some of the web pages provided by the web page server systems include tags associated with the server system for selecting items of related content to be linked.
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KeyPhrase Scoring Procedure

Identify potential KeyPhrases in source document

Calculate score for each (or selected) identified potential KeyPhrase (KP)

Fig. 3E

DOL Element Selection Procedure

Select potential KeyPhrase for DOL element selection

Identify potential DOL element(s) for selected KeyPhrase

Calculate score for each (or selected) identified potential DOL element(s)

Determine potential DOL configurations, wherein each DOL configuration includes one or more different DOL elements; Calculate DOL configuration score for each (or selected) DOL configuration

Select desired DOL configuration (for selected KP) and corresponding DOL element(s) using DOL score values

Fig. 3F

Source Page Layout Selection Procedure

Identify potential KeyPhrase-DOL configuration combinations

Determine KP-DOL score for each (or selected) KP-DOL combinations

Determine publisher Source Page Layout preferences

Select phrases for KeyPhrase markup/highlight on source page using Publisher Source Page Layout preferences and/or using KP-DOL score values.
Malicious software that takes advantage of a recently disclosed vulnerability in Microsoft's infected more than 250,000 systems, primarily Windows 2000 systems being run in .

Advertisement:

Related articles for Windows 2000

Microsoft to reissue Windows 2000 SP4 update 08/08/05

Microsoft plans to re-release Update Rollup 1 for Windows 2000 Service Pack 4 due to several problems users are having with the current version, a company executive confirmed Monday.

As support fades, Microsoft offers Windows 2000 update 06/29/05

As the clock ticks on support for mainstream Windows 2000 users, Microsoft has released a "high priority" update rollup of over 50 security fixes.

American Express was also hit, according to company spokeswoman Judy Tenzer. "We and much of that has now been resolved," she said. On Wednesday morning, some systems were down and outages.
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Related articles for Windows 2000

Microsoft to reissue Windows 2000 SP4 update
08/08/05

Microsoft plans to re-release Update Rollup 1 for Windows 2000 Service Pack 4 due to several problems users are having with the current version, a company executive confirmed Monday.
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As support fades, Microsoft offers Windows 2000 update
06/29/05

As the clock ticks on support for mainstream Windows 2000 users, Microsoft has released a "high priority" update rollup of over 50 security fixes.
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Microsoft

Download Security UPdates for Windows, Exchange, Office
April's security bulletins include updates for Windows, Exchange, MSN Messenger, and Office.

www.microsoft.com
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Advanced search

Fig. 4G
Palm Pre available June 6 for $200, after rebate

Yes, it's official! Sprint and Palm have officially announced the long awaited Palm Pre's pricing and date of availability. Starting June 6, if you sign yourself up for a two year contract with Sprint's Everything Data or Business Essentials with Messaging and Data plans, you'll bag a Pre for $199.99 after a $100 mail-in rebate.

Besides Sprint stores, the phone will be sold at Best Buy, RadioShack, Walmart and online as well.
Printing with a Brush

Use the proper type of brush for the paint. If you are painting with latex (water-based) paint, a coated and floppy brush is best for painting in multiple directions. If you are painting with oil-based paint, then you can use either a sash or thick brush. Dip your brush in water (for latex) or thinner (for oil) and then shake out any excess. Dip the brush deep enough to cover one-third to one-half of the bristles with paint. Dipping deeper is often used for painting trim and cutting in precise edges. Rollers or sprayers are also not always for painting trim and cutting in precise edges. Rollers or sprayers are used for painting flat surfaces or large areas. Your fingers should be on the wall and press the bristles firmly enough so that they don't get separated. Spread the paint by getting most of the paint out of the brush and then go back over the area. If you go back over the area in the opposite direction, you will yield nice results. Also, don't keep going over the same paint for too long or it will be...
Sony's financial arm will raise $3.7 billion in an offering that is at the upper end of the indicated range as investors look for value and growth potential in the banking and insurance sectors.

The listing of Sony Financial Holdings marks the latest step by the Japanese electronics and entertainment conglomerate to sell non-strategic assets and focus resources on core products such as digital cameras, video game consoles, and flat screen TVs.

The sale of shares in the unit would boost its pretax profit by 78 billion yen ($670 million). But Sony did not revise its full-year forecast even though the gain is equal to roughly one-fifth of its pre-tax estimate of 420 billion yen.

"The price looks appropriate. Sony has a strong brand and there is a sense it will be able to..."
Bacteria in Food

Urge patients to ingest microbicides that are usually something you physicians are sending macrobiotics would you add them to your use has been prevention in treatment of diarrhea, especially when associated with use of antibiotics not only kill the bacteria they were prescribed for but they kill some good bacterial in the gut, cause trouble. Probiotics taken with antibiotics keep the good bacteria in action during the course of been on an antibiotics, some people think that they do very well to take (probiotics), "Beran said. "A lot of a vicious cycle where you go off your antibiotic for two or three months, then get an infection again our body's weak."
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Related Content Selection Procedure

1102 Identify page/document for analysis

1104 Perform contextual analysis on page for identification of topics and keyphrases (KPs)

1106 Use selected keyphrases, topics and text from source page to retrieve related candidates

For each keyphrase - Select first/next related Candidate for analysis

1120 Reject Related

1108 No additional related candidates

Source-Target Relevancy Score > Thresh1?
Source-Phrase Relevancy Score > Thresh2?
Phrase-Target Relevancy Score > Thresh3?

Calculate Total_score

1120 Yes

1114 Select related content to maximize accumulated Total_score of layer

1122 Use Related

1124 Generate mismatch info

Done
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function LAYOUT-PAGE(p, s, n, τ, a*)

ℓ ← MAKE-INITIAL-LAYOUT(p, s, a*)

σ ← s(ℓ, p, a*)

ℓ* ← ℓ

σ* ← σ

for i ← 1 to n

h ← SAMPLE-UNIFORM(H_p)

if h ∈ ℓ

ℓ' ← ℓ\h

else ℓ' ← ℓ + h

σ' ← s(ℓ', p)

δ ← (σ' − σ)

r ← SAMPLE-UNIFORM-REAL(0, 1)

if (δ > 0) ∨ (r < c^{δ/τ})

ℓ ← ℓ'

σ ← σ'

if σ > σ*

ℓ* ← ℓ

σ* ← σ

return (ℓ*)

Fig. 14
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Fig. 20B
Toyota delays next-gen Prius until 2011

Toyota wants you to buy 1 million hybrids - every year
Dec 27 2007

Toyota keen to share plug-in hybrid battery tech
Mar 02 2007

Los Angeles Auto Show 2007,...

model of Toyota Hybrid Synergy...

Toyota could face fears of exploding batteries

Current hybrids with the nickel-metal-hydride batteries average roughly 40 to 50mpg, while the new lithium-ion promises mileage rates of up to 70mpg in mixed driving. The most important model getting delayed is the next-gen Prius. But Toyota will also be delaying plans for its hybrid Tundra and Sequoia SUVs.
As reported in this week’s Star, the globe-trotting superduo of Brad Pitt and Angelina Jolie are on the move yet again! This time, they’re about to say “bonjour” to a gorgeous home in the South of France.

Fig. 24
People's Choice? Not according to CNN.com

Related Articles
- SAGs up in ratings, but only a little
- SAG Awards bringing glamour to odd awards...

Related Videos
- SAG Awards
- SAG award arrivals

The writers' guild refused to grant waivers for its members to work on the awards shows, and the Screen Actors Guild said its members would honor picket lines and refuse to take part—depriving the ceremonies of their importance and star power.

Fig. 25
Men's Fitness

The Core:
You won't get six pack lifts without a strong core.

By Keith Scott, A.T.

Print Page | Email

Believe it or not, you can be one-legged on a bench and have a strong core. Practically everyone who trained with weights had a strong core, which he got without using New Age equipment, doing hundreds of crunches, or joining a Pilates class. It's time you learned the truth about what the core is and how it should be trained for health, performance, and eye-popping abs.

Related Content
Pilates For Meatheads
As a meathead, I'm fairly obsessed with training and I...

Get Abs Fast
Sometimes the hardest part about working your abs isn't...

Basketball Training Guide
Passing: Jason Kidd/ New Jersey Nets At 34, Jason Kidd...

RESOLVED TO LOSE YOUR GUT?

Abs Diet online. CLICK HERE
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Related Articles
SAGs up in ratings, but only a little
Jan 20 2003
SAG Awards bringing glamour to odd awards...
Jan 25 2003

Related Videos
SAG Awards
SAG award arrivals
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Healthy Heart
Jump Start
21 Days to a Heart

often simultaneously to stabilize and support the
Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Lindo's diet and workout plan

Pre-Contest Diet
Lindo tries to eat a nutritionally dense meal every three hours to keep his body's furnace burning. All of the protein sources can be substituted for one another, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal #1: 12 egg whites mixed with veggies, half a bowl of oatmeal
Meal #2: shake
Meal #3: 16 oz chicken breast, small potato, veggies
Meal #4: shake
Meal #5: 16 oz lean beef, small potato, veggies
Meal #6: shake

Off-season diet
Lindo is more concerned with gaining mass than staying shredded in the off-season, so he ups his carb intake to keep his muscles full. Add more pasta or rice to your diet when you're building to keep yourself in a caloric excess, which will ensure muscle growth.

Meal #1: 12 egg whites, 5 pancakes, 1 banana
Meal #2: shake, tuna sandwich
Meal #3: 12 oz beer, nachos
Success Story: Muscle Blueprint
A look at natural bodybuilder Shawn Linco's diet and workout plan

Print Page | Email to Friend

Pre-Contest Diet
Linco ties to eat healthy and lean his another, which will keep your energy.

Meal #1: 12 egg whites, 6 pancakes, 1 banana
Meal #2: shake
Meal #3: 16 oz. chi
Meal #4: shake
Meal #5: 16 oz. tea
Meal #6: shake

Off-seaason diet
Linco is more cut off-season, so he ups his protein intake to keep his muscles lean. Add more pasta or rice to your diet when you are building to keep yourself in a caloric surplus, which will ensure muscle growth.

Healthy Heart Jump Start
21 Days to a Heart Healthy Lifestyle

Healthy Heart Peak Condition

Fig. 30B
Success Story: Muscle Blueprint

A look at nature's plan

Pre-Contest Diet
Lindo tries to eat six meals per day to keep his energy level high. He follows a strict meal plan that includes:

Meal 1: 2 eggs
Meal 2: 1 oz chicken
Meal 3: 1 oz chicken
Meal 4: 1 oz chicken
Meal 5: 1 oz chicken
Meal 6: 1 oz chicken

Off-season Diet
Lindo is more cut off-season, so he up his caloric intake to keep his muscles intact. He adds more pasta or rice to his diet when working out to keep himself in a caloric deficit, which will ensure muscle growth.

Meal 1: 12 egg whites, 2 pancakes, 1 banana
Meal 2: 1 oz chicken, tuna sandwich
Meal 3: 1 oz chicken, pasta
Meal 4: 1 oz chicken, pasta
Meal 5: 1 oz chicken, pasta
Meal 6: 1 oz chicken, pasta

Healthy Heart Jump Start
21 Days to a Heart Healthy Lifestyle

GET STARTED TODAY!
Men's Fitness

Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Lindo's diet and workout plan.

Pre-Contest Diet
Lindo tries to eat a nutritionally complete, low-fat diet. Adding another protein source is key to keeping his energy levels high.

Meal 1: 12 egg whites, 1 serving of lean beef, 1 serving of lean chicken
Meal 2: 2 servings of 2% milk, 1 serving of lean beef, 1 serving of lean chicken
Meal 3: 1 serving of low-fat yogurt, 1 serving of lean chicken, 1 serving of lean beef
Meal 4: 1 serving of low-fat yogurt, 1 serving of lean chicken, 1 serving of lean beef
Meal 5: 1 serving of low-fat yogurt, 1 serving of lean chicken, 1 serving of lean beef
Meal 6: 1 serving of low-fat yogurt, 1 serving of lean chicken, 1 serving of lean beef

Off-season diet
While off-season, Lindo focuses on maintaining muscle mass while eating a lower-calorie diet.

Meal 1: 12 egg whites, 3 pancakes, 1 banana
Meal 2: 2 servings of 2% milk, 1 serving of lean beef

Related Content
Beginner's Guide To...
Jim Wendler and the Staff of Elite Fitness Systems There...
The T-Shirt Body Workout
Go to Workout >> Judgment Day is coming
Muscle Mechanics
BY JOE STANKOWSKI, C.P.T.
You wouldn't trust a mechanic...
Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Lindo's diet and workout plan.

Pre-Contest Diet
Lindo tries to eat a nutritionally dense meal every three hours to keep his body's furnace burning. All of the protein sources can be substituted for one another, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal #1: 12 egg whites mixed with veggies, half a bowl of oatmeal
Meal #2: shake
Meal #3: 16 oz chicken breast, small potato, veggies
Meal #4: shake
Meal #5: 16 oz lean beef, small potato, veggies
Meal #6: shake

Off-season diet
Lindo is more concerned with gaining mass than staying shredded in the off-season, so he ups his carb intake to keep his muscles full. Add more pasta or rice to your diet when you're bulking to keep yourself in a caloric excess, which will ensure muscle growth.

Meal #1: 12 egg whites, 8 pats
Meal #2: shake, turkey sandwich
Meal #3: 12 oz lean chicken, rice
Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Lindo's diet and workout plan.

Pre-Contest Diet
Lindo tries to eat a nutrition body's furnace burning. All another, depending on his keep your energy levels hi.

Meal #1: 12 egg whites
Meal #2: shake
Meal #3: 16 oz chicken bre
Meal #4: shake
Meal #5: 16 oz lean beef
Meal #6: shake

Off-season diet
Lindo is more concerned in off-season, so he ups his cal intake to keep his muscles full. Add more pasta or rice to your diet when you're bulking to keep yourself in a caloric excess, which will ensure muscle growth.

Meal #1: 12 egg whites, 6 pancakes, 1 banana
Meal #2: shake, tuna sandwich
Meal #3: 16 oz of whole milk

Fig. 32B
Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Lindo’s diet and workout plan

Print Page | Email to Friend

Pre-Contest Diet
Lindo tries to eat a nutritionally dense meal every three hours to keep his body's furnace burning. All of the protein sources can be substituted for one another, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal #1: 12 egg whites mixed with veggies, half a bowl of oatmeal
Meal #2: shake
Meal #3: 16 oz chicken breast, small potato, veggies
Meal #4: shake
Meal #5: 16 oz lean beef, small potato, veggies
Meal #6: shake

Off-season diet
Lindo is more concerned with LEARNING MORE than staying shredded in the off-season, so he ups his LEARNING MORE. Add more pasta or rice to your diet when your training is keeping you in a caloric excess, which will ensure muscle growth.

Meal #1: 12 egg whites, 5 pancakes, 1 banana
Meal #2: shake, tuna sandwich
Meal #3: 16 oz beef, Greek yogurt
Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Lindo's diet and workout plan.

Pre-Contest Diet
Lindo tries to eat a nutritionally dense meal every three hours to keep his body's furnace burning. All of the protein sources can be substituted for one another, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal #1: 12 egg whites mixed with veggies, half a bowl of oatmeal
Meal #2: shake
Meal #3: 16 oz chicken breast, small potato, veggies
Meal #4: shake
Meal #5: 16 oz lean beef, small potato, veggies
Meal #6: shake

Off-season diet
Lindo is more concerned with gaining mass than staying shredded in the off-season, so he ups his diet to keep his muscles full. Add more pasta or rice to your diet when you need to keep yourself in a caloric excess, which will ensure muscle growth.

Meal #1: 12 egg whites, 8 pancakes, 1 banana
Meal #2: shake, tuna sandwich
Meal #3: 16 oz beef, noodles, veggies

---

Hit the Slopes in Peak Condition

ENTER TO WIN
A NEW FORD EDGE AND A TRIP FOR TWO TO KONA, HAWAII
Men's Fitness

Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Lindo's diet and workout plan

Pre-Contest Diet

Lindo tries to eat a balanced diet, focusing on building muscle and burning fat. He maintains a high protein intake and keeps his energy levels high.

Meal 1: 12 egg whites, 1 banana
Meal 2: shake, tuna sandwich
Meal 3: 16 oz chicken, 2 sweet potatoes
Meal 4: shake
Meal 5: 16 oz lean beef, grilled vegetables
Meal 6: shake

Off-season Diet

Lindo is more flexible during the off-season, allowing himself to enjoy more pasta or rice in his diet when he has the time. He also incorporates more protein-rich foods to keep his muscles healthy and strong.

Meal 1: 12 egg whites, 1 pancake, 1 banana
Meal 2: shake, tuna sandwich

Healthy Heart Jump Start

21 Days to a Heart Healthy Lifestyle

Fig. 33C
Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Linco's diet and workout plan.

Pre-Contest Diet

Linco tries to eat a nutritionally dense meal every three hours to keep his body's furnace burning. All of the protein sources can be substituted for one another, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal 1: 12 egg whites mixed with veggies, half a bowl of oatmeal
Meal 2: Shake
Meal 3: 16 oz chicken breast, small potato, veggies
Meal 4: Shake
Meal 5: 10 oz lean beef, rice
Meal 6: Shake

Off-season Diet

Linco is more concerned with bulking than with maintaining muscle mass during the off-season, so he ups his carbohydrates. Add more pasta or rice to your diet when you're trying to keep your body in a caloric surplus, which will ensure muscle growth.

Meal 1: 12 egg whites, 8 bacon slices, 1 banana
Meal 2: Tuna sandwich
Meal 3: 14 oz beef, potato, veggies

Muscle Mechanics

You wouldn't trust a mechanic with only one arm, so don't meddle with your body's machinery. It's not an easy fix. The key is focus and devotion.

Hit the Slopes in Peak Condition

Enjoy a day on the slopes with Ford.

ENTER TO WIN
A NEW FORD EDGE AND A TRIP FOR TWO TO KONA, HAWAII.

Fig. 34A
Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Linco's diet and workout plan.

Pre-Contest Diet
Linco tries to eat a nutritionally dense meal every three hours to keep his body's furnace burning. All of the protein sources can be substituted for one another, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal #1: 12 egg whites mixed with veggies, half a bowl of oatmeal
Meal #2: shake
Meal #3: 16 oz chicken breast, small potato, veggies
Meal #4: shake
Meal #5: 16 oz lean beef, small sweet potato
Meal #6: shake

Off-season diet
Linco is more concerned with losing weight, so he ups his cardio during the off-season, and cuts calories. Add more pasta or rice to your diet when you're cutting to keep yourself in a minor caloric excess, which will ensure muscle growth.

Meal #1: 12 egg whites, 6 pancakes, 1 banana
Meal #2: shake, tuna sandwich
Meal #3: shake, sweet potato
Success Story: Muscle Blueprint
A look at natural bodybuilder Shawn Linco's diet and workout plan

Pre-Contest Diet
Shawn tries to eat a balanced diet consisting of carbs, protein, and fat. He keeps his energy levels up by eating five smaller meals throughout the day. Here are his meal plans:

Meal #1: 12 egg whites, 1 banana, 1 banana split
Meal #2: 2 cups of chicken, 1 sweet potato
Meal #3: 1/2 cup of brown rice, 1 cup of steamed vegetables
Meal #4: 1/2 cup of brown rice, 1/2 cup of beans, 1 avocado
Meal #5: 1/2 cup of brown rice, 1/2 cup of beans, 1 cup of spinach
Meal #6: 1/2 cup of brown rice, 1/2 cup of beans, 1 cup of spinach

Off-Season Diet
Shawn is more flexible with his diet during the off-season. He adds more protein to his meals to keep his muscles fed. He also includes more vegetables to increase his fiber intake.

Meal #1: 12 egg whites, 2 pancakes, 1 banana
Meal #2: 2 cups of chicken, 1 sweet potato
Meal #3: 1/2 cup of brown rice, 1 cup of steamed vegetables
Meal #4: 1/2 cup of brown rice, 1/2 cup of beans, 1 avocado
Meal #5: 1/2 cup of brown rice, 1/2 cup of beans, 1 cup of spinach
Meal #6: 1/2 cup of brown rice, 1/2 cup of beans, 1 cup of spinach
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Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Linco's diet and workout plan.

Pre-Contest Diet
Lindo tries to eat a nutritionally dense meal every three hours to keep his body's flame burning. All of the protein sources can be substituted for one another, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal #1: 12 oz white meat chicken, small potato, veggies
Meal #2: 8 oz brown rice, 1 banana

Off-season Diet
Lindo is more concerned with gaining mass than shaving pounds during the off-season, so he ups his carb intake to keep his muscles full. Add more pasta or rice to your diet when you're bulking to keep yourself in a caloric cacoon, which will ensure muscle growth.

Meal #1: 12 egg whites, 6 oz rice, 1 banana
Meal #2: 8 oz chicken, tuna salad

FIG. 35A
Success Story: Muscle Blueprint
A look at natural bodybuilder Shawn Linco's diet and workout plan.

Pre-Contest Diet
Lindo tries to eat a nutritionally dense meal every three hours to keep his body's metabolism burning. All of the protein sources can be substituted another, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal 1: 12 egg whites mixed with veggies, half a bowl of oatmeal
Meal 2: shake
Meal 3: 1/8 chicken breast, small potato, veggies
Meal 4: shake
Meal 5: 1/8 lean beef, small potato, veggies
Meal 6: shake

Off-season diet
Lindo is more concerned with gaining mass than losing weight, so he ups his carb intake to keep his muscles full, or nice to your diet when you're building to keep yourself in a caloric surplus which will ensure muscle growth.

Meal 1: 12 egg whites, 8 pancakes, 1 banana
Meal 2: shake, tuna sandwich

FIG. 35B
Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Linco's diet and workout plan.

Pre-Contest Diet
Lincoln tries to eat a nutritionally dense meal every three hours to keep his body's furnace burning. All of the protein sources can be substituted for another, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal #1: 12 egg whites, mixed with veggies, half a bowl of oatmeal
Meal #2: shake
Meal #3: 1 lb chicken breast, small potato, veggies
Meal #4: shake
Meal #5: 10 oz lean beef, small potato, veggies
Meal #6: shake

Off-season diet
Lincoln is more concerned with gaining mass than staying shredded in the off-season, so he ups his carb intake to keep his muscles full. Add more pasta or rice to your diet when you're bulking to keep yourself in a caloric excess, which will ensure muscle growth.

Meal #1: 12 egg whites, 6 oz rice, 1 banana
Meal #2: shake, tuna sandwich
Meal #3: baked chicken

FIG. 35C
Success Story: Muscle Blueprint

A look at natural bodybuilder Shawn Linco's diet and workout plan.

Pre-Contest Diet
Lindo tries to eat a nutritionally dense meal every three hours to keep his body's fat-burning engine running. All of the protein sources can be switched around, depending on his mood. Aim for 5 to 6 small meals during the day to keep your energy levels high.

Meal #1: 12 egg whites, mixed with veggies, half a bowl of oatmeal
Meal #2: shake
Meal #3: 1 lb chicken breast, small potato, veggies
Meal #4: shake
Meal #5: 16 oz lean beef, small potato, veggies
Meal #6: shake

Off season diet
Lindo is more concerned with gaining mass than staying shredded off season, so he ups his caloric intake to keep his muscles full and robust to your diet where you're building to keep yourself in a calorie surplus, which will ensure muscle growth.

Meal #1: 12 egg whites, 6 pancakes, 1 banana
Meal #2: shake, tuna sandwich
Meal #3: 16 oz lean beef, mixed vegetables

FIG. 35D
A mortgage that pays you?
Think twice
Reverse mortgages are complex loans that may seem like the answer to a tight retirement budget. For some...

Considering iPhone? check out BlackBerry
With email, web, video capture, picture messaging and more, BlackBerry has got features you won't find on the iPhone.

www.blackberry.com
3700

Related Content

Reverse mortgages: A wise idea?
In a TV commercial, debonair actor Robert Wagner invites viewers to take a closer look at reverse...

A mortgage that pays you?
Think twice
Reverse mortgages are complex loans that may seem like the answer to a tight retirement budget. For some...

Related Video

Toll's mortgage guarantee

Mortgage protection program

Reverse Mortgage
www.TheEasyLoanSite.com/Reverse

FIG. 37
Reverse mortgages: A wise idea?
In a TV commercial, debonair actor Robert Wagner invites viewers to take a closer look at reverse...

A mortgage that pays you?
Think twice
Reverse mortgages are complex loans that may seem like the answer to a tight retirement budget. For some...

Considering iPhone? check out BlackBerry
With email, web, video capture, picture messaging and more, BlackBerry has got features you won't find on the iPhone.

www.blackberry.com
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The needs of disabled schoolchildren classed as "special education" is one of the most contentious policy debates in Arizona. The state Supreme Court ruled the voucher program unconstitutional in March.

To Andrea Weck, that decision meant her 7-year-old daughter, Lexie, as well as nearly 500 other children, would be

Shop for groceries online.
But, instead of accepting it, "it is the responsibility of the parent, if your child is pregunta, you can simply say, "Well, they can have the clubs, but you’re not going to pay for your designer outfit, drinks and parking."

"You love the G-Unit. Their music fuels the modern male’s latent misogynistic desires; women swoon like Axe body spray, and brings out the aggression necessary for..."
UCLA beats No. 18 Tennessee 27-24 in OT

By KEN PETERS, AP Sports Writer
Sep 2, 1:45 AM EDT

PASADENA, Calif. (AP) — Rick Neuheisel couldn’t have asked for a much more exciting game to begin his era as UCLA coach.

Quarterback Kevin Craft, like Neuheisel making his Bruins’ debut Monday night, bounced back from a horrible first half to spark the offense in the second, and Kai Forbath’s 42-yard field goal with 1:44 left helped No. 16 Tennessee in a wild season opener.

Neuheisel, a former UCLA quarterback who was the 1984 Rose Bowl after Karl Dorrell was fired. The Bruins, plagued by quarterback injuries, "It was a thrill for me to be on the sidelines," Neuheisel said. "At one point, an opening act, this is a lot of fun."

"It’s been a hard five years being to do."

The underdog Bruins, who took the forced into overtime when the Volunteers time expired.

But in the overtime, when neither team went down, Forbath made his kick and UCLA’s victory far too close for comfort.

New Tennessee quarterback Jonathan with one interception.

Vols coach Phillip Fulmer said he knew UCLA would be a test.
Fig. 46
10 Stain Removal Tips
Easy General Stain Removal Hacks
By Sarah Aguirre
See More About
Removing stains can be challenging, but sometimes they happen unexpectedly. To help you deal with these situations, here are some tips for removing stains quickly and effectively.

1. Act quickly.

Fresh stains make removal an easy task. Give yourself the upper hand by treating stains as promptly as possible. If your stains are on a non-washable fabric, take them to the dry cleaners as soon as possible. Be sure to point out the stain to the dry cleaner and describe the nature of the stain. This makes the likelihood of stain removal success greater.

Fig. 47
Women's impact is CHANGING THE INDUSTRY.

Publication: Daily Variety
Date: Friday, July 29, 2005

Is it old news, or is it still news, when a female executive becomes a network's crucial turnaround, as Anne Sweeney has at ABC, or achieves first place in domestic marketshare for her studio, as Amy Pascal did with Sony Pictures last year—these are developments that are instantly, widely recognized.

Fig. 48
Online Mortgage

There is a wealth of mortgage information online. But before you start clicking with abandon, beware of sites that require you to sign up—be wary of the reputation of the site owner. Never give them your bank account number or Social Security number. The same holds true for malware or adware attached, both of which can harm your computer and jeopardize your valuable information.

Top 10 Mistakes Made When Seeking a Mortgage Loan.

The good news is that there are plenty of reputable resources out there, too. Here are just a few of the "good" sites out there.
Business Exchange

Google Inc announces free software package.

Google Inc, if you've never Googled, you probably aren't finding what you want online. Google operates the leading Internet search engine...

- Chairman and CEO: Eric E. Schmidt
- President, Technology and Director: Sergey Brin
- 2007 Income (mil): $4,203.7
- 2007 Employees: 16,805

According to the company, the Google Pack beta will improve the user experience online and on the desktop. In just a few clicks, users can discover, install and maintain software to surf the web and effectively manage information.

The Google Pack will reportedly offer users a way to install essential...

**Fig. 50**
**Business**

**Cruude prices rise**

NEW YORK (UPI) -- Crude oil prices rose in the afternoon after a strong gain on the New York Mercantile Exchange.

With the dollar weak against inflation and oil supplies tight, crude oil fell $143.87 per barrel.

**Speculators use loop and oil prices rise**

Speculative investment in crude oil adds up to 99 percent of the U.S.

**Oil prices: '08's Defining Issue**

Description: Gas prices are the first important issue in the 2008 elections. But both parties have been.

**Related Articles**

- Speculators use loop and oil prices rise
- Oil prices: '08's Defining Issue

**Related Videos**

- Oil Prices Reach New Record Highs, Again!
- High Oil & Low Consumer Confidence Sends Dollar Plummeting

**What is the Kontera Hybrid?**

The Hybrid provides you with related content based on the topic and keyword of the article you are currently reading. We hope you enjoy the experience and find it easier to navigate around the site to find content that interests you. If there are additional ways we can improve the Kontera Hybrid, please contact us.

Click here to disable the Kontera Hybrid window from displaying on this site. If you decide you want to re-enable the Kontera Hybrid, you can either clear your cookies, or contact us.

**Free Financial Tools:**

Start planning your financial future with our free financial tools & calculators.

**The Funnies:**

Get free jokes.
Robust private equity market

Monday, July 16, 2007
Lisa Blauk Fasig - Cincinnati Business Courier

In the world of investing, sometimes it makes sense to buy and check the lining.

Same goes for the ongoing speculation that Macy's Inc. is the target of a private takeover. The bigger question is not whether the retailer would make a good buy, but why so many large-scale rumors recently have surfaced.

Since June 22, two reports have emerged that private investors wanted to buy Macy's - the first suggesting at $52 a share. And in April, another local giant - Kroger Co. - also was said to be in the private equity cross-hairs. None of these reports has yet to pan out, though the talk has affected their respective stocks.

While shares in Kroger actually slipped, Macy's rallied. When the first rumor involving Macy's surfaced June 22, the company's stock rose by more than $3 a share before closing at $41.43. Two weeks later, the identity of the buyer shifted from Kohlberg Kravis Roberts & Co. to billionaire hedge fund...
Robust private equity market

Monday, July 16, 2007
Lisa Blank Fasig - Cincinnati Business Journal

In the world of investing, sometimes it makes sense to read between the lines and check the fine print.

Same goes for the ongoing speculation of a private takeover. The bigger question is, is this a good buy, but why so many large-scale investors?

Since June 22, two reports have emerged. Macy's - the first suggesting at $52 a share. Kroger Co. - also was said to be in the mix. And these reports have yet to pan out, though the stock has rallied.

While shares in Kroger actually slipped, Macy's rallied. When the first rumor involving Macy's surfaced June 22, the company's stock rose by more than $3 a share before closing at $41.43. Two weeks later, the identity of the buyer shifted from Kohlberg Kravis Roberts & Co. to billionaire hedge fund

Fig. 54
On stupid mascots and closed source browser plugins

September 3rd, 2009

Posted by Jason Perlow @ 6:01 pm

Categories: Linux, Open Source, Microsoft, Hardware Infrastructure, Software Infrastructure, Personal Technology, Web Technology

Everyone’s been harping on Google this week with the release of Chrome, so I thought I would be different — today I’m going to give Adobe some love. Because I bet they feel left out.

Adobe’s Flash and Acrobat Reader plugins are some of the most key components to the
2 moms, too stressed out

ATLANTA, Georgia (CNN) -- Jennifer Lynch and Jennifer Gonzalez live nearly 800 miles apart. But they have much more in common than their first names. Each has three young children, each works outside the home and each admits she's stressed out.

Lynch, 42, lives in New York and works three days a week as an attorney for a large pharmaceutical company. "I worry about stress," she says. "I worry that it devalues this frenetic atmosphere in my house."

"I'm worried about the impact on my kids. I should worry about the impact on my health, but taking care of myself is at the bottom of my to-do list."

Gonzalez, 36, lives in Atlanta, Georgia, and teaches history at a local high school five mornings a week. She has to be prepared: "You have to be 'on,'" she says. "One blink, she says, and 'they'll eat me alive.'"

Her afternoons are packed with lesson planning and grading papers, caring for 3-year-old twins and picking up her 8-year-old daughter at school.

"I live Lynch. Narcissistic worries about her hair, being out..."
Panel urges stricter diabetes drug testing

WASHINGTON (AP) -- Diabetes drugs would be subject to more stringent safety standards that could cost manufacturers millions of dollars, under recommendations made Wednesday by a government panel.

Advisers to the Food and Drug Administration voted 14-2 that all new diabetes drugs should undergo longer studies to assure they don't increase risks of heart problems.

The opinions from diabetes experts, cardiologists

Fig. 57
Finding cracks in Facebook

The social-networking supersite is the right about now a young CEO like Mark Zuckerberg would want to worry about.

By Jessi Hempel, writer

(Fortune Magazine) -- Late last year Mark Zuckerberg, 24-year-old CEO of social-networking site Facebook, got onstage before a Madison Avenue audience and declared that he was leading a once-in-a-generation revolution. Long story short: The revolution is out. Six months later, advertisers could be mistaking Facebook for a smaller MySpace or a much larger Friendster (remember them?). And far from changing the media as we know it, the virtual home of Super-pokes, FarmVille, and other such time wasters is showing cracks in its foundation.

User growth remains impressive. Since September 2006, when Zuckerberg opened Facebook to nonstudents, the site

Fig. 58
Finding cracks in Facebook

The social-networking superstrate is teetering. Right about now a young CEO like Mark Zuckerberg might start to agree. Long story short: The revolution may have ended. Six months later, advertisers could be mistaking Facebook for a smaller MySpace or a much larger Friendster (remember them?). And far from charging media as we know it, the virtual home of Superpokes, Furwalls, and other such time wasters is showing cracks in its foundation.

User growth remains impressive. Since September 2006, when Zuckerberg opened Facebook to nonstudents, the site

Fig. 59
Re: Monthly Oil Dividends

Learn how to receive your share of oil and natural gas royalties 12-times a year in this FREE Research Report.

Click For Details...

MySpace

Choose MySpace Forum

MySpace Forums » Games » Board

Sort: Oldest to newest

Jennifer

F/28
Lansing, Michigan, US

Pool is very addicting. My mom found out I liked it and I ended up getting it for christmas.

Fig. 60
A Parade! A Circus! A Carnival! Or, the New Hampshire Primary
Tuesday aboard his campaign bus, "...a resurgent campaign," ...Democratic
Clinton's Message, and Moment, Won the Day
that Mrs. Clinton "...morning, Mrs.
Clinton cited the Saturday debate as the J.
Volunteers and endorsements were proffered as the Democratic presidential candidates ratcheted up the volume in this once-quiet caucus state.
Neatly on the Democratic calendar, Nevada vaulted overnight into the position of tie-breaker after the victory of Senator Hillary Rodham...
Finding cracks in Facebook

The social-networking site Facebook is finding cracks in its once-in-a-century media revolution. Long story short: The revolution hasn't panned out. Six months later, advertisers could be forgiven for mistaking Facebook for a smaller MySpace or a much larger Friendster (remember them?). And far from changing media as we know it, the virtual home of Superpokes, Funwalls, and other such time wasters is showing cracks in its foundation.

User growth remains impressive. Since September 2006, when Zuckerberg opened Facebook to nonstudents, the site

---

Related Content from Web

- Why Microsoft isn't buying Facebook
- Shoptize Launches Omniture to Optimize Performance of Ecommerce Widgets...
- Facebook agrees to new rules to promote safety for youth
- Facebook Agrees to Devise Tools to Protect Young Users
- Schoolyard Face-Offs Blamed on Facebook

---

Microsoft Dynamics works like Microsoft Office so your people can actually use it.

---

Fig. 61B
Apple Agrees to Curb Pricing on iTunes in Continental Europe

LONDON — Apple said Wednesday it would reduce prices on its iTunes digital music store throughout Continental Europe, settling an antitrust complaint by regulators.

The European Commission accused Apple last spring of unfairly charging British consumers more than their counterparts in the euro zone for tracks from iTunes, the dominant online music vendor.

Fig. 62
Investors Abroad No Longer Feel Immune From U.S.

FRANKFURT — Since late summer, the United States economy has demonstrated an enduring power to surprise. And not for the better.

Investors worldwide are pondering the prospects for a recession in the United States, their latest and furthest-reaching preoccupation resulting from a succession of bad news that the American economy, the world's largest, has delivered since the onset of global financial turmoil.

When credit markets seized up, the product of mounting losses linked to the American mortgage market, stocks dived, then recovered, as investors factored higher borrowing costs into the outlook for corporate earnings. The changes, some reasoned, were an imaginable step away from the easy money of recent years.

But as large banks in the United States disclosed losses in November, equity markets plunged again to account for a lending system that, it turned out, needed to purge losses and be recapitalized. Stocks recovered somewhat in December.

Now the focus among overseas investors has jumped to recession, and a conviction that

Meet the people redefining collaboration with
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<table>
<thead>
<tr>
<th>ID</th>
<th>Title</th>
<th>Date</th>
<th>Active</th>
<th>Inactive</th>
<th>Revenue</th>
<th>Clicks</th>
<th>CTR</th>
<th>CPA</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>5339</td>
<td>Acil-Diet-UK</td>
<td>9/16/2009</td>
<td>$0.00</td>
<td>2,276</td>
<td>19.27%</td>
<td>$0.100</td>
<td>$41.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5347</td>
<td>German Free Prizes - Win an iPhone 3G</td>
<td>9/15/2009</td>
<td>$0.00</td>
<td>6,236</td>
<td>6.62%</td>
<td>$0.050</td>
<td>$41.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5349</td>
<td>German Free Prizes - Win a Sony Home theatre</td>
<td>9/15/2009</td>
<td>$0.00</td>
<td>71</td>
<td>5.63%</td>
<td>$0.050</td>
<td>$0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5360</td>
<td>neu.de - German Dating</td>
<td>9/15/2009</td>
<td>$0.00</td>
<td>1,269</td>
<td>5.98%</td>
<td>$0.050</td>
<td>$6.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5363</td>
<td>Be2-dating-Spain</td>
<td>9/12/2009</td>
<td>$0.00</td>
<td>993</td>
<td>5.69%</td>
<td>$0.050</td>
<td>$5.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5381</td>
<td>Acil-Diet-France</td>
<td>9/17/2009</td>
<td>$0.00</td>
<td>177</td>
<td>12.99%</td>
<td>$0.050</td>
<td>$2.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5393</td>
<td>mp3-ringtones-Taiwan</td>
<td>10/1/2009</td>
<td>$0.00</td>
<td>66</td>
<td>33.33%</td>
<td>$0.050</td>
<td>$0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5534</td>
<td>Brazil-ringtones-Ultramob</td>
<td>9/17/2009</td>
<td>$0.00</td>
<td>2,657</td>
<td>11.14%</td>
<td>$0.050</td>
<td>$29.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5535</td>
<td>Bob Mobile Germany</td>
<td>9/16/2009</td>
<td>$0.00</td>
<td>2,749</td>
<td>12.65%</td>
<td>$0.050</td>
<td>$34.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5546</td>
<td>War Of Dragons German</td>
<td>9/16/2009</td>
<td>$0.00</td>
<td>9,938</td>
<td>10.74%</td>
<td>$0.050</td>
<td>$95.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5547</td>
<td>War Of Dragons English</td>
<td>9/16/2009</td>
<td>$0.00</td>
<td>25,719</td>
<td>9.72%</td>
<td>$0.100</td>
<td>$137.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5547</td>
<td>War Of Dragons USA</td>
<td>9/22/2009</td>
<td>$0.00</td>
<td>3,000</td>
<td>10.69%</td>
<td>$0.100</td>
<td>$41.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5669</td>
<td>dating-france</td>
<td>9/30/2009</td>
<td>$0.00</td>
<td>596</td>
<td>8.02%</td>
<td>$0.050</td>
<td>$4.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybrid</td>
<td>123InKJets</td>
<td>11/12/2008</td>
<td>$0.00</td>
<td>2,655</td>
<td>0.89%</td>
<td>$0.100</td>
<td>$2.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybrid</td>
<td>Aqua Elements</td>
<td>11/12/2008</td>
<td>$0.00</td>
<td>194</td>
<td>6.70%</td>
<td>$0.100</td>
<td>$1.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hybrid</td>
<td>Santa Mail</td>
<td>11/11/2008</td>
<td>$0.00</td>
<td>220</td>
<td>3.18%</td>
<td>$0.100</td>
<td>$0.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB - WS</td>
<td>Estee Lauder Lip Balm</td>
<td>9/17/2008</td>
<td>$0.00</td>
<td>6,643</td>
<td>17.46%</td>
<td>$0.070</td>
<td>$122.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB - WS</td>
<td>Disney Vacation</td>
<td>9/12/2008</td>
<td>$0.00</td>
<td>3,203</td>
<td>15.48%</td>
<td>$0.100</td>
<td>$49.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB - WS</td>
<td>Johnson</td>
<td>9/21/2008</td>
<td>$0.00</td>
<td>3,246</td>
<td>25.06%</td>
<td>$0.090</td>
<td>$81.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB - WS</td>
<td>Kmart</td>
<td>9/24/2008</td>
<td>$0.00</td>
<td>357</td>
<td>32.77%</td>
<td>$0.050</td>
<td>$9.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB - WS</td>
<td>Xbox Elite</td>
<td>9/24/2008</td>
<td>$0.00</td>
<td>244</td>
<td>12.70%</td>
<td>$0.050</td>
<td>$1.65</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Total: $0.00 271,662 49,974 $2678.92
Campaign Name* [*]

Name your campaign. A campaign is the top level of managing your campaign ads.

Priority* [*]

Priority defines the importance of the Campaign from the Kontera Perspective. Values entered can be from 0-200. Default Value is 100.

AdGroup Name* [*]

An Ad Group connects your ads and its related keywords. This name is for your use; it won't be seen by customers.

Describe Your Product or Service

External Reporting

Reports Location

General Details

Regions and cities targeting

New Zealand
Belize
Costa Rica
El Salvador
Guatemala

Select All
Australia

Select
New Zealand
Remove
Remove All

Select Category

In order to achieve better performance please select one or more categories out of the list below that best define the product or service that you are advertising.

- All Categories
  - Handheld Computers
  - PCs-Accessories
  - Computer-Video Games
  - Monitors
  - Printers&Scanners
  - Computer Software
  - Computer Services
  - Computer Hardware
  - Apple Computers
  - Internet Applications
  - QA, Testing Category

Next
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Add the list of keywords that best fit the product or service you are advertising to the Keywords Cart. You can find and add keywords using one or more of the following methods:

- Choose Keywords from predefined categories on the Category Keywords tab.
- Enter a keyword and choose from a list of related keywords generated by our Keyword Finder - Keyword finder tab.
- Upload a list of words from an Excel file - Upload Excel File tab.
- Enter your keywords manually into the keyword cart.

<table>
<thead>
<tr>
<th>Category</th>
<th>Keyword Finder</th>
<th>Upload Excel File</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Categories</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Handheld Computers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCs-Accessories</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer-Video Games</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Printers&amp;Scanners</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer Software</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer Services</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computer Hardware</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apple Computers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet Applications</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QA_TestingCategory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Term</td>
<td>Time</td>
<td>Value</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td>single sites</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>single woman online</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>singles</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>singles chat</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>singles dating</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>singles dating sites</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>singles online</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>singles sites</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>singles websites</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>soul mate</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>speed dating</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>sweetheart</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>together dating</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>totally free dating</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>totally free personals</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>true dating</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>uk dating</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>vegetarian dating</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>web dating</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>webdate</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>wedding</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>your friend</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>your partner</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>Total:</td>
<td>00.00</td>
<td>00.00</td>
</tr>
</tbody>
</table>
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free, online singles chat, online singles free, passion, personal relationship, personal service, personals site, personals sites, phone dating, photo personals, photos dating, picture dating, relationship, romance, romance personals, romantic, russian brides, russian dating, senior dating, senior dating sites, single, single lady, single match, single sites, single woman online, singles, singles chat, singles dating, singles dating sites, singles online, singles sites, singles websites, soul mate, speed dating, sweetheart, together dating, totally free dating, totally free personals, true dating, uk dating, vegetarian dating, web dating, webdate, wedding, your friend, your partner

**Country Targeting**
Australia, New Zealand

**Ad Group Name**
1

**Ad Group Max CPC**
0.05 $

**Ad Preview**
Notebooks, better known as **Laptops computers**, are receivin
dal count technol...
Congratulations!

You have successfully set up your Content Link In-Text advertising campaign. You will now be redirected to Campaigns page.

(If you are not redirected their within 1 minute, please click here)

Fig. 64J
Fig. 65A
Fig. 65B
Examples of Screenshots of Hybrid Management GUI
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Link in the Hybrid Setting Tab that allows management of the Related from the publisher

Search KW by auto complete

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Related Page URL</th>
<th>Title</th>
<th>Description</th>
<th>Delete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Donkey Kong</td>
<td><a href="http://www.huffingtonpost.com">http://www.huffingtonpost.com</a> /2006/09/02/sam-zells-birthday- bash-0_n_1...</td>
<td>Donkey Kong</td>
<td></td>
<td>11/30/06</td>
</tr>
<tr>
<td>get for gas</td>
<td><a href="http://www.huffingtonpost.com">http://www.huffingtonpost.com</a> /2006/02/23/tanger-contino-belley-rae-n_9...</td>
<td>get for gas</td>
<td></td>
<td>11/30/06</td>
</tr>
<tr>
<td>holiday shopping season</td>
<td><a href="http://www.huffingtonpost.com">http://www.huffingtonpost.com</a> /2006/10/24/mocks-calls-for-holiday-s_n_1...</td>
<td>holiday shopping season</td>
<td>State Sen. James Meeks (D-Chicago) Friday issued his latest call to demonstrate for school-funding reform, this time urging a boycott of downtown Chicago stores and restaurants during the holiday shopping season.</td>
<td>11/15/06</td>
</tr>
<tr>
<td>economic plan ready for adon</td>
<td><a href="http://www.huffingtonpost.com/lady-lynn-forester-de-rothschild-obama-obama's-economic-plan">http://www.huffingtonpost.com/lady-lynn-forester-de-rothschild-obama-obama's-economic-plan</a></td>
<td>economic plan ready for adon</td>
<td>Economic plan ready for adon</td>
<td>11/15/06</td>
</tr>
<tr>
<td>the thress painful rec</td>
<td><a href="http://www.huffingtonpost.com">http://www.huffingtonpost.com</a> /2006/10/31/oprah-opt-opts-for-early-voting-massachusetts-early-voting-eligibility-0_n_1...</td>
<td>the thress painful rec</td>
<td>Oprah opts for early voting, has voting booth eligibility.</td>
<td>11/15/06</td>
</tr>
<tr>
<td>Oprah wants her</td>
<td><a href="http://www.huffingtonpost.com">http://www.huffingtonpost.com</a> /2006/09/29/sam-zells-birthday-bash-0_n_1...</td>
<td>Oprah wants her</td>
<td></td>
<td>11/15/06</td>
</tr>
</tbody>
</table>

Adding Manual Links

* Previous 1 2 3 4 5 6 7 8 9 Next 2

---
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New editing huffingtonpost.com

Restricted URLs

Upload CSV File: Browse
Search for URL: 

Restricted Page URL Delete
http://www.huffingtonpost.com/2008/11/30/9-headless-bodies-found-i_n_147267.html

Add URL

By checking lines with the check box and pressing delete you'll remove the specific URL

Restricted URL:
Save  Save and Add another  Cancel

New Link in the Publisher settings that is available to all the sites

Searching with Auto complete the url/domain/directory that is blocked

Return to Setting screen
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### Hybird Reports

- **Search for Publisher:**
  - [ ] azcentral

- **Search for Network:**

- **All Publishers**

**Select time frame:**
- [ ] Current week
- From **11/17/2008** to **11/30/2008**

When selecting a report per publisher you'll receive data aggregated by date

---

**Export to Excel**

---

### Showing report for azcentral for dates: 2008-12-01 - 2008-12-31

<table>
<thead>
<tr>
<th>Date</th>
<th>Total Page Views</th>
<th>Product Page Views</th>
<th>Layer Impressions</th>
<th>Layer Open Rate</th>
<th>Totals Clicks</th>
<th>Engagement Rate</th>
<th>Clicks on Related Articles</th>
<th>Related Articles CTR</th>
<th>Clicks on Related Videos</th>
<th>Related Videos CTR</th>
<th>Clicks on Ad</th>
<th>Ad CTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/1/2008</td>
<td>274,766</td>
<td>35,242</td>
<td>3,921</td>
<td>5.42</td>
<td>482</td>
<td>14.51%</td>
<td>184</td>
<td>2.53</td>
<td>276</td>
<td>8.83%</td>
<td>22</td>
<td>1%</td>
</tr>
<tr>
<td>12/2/2008</td>
<td>265,669</td>
<td>21,002</td>
<td>2,548</td>
<td>12.13</td>
<td>355</td>
<td>15.50%</td>
<td>150</td>
<td>1.96</td>
<td>225</td>
<td>8.03%</td>
<td>20</td>
<td>1%</td>
</tr>
<tr>
<td>12/3/2008</td>
<td>289,555</td>
<td>14,951</td>
<td>1,715</td>
<td>11.96</td>
<td>422</td>
<td>24.59%</td>
<td>150</td>
<td>2.39</td>
<td>227</td>
<td>13.01%</td>
<td>27</td>
<td>2%</td>
</tr>
<tr>
<td>12/4/2008</td>
<td>231,712</td>
<td>13,741</td>
<td>2,966</td>
<td>13.02</td>
<td>657</td>
<td>16.19%</td>
<td>200</td>
<td>2.94</td>
<td>330</td>
<td>9.36%</td>
<td>24</td>
<td>1%</td>
</tr>
<tr>
<td>12/5/2008</td>
<td>255,055</td>
<td>29,099</td>
<td>3,219</td>
<td>11.06</td>
<td>463</td>
<td>14.38%</td>
<td>23</td>
<td>2.96</td>
<td>264</td>
<td>8.20%</td>
<td>23</td>
<td>1%</td>
</tr>
<tr>
<td>12/6/2008</td>
<td>335,638</td>
<td>12,769</td>
<td>1,205</td>
<td>10.24</td>
<td>376</td>
<td>31.20%</td>
<td>136</td>
<td>3.32</td>
<td>207</td>
<td>17.18%</td>
<td>31</td>
<td>3%</td>
</tr>
<tr>
<td>Totals</td>
<td>1,425,425</td>
<td>145,192</td>
<td>16,065</td>
<td>11.06</td>
<td>2,795</td>
<td>17.39%</td>
<td>410</td>
<td>2.55</td>
<td>1,589</td>
<td>9.89%</td>
<td>147</td>
<td>1%</td>
</tr>
</tbody>
</table>
Honda Account

Create Campaign Wizard: Set campaign

1 Set Campaign 2 Set Ad Group 3 Set Keywords 4 Set Ads 5 Review and Activate

Account Name: [blank]
Campaign Name: [blank]

Start Date: June 27, 2008  End Date: July 27, 2008

Campaign Targets: Branding

Geo Targeting:
- United States of America
- United Kingdom
- Italy
- France
- Germany
- Spain

Regions and Cities Targeted

Currency: US Dollars
Total Budget: $ [blank]  Daily Budget: $ [blank]
Pricing Method: CPC  ECPC: $ [blank]
Priority: 100% of the CPC
Reserved: 0%

Content Match:
- Exact Match
- Partial Match
- Expand Match
- Topical Match

Relevancy Threshold:

Frequency Cap

Hour Targeting and Pacing
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Kontera Advertiser Center
CREATING IN-TEXT RELEVANCE

Manage Reports Users

Control Panel New Campaign Advanced Search Conversion Tracking

Honda Account

Create Campaign Wizard: Set campaign

1 Set Campaign 2 Set Ad Group 3 Set Keywords 4 Set Ads 5 Review and Activate

Account Name:

Campaign Name:

Start Date: June 27, 2008

End Date: July 27, 2008

Campaign Targets: Branding

Geo Targeting:
United States of America
United Kingdom
Italy
France
Germany
Spain

Regions and Cities Targeted

Currency: US Dollars

Total Budget: $

Daily Budget: $

Pricing Method: CPC ECPC:

Priority 100% of the CPC

Reserved 0%

Content Match: Exact Match

Relevancy Threshold: Low High

Frequency Cap

Hour Targeting and Pacing

Note

Fig. 66F
Baucus, D-Mont., discussed his proposal Tuesday with a bipartisan group of six members of the Senate Finance Committee who have been seeking a compromise on health-care legislation for months. The fee on insurers is just one of several provisions that would help defray the costs of expanded health coverage in a summary of Baucus' plan that was circulated Tuesday.
RIM BlackBerry Storm (Verizon Wireless)

Product summary

The good:
The RIM BlackBerry Storm features an innovative touch screen that provides tactile feedback to confirm your selection. The Storm offers dual-mode functionality for world roaming capabilities as well as EV-DO Rev. A and UMTS/HSDPA support. Other highlights include GPS and a 3.2-megapixel camera.

The bad:
The Storm's SurePress touch-screen takes some acclimation and the onscreen keyboard is a bit cramped. The smartphone can be sluggish and buggy even after the firmware update. Speakerphone quality was a bit choppy.

The bottom line:
The RIM BlackBerry Storm may blow in a frenzy for Verizon Wireless subscribers wanting a touch screen similar to the Apple iPhone. However, there are bugs and performance issues that prevent the Storm from delivering its full potential.

Specifications:
- OS provided: BlackBerry Handheld Software
- Installed RAM: 128 MB
- Band (mode): GSM 850/900/1800/1900 (GSM/GPRS/UMTS) 2100 CDMA 800/1900 (Dual Band)

Price range: $199.99 - $299.99

CNET editors' review

Reviewed by: Bonnet Chi
Reviewed on: 11/19/2008
Updated: 12/12/2008
Released: 11/21/2008

Editors' note: We have updated the review since its original publish date to include changes to performance after installing the official firmware update for the BlackBerry Storm released by Verizon Wireless on December 8, 2008.

The RIM BlackBerry Storm is one of the few touch-screen Blackberry smartphones. The touch capabilities were at least as good as or better than the BlackBerry Storm. However, the Storm's SurePress touch-screen proved to be a bit cramped. The smartphone can be sluggish and buggy even after the firmware update. Speakerphone quality was a bit choppy.

Price range: $199.99 - $299.99

Where to buy RIM BlackBerry Storm (Verizon Wireless)

| Price range: $199.99 - $299.99 |
|-----------------|-----------------|
| store | price | in stock |
| Verizon Wireless | $199.99 | Yes |
| Best Buy | $299.99 | Yes |

Related resources

Find discontinued Research in Motion Ltd. smartphones

Fig. 68A
upgrade, including the responsiveness of the accelerometer, and improved battery life. However, the phone still has various bugs and just doesn’t feel quite like final product. There may be subsequent updates that resolve all the problems, but we would have preferred RIM and Verizon waited a little longer to make sure the BlackBerry Storm was stable and solid before releasing the device, even if it meant missing the holiday rush.

Design
In terms of form factor, the RIM BlackBerry Storm doesn’t stray far from the other full touch-screen smartphones on the market today, including the Samsung Omnia and Apple iPhone. Sporting a black casing with silver accents, the handset is a bit blocky and heavy at 4.4 inches tall by 2.4 inches wide by 0.5 inch deep and weighs 5.6 ounces, so it feels a bit wide when you hold it in your hand and it’ll make for a tight fit in a pants pocket. That said, the Storm is a well-constructed smartphone. It has a nice, solid feel and the edges have a soft-touch finish to provide a better grip.

The RIM BlackBerry Storm is a bit shorter and heavier than the Apple iPhone.

While the Storm’s design might not be the most inspiring, the smartphone’s display is another story. Obviously, the fact that the Storm is the first touch-screen BlackBerry is news enough, but its 3.25-inch VGA glass display also demands attention for its sharpness and brightness, showing 65,000 colors at a crisp 480x360 pixel resolution. We weren’t as impressed with the Storm’s screen as the BlackBerry Bold, but it’s still beautiful. You can also adjust the backlighting, font size, and type. The Storm is also equipped with an accelerometer, so the screen orientation will switch from portrait to landscape mode when you rotate the phone from a vertical position to a horizontal one, left or right.

Moving onto the touch-screen capabilities, the BlackBerry Storm uses SurePress, so that when you select an application or enter text, you actually push the screen down like you would any other tactile button. You can see a bit of a gap at the top and bottom of the screen, which makes the phone. In terms of text entry, the BlackBerry Storm features a SureType keyboard when the smartphone is in portrait mode and then switches to a full QWERTY keyboard in landscape mode (See Performance section for more information). When using the keyboard or selecting applications, you do a simple finger touch over the item until it’s highlighted and then you press down on the screen to register the action.
In addition to the SurePress technology, you can also use a number of finger taps or swipes to perform certain actions. For example, you can tap on the screen twice to zoom in on a Web page or map, or do quick finger swipes to scroll through a page. Also, to copy/paste text, you just touch the screen at the start of the text and then with a second finger, touch the end of the block of text you want to copy. You can adjust the tap interval, hover point, and swipe sensitivity in the Options > Screen/Keyboard menu.

While the SurePress technology is cool, it definitely takes some acclimation. It's not a natural feeling to physically push down on the screen, and we often found ourselves forgetting to actually press down; instead just tapping or double tapping on the letter button or link. You do get used to it after a while though, but as far as e-mail creation or text messages, we missed having a tactile keyboard. We couldn't comfortably type long messages as fast as we wanted and when we tried, the message was riddled with errors. The keyboard buttons are just a bit too small and cramped. If I had problems with my small hands, I can only imagine it would be worse for users with larger thumbs.

Below the display, you do get a set of tactile navigation controls that consists of Talk and End/Power buttons, a Menu key, and a clear button. Unlike other BlackBerry models, there is no trackball navigator and we have to admit that we missed it. It may be that we're just used to having the trackball, and often we found our thumb automatically looking for the control while trying to scroll through pages and menus. However, even beyond that, we think it wouldn't hurt to have a trackball navigator since it allows for easier one-handed operation. Also, you wouldn't always have to rely on the touch screen and it would be useful for certain operations like for selecting links on a Web page.

On the left side, there's a user-programmable shortcut key and a micro USB port, while the right spine has a 3.5mm headphone jack, a volume rocker, and another customizable button, which is set as the camera activation/capture key by default. The camera lens and flash are located on the backside, and behind the battery cover, you'll find the microSD/SDHC card holder and SIM card slot. Finally, though not readily apparent, there is a device lock and mute button on the top edge of the Storm.

![Image of standard controls](image)

You get some standard controls below the display, but we missed having the trackball navigator.

![Image of trackball](image)

Below the display, you do get a set of tactile navigation controls that consists of Talk and End/Power buttons, a Menu key, and a clear button. Unlike other BlackBerry models, there is no trackball navigator and we have to admit that we missed it. It may be that we're just used to having the trackball, and often we found our thumb automatically looking for the control while trying to scroll through pages and menus. However, even beyond that, we think it wouldn't hurt to have a trackball navigator since it allows for easier one-handed operation. Also, you wouldn't always have to rely on the touch screen and it would be useful for certain operations like for selecting links on a Web page.

On the left side, there's a user-programmable shortcut key and a micro USB port, while the right spine has a 3.5mm headphone jack, a volume rocker, and another customizable button, which is set as the camera activation/capture key by default. The camera lens and flash are located on the backside, and behind the battery cover, you'll find the microSD/SDHC card holder and SIM card slot. Finally, though not readily apparent, there is a device lock and mute button on the top edge of the Storm.
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You get some standard controls below the display, but we missed having the trackball navigator.
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Below the display, you do get a set of tactile navigation controls that consists of Talk and End/Power buttons, a Menu key, and a clear button. Unlike other BlackBerry models, there is no trackball navigator and we have to admit that we missed it. It may be that we're just used to having the trackball, and often we found our thumb automatically looking for the control while trying to scroll through pages and menus. However, even beyond that, we think it wouldn't hurt to have a trackball navigator since it allows for easier one-handed operation. Also, you wouldn't always have to rely on the touch screen and it would be useful for certain operations like for selecting links on a Web page.

On the left side, there's a user-programmable shortcut key and a micro USB port, while the right spine has a 3.5mm headphone jack, a volume rocker, and another customizable button, which is set as the camera activation/capture key by default. The camera lens and flash are located on the backside, and behind the battery cover, you'll find the microSD/SDHC card holder and SIM card slot. Finally, though not readily apparent, there is a device lock and mute button on the top edge of the Storm.
Verizon Wireless packages the RIM BlackBerry Storm with healthy set of accessories, including a travel charger with various adapters, a USB cable, an 8GB microSD card, a SIM card, a wired headset, a software CD, and reference material. For more add-ons, please check our cell phone accessories, ringtones, and help page.

Features
While the RIM BlackBerry Storm might be the first touch screen for Research in Motion, the company wanted to make sure the smartphone offered the same feel and functionality of previous and current BlackBerrys. The Storm runs the latest BlackBerry OS 4.7, bringing an updated user interface much like the BlackBerry Bold and the BlackBerry Pearl Flip. You now get DataViz Documents To Go Standard Edition, so you can now edit Word, Excel, and PowerPoint files as well. If you want the capability to create new documents, you will have to upgrade to the Premium Edition. We had no problems opening and working on Word and Excel documents, but we can’t imagine doing more than minor edits on the Bold or any other smartphone for that matter. Other PIM applications include a Calendar, a task list, a memo pad, a voice recorder, a calculator, a password keeper, and more.
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<td>Yes</td>
<td></td>
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**Fig. 68E**

Editors' note: We have updated the review since its original publish date to include changes to performance after installing the official firmware update for the BlackBerry Storm released by Verizon Wireless on December 5, 2008. The RIM BlackBerry Storm brewed up a lot of hype and excitement as the first touch-screen BlackBerry. The touch capabilities were news enough alone but add to that Research in Motion's SurePress functionality (the technology that makes the screen clickable), an impressive feature list, and the competitive $199.99 pricing, and there were a lot of expectations for the BlackBerry Storm to succeed. However, when the Storm finally blew into town, it was a definite letdown because of the phone's sluggish performance and bugginess. Verizon Wireless has since released a firmware update that improves some of the issues but not completely. The Storm is a faster, better device after the update, including the responsiveness of the accelerometer, and improved battery life. However, the phone still has various bugs and just doesn't feel quite like a final product. There may be subsequent updates that resolve all the problems, but we would have preferred RIM and Verizon waited a while longer to make sure the BlackBerry Storm was stable and solid before releasing the device, even if it meant missing the holiday rush.

Design

In terms of form factor, the RIM BlackBerry Storm doesn't stray far from the other full touch-screen smartphones on the market today, including the Samsung Omnia and Apple iPhone. Sporting a black casing with silver accents, the handset is a bit blocky and heavy at 4.4 inches tall by 2.4 inches wide by 0.5 inch deep and weighs 5.6 ounces, so it feels a bit wide when you hold it in your hand and it'll make for a tight fit in a pants pocket. That said, the Storm is a well-constructed smartphone. It has a nice, solid feel and the edges have a soft-touch finish to provide a better grip. The RIM BlackBerry Storm is a bit shorter and heavier than the Apple iPhone. While the Storm's design might not be the most inspiring, the smartphone's display is another story. Obviously, the fact that the Storm is the first touch-screen BlackBerry is news enough, but its 3.25-inch VGA glass display also demands attention for its sharpness and brightness, showing 65,000 colors at a crisp 480x360-pixel resolution. We weren't as impressed with the Storm's screen as the BlackBerry Bold, but it's still beautiful. You can also adjust the backlighting, font size, and type. The Storm is also equipped with an accelerometer, so the screen orientation will switch from portrait to landscape mode when you rotate the phone from a vertical position to a horizontal one, left or right. Moving onto the touch-screen capabilities, the BlackBerry Storm uses SurePress, so that when you select an application or enter text, you actually push the screen down like you would any other tactile button. You can see a bit of a gap at the top and bottom of the screen, which but makes the phone. In terms of text entry, the BlackBerry Storm features a SureType keyboard when the smartphone is in portrait mode and then switches to a full QWERTY keyboard in landscape mode (See Performance section for more information). When using the keyboard or selecting applications, you do a simple finger touch over the item until it's highlighted and then you press down on the screen to register the action. The Storm's SurePress touch screen and onscreen keyboard takes some acclimation. In addition to the SurePress technology, you can also use a number of finger taps or swipes to perform certain actions. For example, you can tap on the screen twice to zoom in on a Web page or map, or do quick finger swipes to scroll though a page. Also, to copy/paste text, you just touch the screen at the start of the text and then with a second finger, touch the end of the block of text you want to copy.
You can adjust the tap interval, hover point, and swipe sensitivity in the Options > Screen/Keyboard menu. While the SurePress technology is cool, it definitely takes some acclimation. It's not a natural feeling to physically push down on the screen, and we often found ourselves forgetting to actually press down; instead just tapping or double tapping on the letter button or link. You do get used to it after a while though, but as far as e-mail creation or text messages, we missed having a tactile keyboard. We couldn't comfortably type long messages as fast as we wanted and when we tried, the message was riddled with errors. The keyboard buttons are just a bit too small and cramped. If I had problems with my small hands, I can only imagine it would be worse for users with larger thumbs. You get some standard controls below the display, but we missed having the trackball navigator. Below the display, you do get a set of tactile navigation controls that consists of Talk and End/Power buttons, a Menu key, and a clear button. Unlike other BlackBerry models, there is no trackball navigator and we have to admit that we missed it. It may be that we're just used to having the trackball, and often we found our thumb automatically looking for the control while trying to scroll through pages and menus. However, even beyond that, we think it wouldn't hurt to have a trackball navigator since it allows for easier one-handed operation. Also, you wouldn't always have to rely on the touch screen and it would be useful for certain operations like for selecting links on a Web page. On the left side, there's a user-programmable shortcut key and a micro USB port, while the right spine has a 3.5mm headphone jack, a volume rocker, and another customizable button, which is set as the camera activation/capture key by default. The camera lens and flash are located on the backside, and behind the battery cover, you'll find the microSD/SDHC card holder and SIM card slot. Finally, though not readily apparent, there is a device lock and mute button on the top edge of the Storm. Behind the battery cover, you'll find the Storm's SIM card and microSD expansion slot. Verizon Wireless packages the RIM BlackBerry Storm with healthy set of accessories, including a travel charger with various adapters, a USB cable, an 8GB microSD card, a SIM card, a wired headset, a software CD, and reference material. For more add-ons, please check out cell phone accessories, ringtones, and help page.

Features While the RIM BlackBerry Storm might be the first touch screen for Research in Motion, the company wanted to make sure the smartphone offered the same feel and functionality of previous and current BlackBerrys. The Storm runs the latest BlackBerry OS 4.7, bringing an updated user interface much like the BlackBerry Bold and the BlackBerry Pearl Flip. You now get DataViz Documents To Go Standard Edition, so you can now edit Word, Excel, and PowerPoint files as well. If you want the capability to create new documents, you will have to upgrade to the Premium Edition. We had no problems opening and working on Word and Excel documents, but we can't imagine doing more than minor edits on the Bold or any other smartphone for that matter. Other PIM applications include a Calendar, a task list, a memo pad, a voice recorder, a calculator, a password keeper, and more.

Fig. 69B
<table>
<thead>
<tr>
<th>Name</th>
<th>Topics</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computers / Systems / Handhelds / Smartphones / BlackBerry</td>
<td></td>
<td>0.2323</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds / Smartphones</td>
<td></td>
<td>0.0673</td>
</tr>
<tr>
<td>Home / Consumer Information / Computers and Internet / Hardware / Handhelds</td>
<td></td>
<td>0.0435</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds / Palm OS / Accessories</td>
<td></td>
<td>0.0360</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds / Smartphones / iPhone / News and Media</td>
<td></td>
<td>0.0244</td>
</tr>
<tr>
<td>Shopping / Consumer Electronics / Communications / Wireless / Accessories</td>
<td></td>
<td>0.0225</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds / Palm OS / News and Media</td>
<td></td>
<td>0.0208</td>
</tr>
<tr>
<td>Home / Consumer Information / Electronics / Communications / Mobile</td>
<td></td>
<td>0.0202</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds / Smartphones / iPhone</td>
<td></td>
<td>0.0177</td>
</tr>
<tr>
<td>Home / Consumer Information / Electronics / Communications</td>
<td></td>
<td>0.0148</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds / Palm OS / Devices</td>
<td></td>
<td>0.0141</td>
</tr>
<tr>
<td>Computers / Mobile Computing / News and Media</td>
<td></td>
<td>0.0138</td>
</tr>
<tr>
<td>Computers / Mobile Computing / Wireless Data / Resources</td>
<td></td>
<td>0.0117</td>
</tr>
<tr>
<td>Business / Telecommunications / Services / Wireless / News and Media</td>
<td></td>
<td>0.0111</td>
</tr>
<tr>
<td>Computers / Mobile Computing / Wireless Data / WAP / Companies and Organizations</td>
<td></td>
<td>0.0089</td>
</tr>
<tr>
<td>Home / Consumer Information / Computers and Internet / Hardware</td>
<td></td>
<td>0.0076</td>
</tr>
<tr>
<td>Reference / Libraries / Library and Information Science / Weblogs / Collaborative Weblogs</td>
<td></td>
<td>0.0068</td>
</tr>
<tr>
<td>Business / Telecommunications / Services / Wireless / Phone Rental</td>
<td></td>
<td>0.0066</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds</td>
<td></td>
<td>0.0063</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds / Windows CE / Pocket PC</td>
<td></td>
<td>0.0062</td>
</tr>
<tr>
<td>Business / Information Technology / News and Media / Columnists</td>
<td></td>
<td>0.0050</td>
</tr>
<tr>
<td>Computers / Mobile Computing / Symbian / EPOC</td>
<td></td>
<td>0.0048</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds / Windows CE</td>
<td></td>
<td>0.0045</td>
</tr>
<tr>
<td>Computers / Systems / Handhelds / Palm OS</td>
<td></td>
<td>0.0038</td>
</tr>
<tr>
<td>Business / Information Technology / News and Media</td>
<td></td>
<td>0.0035</td>
</tr>
<tr>
<td>Home / Consumer Information / Electronics</td>
<td></td>
<td>0.0034</td>
</tr>
<tr>
<td>Computers / Mobile Computing / Symbian</td>
<td></td>
<td>0.0029</td>
</tr>
<tr>
<td>Business / Consumer Goods and Services / Electronics / Wholesale and Distribution</td>
<td></td>
<td>0.0025</td>
</tr>
<tr>
<td>Regional / Europe / United Kingdom / Business and Economy / Shopping / Consumer Electronics / Communications / Wireless</td>
<td></td>
<td>0.0024</td>
</tr>
<tr>
<td>Shopping / Consumer Electronics / Communications / Wireless</td>
<td></td>
<td>0.0022</td>
</tr>
<tr>
<td>Computers / Software / Directories</td>
<td></td>
<td>0.0021</td>
</tr>
<tr>
<td>Computers / Systems</td>
<td></td>
<td>0.0021</td>
</tr>
<tr>
<td>Shopping / Consumer Electronics / Communications / Wireless / CellularPhones</td>
<td></td>
<td>0.0020</td>
</tr>
<tr>
<td>Shopping / Consumer Electronics / Communications</td>
<td></td>
<td>0.0020</td>
</tr>
<tr>
<td>Regional / Europe / United Kingdom / Business and Economy / Shopping / Consumer Electronics / Communications</td>
<td></td>
<td>0.0019</td>
</tr>
<tr>
<td>Computers / Mobile Computing / Wireless Data / WAP</td>
<td></td>
<td>0.0018</td>
</tr>
<tr>
<td>Computers / FAQs, Help, and Tutorials</td>
<td></td>
<td>0.0017</td>
</tr>
<tr>
<td>Home / Consumer Information / Computers and Internet</td>
<td></td>
<td>0.0016</td>
</tr>
<tr>
<td>Name</td>
<td>Score</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>--------</td>
<td></td>
</tr>
<tr>
<td>Business / Telecommunications / Services / Wireless</td>
<td>0.0013</td>
<td></td>
</tr>
<tr>
<td>Computers / Mobile Computing</td>
<td>0.0011</td>
<td></td>
</tr>
<tr>
<td>Shopping / Consumer Electronics / Communications / Wireless / Cellular Phones / Accessories</td>
<td>0.0011</td>
<td></td>
</tr>
<tr>
<td>Shopping / Consumer Electronics</td>
<td>0.0010</td>
<td></td>
</tr>
<tr>
<td>Shopping / Consumer Electronics / Accessories / Batteries</td>
<td>0.0010</td>
<td></td>
</tr>
<tr>
<td>Computers / Mobile Computing / Wireless Data</td>
<td>0.0007</td>
<td></td>
</tr>
<tr>
<td>Shopping / Consumer Electronics / Accessories</td>
<td>0.0007</td>
<td></td>
</tr>
<tr>
<td>Reference / Libraries / Library and Information Science / Weblogs</td>
<td>0.0007</td>
<td></td>
</tr>
<tr>
<td>Regional / Europe / United Kingdom / Business and Economy / Shopping / Consumer Electronics</td>
<td>0.0006</td>
<td></td>
</tr>
<tr>
<td>Home / Consumer Information</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td>Business / Telecommunications / Services</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td>Business / Information Technology</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td>Reference / Libraries / Library and Information Science</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>Business / Consumer Goods and Services / Electronics</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>Business / Telecommunications</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>Computers</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>Reference / Libraries</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Shopping</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Regional / Europe / United Kingdom / Business and Economy / Shopping</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Business / Consumer Goods and Services</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Regional / Europe / United Kingdom / Business and Economy</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Computers / Software</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Business</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Regional / Europe / United Kingdom</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Regional / Europe</td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Regional</td>
<td>0.0000</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 69D
<table>
<thead>
<tr>
<th>Words</th>
<th>Phrases</th>
<th>PNP</th>
<th>Freq</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RIM BlackBerry Storm (BlackBerry Storm, Storm)</td>
<td></td>
<td>true</td>
<td>8</td>
<td>0.8999</td>
</tr>
<tr>
<td>trackball navigator</td>
<td></td>
<td>false</td>
<td>3</td>
<td>0.7364</td>
</tr>
<tr>
<td>other BlackBerry models</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.5158</td>
</tr>
<tr>
<td>camera lens and flash</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.4794</td>
</tr>
<tr>
<td>SureType keyboard</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.4414</td>
</tr>
<tr>
<td>SIM card slot</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.3711</td>
</tr>
<tr>
<td>BlackBerry Bold (Bold)</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.3131</td>
</tr>
<tr>
<td>BlackBerry Storm (RIM BlackBerry Storm, Storm)</td>
<td></td>
<td>true</td>
<td>5</td>
<td>0.2825</td>
</tr>
<tr>
<td>various adapters</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.2614</td>
</tr>
<tr>
<td>Samsung Omnia</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.2611</td>
</tr>
<tr>
<td>wired headset</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.2191</td>
</tr>
<tr>
<td>travel charger</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.2182</td>
</tr>
<tr>
<td>full QWERTY keyboard</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.2161</td>
</tr>
<tr>
<td>acclimation</td>
<td></td>
<td>false</td>
<td>2</td>
<td>0.2158</td>
</tr>
<tr>
<td>double tapping</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.2088</td>
</tr>
<tr>
<td>battery cover</td>
<td></td>
<td>false</td>
<td>2</td>
<td>0.1876</td>
</tr>
<tr>
<td>backlighting</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1834</td>
</tr>
<tr>
<td>Research in Motion</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.1830</td>
</tr>
<tr>
<td>device lock</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1730</td>
</tr>
<tr>
<td>Menu key</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.1645</td>
</tr>
<tr>
<td>customizable button</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1564</td>
</tr>
<tr>
<td>accelerometer</td>
<td></td>
<td>false</td>
<td>2</td>
<td>0.1519</td>
</tr>
<tr>
<td>Verizon Wireless</td>
<td></td>
<td>true</td>
<td>3</td>
<td>0.1510</td>
</tr>
<tr>
<td>trackball</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1392</td>
</tr>
<tr>
<td>form factor</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1300</td>
</tr>
<tr>
<td>8GB microSD card</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1262</td>
</tr>
<tr>
<td>DataViz Documents</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.1181</td>
</tr>
<tr>
<td>impressive feature list</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1176</td>
</tr>
<tr>
<td>right spine</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1172</td>
</tr>
<tr>
<td>mute button</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1130</td>
</tr>
<tr>
<td>SIM card</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.1064</td>
</tr>
<tr>
<td>clear button</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.1044</td>
</tr>
<tr>
<td>voice recorder</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.0962</td>
</tr>
<tr>
<td>micro USB port</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.0936</td>
</tr>
<tr>
<td>Apple iPhone</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.0926</td>
</tr>
<tr>
<td>touch screen</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.0874</td>
</tr>
<tr>
<td>volume rocker</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.0829</td>
</tr>
<tr>
<td>screen orientation</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.0810</td>
</tr>
<tr>
<td>Verizon</td>
<td></td>
<td>true</td>
<td>1</td>
<td>0.0769</td>
</tr>
<tr>
<td>small hands</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.0757</td>
</tr>
<tr>
<td>better device</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.0740</td>
</tr>
<tr>
<td>portrait mode</td>
<td></td>
<td>false</td>
<td>1</td>
<td>0.0737</td>
</tr>
</tbody>
</table>

Fig. 69E
<table>
<thead>
<tr>
<th>Words</th>
<th>PNP</th>
<th>Freq</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.4</td>
<td>true</td>
<td>1</td>
<td>0.0724</td>
</tr>
<tr>
<td>task list</td>
<td>false</td>
<td>1</td>
<td>0.0717</td>
</tr>
<tr>
<td>USB cable</td>
<td>true</td>
<td>1</td>
<td>0.0703</td>
</tr>
<tr>
<td>handset</td>
<td>false</td>
<td>1</td>
<td>0.0700</td>
</tr>
<tr>
<td>smartphone</td>
<td>false</td>
<td>1</td>
<td>0.0698</td>
</tr>
<tr>
<td>long messages</td>
<td>false</td>
<td>1</td>
<td>0.0698</td>
</tr>
<tr>
<td>battery life</td>
<td>false</td>
<td>1</td>
<td>0.0671</td>
</tr>
<tr>
<td>landscape mode</td>
<td>false</td>
<td>2</td>
<td>0.0671</td>
</tr>
<tr>
<td>ringtones</td>
<td>false</td>
<td>1</td>
<td>0.0653</td>
</tr>
<tr>
<td>responsiveness</td>
<td>false</td>
<td>1</td>
<td>0.0546</td>
</tr>
<tr>
<td>vertical position</td>
<td>false</td>
<td>1</td>
<td>0.0532</td>
</tr>
<tr>
<td>better grip</td>
<td>false</td>
<td>1</td>
<td>0.0531</td>
</tr>
<tr>
<td>top edge</td>
<td>false</td>
<td>1</td>
<td>0.0495</td>
</tr>
<tr>
<td>pants pocket</td>
<td>false</td>
<td>1</td>
<td>0.0492</td>
</tr>
<tr>
<td>market today</td>
<td>false</td>
<td>1</td>
<td>0.0481</td>
</tr>
<tr>
<td>firmware update</td>
<td>false</td>
<td>1</td>
<td>0.0468</td>
</tr>
<tr>
<td>memo pad</td>
<td>false</td>
<td>1</td>
<td>0.0467</td>
</tr>
<tr>
<td>Word and Excel documents</td>
<td>true</td>
<td>1</td>
<td>0.0400</td>
</tr>
<tr>
<td>official firmware update</td>
<td>false</td>
<td>1</td>
<td>0.0308</td>
</tr>
<tr>
<td>top and bottom</td>
<td>false</td>
<td>1</td>
<td>0.0265</td>
</tr>
<tr>
<td>final product</td>
<td>false</td>
<td>1</td>
<td>0.0245</td>
</tr>
<tr>
<td>cell phone accessories</td>
<td>false</td>
<td>1</td>
<td>0.0164</td>
</tr>
<tr>
<td>Standard Edition</td>
<td>true</td>
<td>1</td>
<td>0.0156</td>
</tr>
<tr>
<td>password keeper</td>
<td>false</td>
<td>1</td>
<td>0.0124</td>
</tr>
<tr>
<td>backside</td>
<td>false</td>
<td>1</td>
<td>0.0109</td>
</tr>
<tr>
<td>tight fit</td>
<td>false</td>
<td>1</td>
<td>0.0087</td>
</tr>
<tr>
<td>software CD</td>
<td>false</td>
<td>1</td>
<td>0.0080</td>
</tr>
<tr>
<td>certain actions</td>
<td>false</td>
<td>1</td>
<td>0.0065</td>
</tr>
<tr>
<td>Premium Edition</td>
<td>true</td>
<td>1</td>
<td>0.0036</td>
</tr>
<tr>
<td>reference material</td>
<td>false</td>
<td>1</td>
<td>0.0028</td>
</tr>
<tr>
<td>keyboard buttons</td>
<td>false</td>
<td>1</td>
<td>0.0015</td>
</tr>
<tr>
<td>certain operations</td>
<td>false</td>
<td>1</td>
<td>0.0010</td>
</tr>
<tr>
<td>silver accents</td>
<td>false</td>
<td>1</td>
<td>0.0006</td>
</tr>
<tr>
<td>help page</td>
<td>false</td>
<td>1</td>
<td>0.0006</td>
</tr>
<tr>
<td>black casing</td>
<td>false</td>
<td>1</td>
<td>0.0006</td>
</tr>
<tr>
<td>standard controls</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>Editors' note</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>hype and excitement</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>touch capabilities</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>screen clickable</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>but not completely</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>various bugs</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>Words</td>
<td>PNP</td>
<td>Freq</td>
<td>Score</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----</td>
<td>------</td>
<td>--------</td>
</tr>
<tr>
<td>subsequent updates</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>holiday rush</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>soft-touch finish</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>most inspiring</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>sharpness and brightness</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>touch-screen capabilities</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>second finger</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>natural feeling</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>updated user interface</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>minor edits</td>
<td>false</td>
<td>1</td>
<td>0.0000</td>
</tr>
<tr>
<td>edges</td>
<td>false</td>
<td>1</td>
<td>-0.0125</td>
</tr>
<tr>
<td>Storm (BlackBerry Storm, RIM BlackBerry Storm)</td>
<td>true</td>
<td>7</td>
<td>-0.0179</td>
</tr>
<tr>
<td>gap</td>
<td>false</td>
<td>1</td>
<td>-0.0206</td>
</tr>
<tr>
<td>Web page</td>
<td>true</td>
<td>1</td>
<td>-0.0240</td>
</tr>
<tr>
<td>zoom</td>
<td>false</td>
<td>1</td>
<td>-0.0240</td>
</tr>
<tr>
<td>default</td>
<td>false</td>
<td>1</td>
<td>-0.0251</td>
</tr>
<tr>
<td>portrait</td>
<td>false</td>
<td>1</td>
<td>-0.0273</td>
</tr>
<tr>
<td>font size</td>
<td>false</td>
<td>1</td>
<td>-0.0282</td>
</tr>
<tr>
<td>left side</td>
<td>false</td>
<td>1</td>
<td>-0.0287</td>
</tr>
<tr>
<td>thumb</td>
<td>false</td>
<td>1</td>
<td>-0.0293</td>
</tr>
<tr>
<td>accessories</td>
<td>false</td>
<td>1</td>
<td>-0.0296</td>
</tr>
<tr>
<td>faster</td>
<td>false</td>
<td>1</td>
<td>-0.0304</td>
</tr>
<tr>
<td>upgrade</td>
<td>false</td>
<td>1</td>
<td>-0.0306</td>
</tr>
<tr>
<td>Excel</td>
<td>true</td>
<td>2</td>
<td>-0.0319</td>
</tr>
<tr>
<td>Calendar</td>
<td>true</td>
<td>1</td>
<td>-0.0321</td>
</tr>
<tr>
<td>capability</td>
<td>false</td>
<td>1</td>
<td>-0.0340</td>
</tr>
<tr>
<td>expectations</td>
<td>false</td>
<td>1</td>
<td>-0.0360</td>
</tr>
<tr>
<td>calculator</td>
<td>false</td>
<td>1</td>
<td>-0.0374</td>
</tr>
<tr>
<td>RIM</td>
<td>true</td>
<td>1</td>
<td>-0.0522</td>
</tr>
<tr>
<td>Bold (BlackBerry Bold)</td>
<td>true</td>
<td>1</td>
<td>-0.0559</td>
</tr>
</tbody>
</table>

Page Sentiment: GOOD (0.8829).
Research in Motion has finally announced details about its long-rumored iPhone competitor, an almost-all-touch-interface phone handset with a twist: The screen itself is a big hardware button. The ability to mechanically click the entire screen (RIM calls the feature Click-Through technology) is the centerpiece of the BlackBerry Storm’s touch interface. As with the iPhone, you can scroll and select by dragging and tapping with your fingertip. But to initiate action, instead of double-tapping, you confirm a selection by physically depressing or clicking the screen. Four hardware buttons at the bottom offer additional—and traditional—BlackBerry and phone navigation aids: Red and green phone buttons for accessing phone features and ending calls, a button with the BlackBerry icon for accessing menus, and a return button. Due for the Holidays, the Storm should be available from Verizon Wireless in time for the holidays, RIM and Verizon officials said during a press tour earlier this week. But they did not specify an exact shipping date or price. The device will support Verizon’s EVDO Rev. A network (where available) in the United States, but it will also be able to roam internationally on high-speed GSD networks (in Europe, on Verizon stakeholder Vodafone’s network). The Storm also supports both assisted and standard GPS (assisted GPS works with the cellular network to speed up location fixes) and Bluetooth. (However, unlike the iPhone, it does not support Wi-Fi.) While the Storm dispenses with RIM’s signature QWERTY hardware keyboard in favor of a capacitive touch-screen interface, it’s clearly no iPhone clone. RIM’s device is both shorter (4.4 inches versus the iPhone’s 4.5 inches) and thicker (0.55 inch versus the iPhone’s 0.48 inches) than Apple’s; the touch screen is also somewhat smaller (the iPhone’s is 3.5 inches, while the Storm’s is 3.25 inches). Nevertheless, the display’s 361-by-480 resolution looks pretty sharp at that size. Also making a good first impression is the 3.2 megapixel camera with autofocus, 2x digital zoom, and video-capture support. The Storm weighs nearly 5.5 ounces (versus the iPhone’s 4.7 ounces), perhaps because it carries radios for both major cellular networks (Verizon’s CDMA/EVDO and the GSM/EDGE/UMTS/HSDPA technology for Vodafone in Europe and elsewhere). Verizon officials say it supports even more countries than the carrier’s last world BlackBerry, the BlackBerry 8830, because this model has quad-band EDGE (versus the 8830’s two-band). Note, however, that the Storm supports only the fastest GSM...
<table>
<thead>
<tr>
<th>Topics</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computers/Systems/Handhelds/Smartphones/BlackBerry</td>
<td>0.1050</td>
</tr>
<tr>
<td>Home/Consumer Information/Computers and Internet/Hardware/Handhelds</td>
<td>0.0563</td>
</tr>
<tr>
<td>Computers/Systems/Handhelds/Smartphones/Smartphones</td>
<td>0.0439</td>
</tr>
<tr>
<td>Computers/Systems/Handhelds/Palm OS/News and Media</td>
<td>0.0281</td>
</tr>
<tr>
<td>Computers/Systems/Handhelds/Smartphones/News and Media</td>
<td>0.0240</td>
</tr>
<tr>
<td>Home/Consumer Information/Electronics/Communications/Mobile</td>
<td>0.0231</td>
</tr>
<tr>
<td>Business/Telecommunications/Services/Wireless/News and Media</td>
<td>0.0214</td>
</tr>
<tr>
<td>Computers-Mobile Computing/Wireless Data/3G</td>
<td>0.0190</td>
</tr>
</tbody>
</table>
**Fig. 73**

<table>
<thead>
<tr>
<th>Phrase</th>
<th>Total Related Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>accelerometer</td>
<td>0.41</td>
</tr>
<tr>
<td>cellular network</td>
<td>0.40</td>
</tr>
<tr>
<td>BlackBerry devices</td>
<td>0.40</td>
</tr>
<tr>
<td>BlackBerry Enterprise Server</td>
<td>0.40</td>
</tr>
<tr>
<td>internal storage</td>
<td>0.36</td>
</tr>
<tr>
<td>autofocus</td>
<td>0.33</td>
</tr>
<tr>
<td>portrait mode</td>
<td>0.31</td>
</tr>
<tr>
<td>QWERTY</td>
<td>0.31</td>
</tr>
<tr>
<td>digital zoom</td>
<td>0.30</td>
</tr>
<tr>
<td>landscape orientation</td>
<td>0.29</td>
</tr>
</tbody>
</table>

**Fig. 74**

**Phrase terms:** BlackBerry Enterprise Server

<table>
<thead>
<tr>
<th>Topics</th>
<th>Name</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computers/Systems</td>
<td></td>
<td>0.4565</td>
</tr>
<tr>
<td>Computers/Systems/Handhelds</td>
<td></td>
<td>0.4595</td>
</tr>
<tr>
<td>Computers/Software</td>
<td></td>
<td>0.4758</td>
</tr>
<tr>
<td>Computers/Systems/Handhelds/Smartphones</td>
<td></td>
<td>0.4588</td>
</tr>
<tr>
<td>Shopping/Consumer Electronics</td>
<td></td>
<td>0.4481</td>
</tr>
<tr>
<td>Shopping/Consumer Electronics/Communications</td>
<td></td>
<td>0.4533</td>
</tr>
<tr>
<td>Shopping/Consumer Electronics/Communications/Wireless</td>
<td></td>
<td>0.4710</td>
</tr>
<tr>
<td>Computers/Mobile Computing</td>
<td></td>
<td>0.4082</td>
</tr>
<tr>
<td>Category</td>
<td>Score</td>
<td></td>
</tr>
<tr>
<td>-------------------------------------------------------------------------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>Computers/Systems/Handhelds/Smartphones/BlackBerry</td>
<td>0.95435834</td>
<td></td>
</tr>
<tr>
<td>Computers/Systems/Handhelds/Smartphones</td>
<td>0.92102504</td>
<td></td>
</tr>
<tr>
<td>Home/Consumer Information/Computers and Internet/Hardware/Handhelds</td>
<td>0.500765</td>
<td></td>
</tr>
<tr>
<td>Total Related</td>
<td>0.73209774</td>
<td></td>
</tr>
<tr>
<td>Advertiser quality</td>
<td>0.6660451</td>
<td></td>
</tr>
<tr>
<td>Total Quality</td>
<td>0.72796947</td>
<td></td>
</tr>
</tbody>
</table>

**Free Alltel Cell Phones**

<table>
<thead>
<tr>
<th>Category</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computers/Systems/Handhelds/Smartphones/BlackBerry</td>
<td>0.0270932</td>
</tr>
<tr>
<td>Home/Consumer Information/Electronics/Communications/Mobile</td>
<td>0.0101204</td>
</tr>
<tr>
<td>Business/Telecommunications/Services/Wireless/News and Media</td>
<td>0.0195947</td>
</tr>
<tr>
<td>Total Related</td>
<td>0.6618206</td>
</tr>
<tr>
<td>Advertiser quality</td>
<td>0.5307429</td>
</tr>
<tr>
<td>Total Quality</td>
<td>0.65362823</td>
</tr>
</tbody>
</table>
At its recent TechDay 2007 seminar in Germany, Audi talked up a new system under development that’ll help curb fuel consumption.
Indigo plant may treat chronic skin disease

HONG KONG (Reuters) – Indigo naturalis, a dark blue plant used in traditional Chinese medicine, appears to be effective in treating psoriasis, a study in Taiwan has found.

Psoriasis is a chronic skin disease for which no cure is known, though some therapies bring about a remission. It causes red, scaly patches or plaques, which take on a silvery-white appearance and often occur on the arms, elbows, knees and legs.

A study of the findings of a clinical trial involving 42 patients who had had the condition for at least two years was published in the latest issue of Archives of Dermatology.

The researchers found that indigo naturalis in the form of an ointment was safe and effective in treating psoriasis.

"Current steroid-based medication may cause side effects like thinning of the skin, but this (indigo naturalis) has much less side effects," lead researcher Yin-Ku Lin of Chang Gung Memorial Hospital and Chang Gung University in Taoyuan, Taiwan told Reuters by telephone.

Phrase 'Indigo naturalis' - is classified with the topics of context.
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