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Abstract
For processing data relating to the performance of an apparatus, the data is analyzed using a Kalman Filter. After a first pass of data through the filter, the results are refined by discarding at least one less significant component performance change and/or sensor bias. The Kalman Filter is then re-run using the modified data. As further runs of the Kalman Filter are performed, as required, the input of each successive run is refined by discarding from the preceding run at least one further component performance change and/or sensor bias. For each run, an objective function is evaluated for the amount of unexplained measurement change and/or the amount of component performance change and sensor bias. The run whose results show an acceptable value for the objective function is selected as the best solution. In this way, the tendency of the Kalman Filter to distribute the cause of any sensed performance change over all the possible sources of that change is avoided. The sets of measurement data are then analyzed to determine levels and/or trends in component performance and sensor bias.
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SYNTHESIS EXCHANGE RATES
DATA PROCESSING SYSTEM USING A KALMAN FILTERING

This is a continuation of application Ser. No. 07/481,721, filed on Feb. 16, 1990, which was abandoned upon the filing hereof which is a continuation of Ser. No. 07/247,857, filed Sept. 22, 1988 now abandoned.

BACKGROUND OF THE INVENTION

The invention relates to a method and system for processing data relating to the performance of apparatus having a number of distinct components in order to estimate both changes in performance in the performance of the individual components making up the apparatus and biases or systematic errors in a measurement system being used being used to determine the performance of the apparatus and its components. Although it has particular relevance to analyzing the performance of gas turbines, the present invention has more general applications to a wide variety of apparatus including machines, particularly prime movers and other rotary machines, plants and such as chemical process plants, generating and distribution plants, etc.

Monitoring the performance of such machines and plants can yield important data on maintenance requirements to achieve safe, economical and reliable operation. It is particularly important in such circumstances to determine both which components of the machine or plant being monitored have deviated from their required performance specifications and which measurements being used for monitoring have developed systematic errors, in order to refurbish or replace only those components which have deteriorated and refurbish, replace or recalibrate faulty measuring equipment, because of the presence of systematic errors, is producing spurious indications.

It is important to note that the overall performance of any apparatus made up of a number of components is completely determined by the performance of such components. For example, in a gas turbine, overall performance measurements such as fuel consumption, speed, exhaust temperature, etc. are determined by component performance parameters such as efficiency, flow capacity, etc. Generally, changes in one or more component performance parameters will cause changes in one of more overall performance measurements, and it is only possible to alter overall performance measurements by altering one or more component performance parameters. Thus, it is only possible to improve the fuel consumption of a gas turbine by altering the efficiency end/or flow capacity of one or more of its components. Naturally, some apparent changes in overall performance may be caused, not by component performance changes, but by biases in the measurements used to determine the overall performance. The problem exists, therefore, to be able to assess, from an analysis of changes in performance measurements, both the component preformance parameters that have changed and biases in the measurements.

To assist the engineer in this task, recent years have seen the introduction of computer-based performance data analysis systems, particularly in the field of gas turbines. From the preceding comments it can be appreciated that any analysis has to be performed using a number of known data items (i.e. performance measurements) which are generally less than the number of unknown data items (i.e. component performance parameter changes and sensor biases). There is therefore no single true solution set of component performance parameter changes and sensor biases to be derived from a particular set of performance measurement data, and techniques are required that derive the most likely solution. In particular, so-called Optimal Estimation or Kalman Filtering computation techniques have been used to analyse gas turbine performance data (see, for example, “Gas Path Analysis applied to Turbine Engine Condition Monitoring”, L. A. Urban, AIAA 72-1082 (1973) and “Gas Path Analysis: An Approach to Engine Diagnostics”, D. A. J. Volponi, 35th Mechanical Failure Prevention Group (1982)). The basic theory behind Kalman Filtering is also well known (see, for example, “Digital and Kalman Filtering”, S. M. Bozic, Pub E Arnold (1984); “Applied Optimal Estimation”, A Gelb (ed), Pub MIT Press (1974); “Applied Optimal Control”, A. E. Bryson and Y. C. Ho, Pub Halstead Press (1975); “System Identification”, P. Eykhoff, Pub Wiley (1974)).

The Kalman Filter is an algorithm for producing, from given data, the most likely solution, based on the method of least squares. Stated in its simplest form it may be seen as a weighting matrix (sometimes termed the Kalman Gain Matrix) which inter-relates a priori information (specifically a covariance matrix of component changes and sensor biases, a measurement repeatability covariance matrix and a System Matrix, i.e. a matrix giving the relationships between observed measurement changes and component changes and sensor biases) to enable the most likely set of component changes and sensor biases to be from the observed performance measurement changes.

The Kalman Filter algorithm is thus given a set of observed performance measurement changes. Each of these changes represents the change in value of a parameter from a datum level (at which there are no component changes or sensor biases to be taken into account) to an operational level (which has been affected by such changes and biases). The algorithm calculates which set of component performance changes and sensor biases is most likely to have caused the given set of observed performance measurement changes, using information described in the preceding paragraph.

An inherent shortcoming of the Kalman Filter is that, because it operates on the basis of least squares, it tends to allocate a value to all possible component changes and sensor biases, even if the observed performance measurement changes input to the filter are due to only a small sub-set of the possible component changes and sensor biases. Thus, the effects of any genuine component performance changes and/or sensor biases tend to be "smearred" over all possible component changes and sensor biases, leading the an under-estimation of actual component changes and/or sensor biases which may have occurred in any particular situation.

In the extensive literature describing the use of the Kalman Filter for the analysis of apparatus (particularly gas turbines), this problem is either ignored or addressed in one of four different ways. First the problem may be alleviated, but not eliminated, by adjusting the a priori matrices used to calculate the Kalman Gain Matrix. Second, additional algorithms which assume the presence of a single component change or sensor bias are run after after the Kalman Filter. These algorithms are activated if the results from the Kalman Filter exceed certain thresholds. Third, searches are made for...
sensor biases using separate algorithms run before and/or after the Kalman Filters. Fourth, "banks" of Kalman Filters are set up to analyze a given piece of apparatus. Each filter in such a bank is set up to analyze a different combination of component changes and sensor biases, while other algorithms are used to decide which filter is correct in any given situation.

These approaches are unsatisfactory because they either work within the restrictions of the Kalman Filter without solving the basic "smearing" tendency, or rely on gross assumptions about the number, combinations, and magnitudes of component changes and/or sensor biases, which may not always be correct.

**SUMMARY OF THE INVENTION**

According to one aspect of the present invention, there is provided a method of processing data relating to the performance of an apparatus consisting of a series of individual components in order to determine changes in component performance and/or sensor bias from a series of performance measurements from the apparatus.

A Kalman Filter is used to analyze changes in the performance measurements, wherein the Kalman Filter is applied to the measurements in a series of runs, each succeeding run after the first having the causes of the changes in the performance measurements allocated to a smaller number of component performance changes and/or sensor biases than the preceding run. The component performance changes and/or sensor biases to be eliminated from the next succeeding run are selected by evaluating a measure of significance for the changes and biases indicated in the preceding run. One or more of the least significant changes and/or biases are discarded as a best answer for the component performance changes and/or sensor biases, causing the difference in performance measurements is selected when the result of that run in which there is a minimum number of said changes and/or biases that account for the observed performance measurement changes.

More specifically, a method is provided according to the invention for processing data relating to the performance of an apparatus consisting of a series of individual components, to determine the changes in component performance and the magnitude of biases in the measurement system from a series of performance measurements from the apparatus comprising the steps of:

a) defining the a priori information required by the Kalman Filter, including:
   i) a covariance matrix of component performance changes and sensor biases,
   ii) a measurement repeatability covariance matrix, 
   iii) a System Matrix giving the relationships between observed measurement changes and sensor biases and,
   iv) if required, a priori best estimate of component changes and sensor biases;

b) obtaining performance measurements from the apparatus;

c) obtaining datum levels of the performance measurements from the apparatus;

d) using the data of steps (b) and (c) to calculate observed performance measurement changes from datum levels;

e) using the data of steps (a) and (d) to derive a most likely set of component changes and sensor biases by employing a Kalman Filter;

f) evaluating an objective function giving a measure of the amount of unexplained measurement change and/or the amount of component change and sensor bias in the solution from (e);

and/or the least significant component changes and/or sensor biases to leave one or more of said component changes and/or sensor biases for evaluation;

h) using the undiscounted component changes and/or sensor biases from the preceding step, repeating steps (e) to (g), if required, until the total number of component changes and sensor biases left is one;

i) considering the sets of estimated component changes and/or sensor biases produced in each pass of step (e), together with the corresponding objective function evaluated according to step (f), to determine which of the passes has produced a minimum number of component changes and sensor biases that satisfactorily accounts for the observed performance measurement changes.

In the performance of this method, the reiteration of steps (e) to (g) produces a sequence of vectors of component changes and sensor biases which account for the observed performance measurement differences, each successive vector containing progressively less numbers of component changes and sensor biases. The selection of an appropriate answer is made by using the objective function, worked out for each vector in step (f) above. One method of working out such an objective function is to derive the sum of squares of the unexplained measurement changes, weighted according to the measurement repeatability covariance matrix. This gives a value which has a chi-square distribution, with as many degrees of freedom as there are performance measurements to be analyzed.

In the final result from step (f), above, the selected best answer is preferably refined by discarding those elements whose values (expressed e.g. either in absolute terms or as a number of standard deviations) are less than a predetermined lower level, in order to eliminate minor component changes and sensor biases that can be safely ignored or that may be present in the answer as residual "smearing" effect.

As a preferred basis for the rejection process in step (g), the estimated component changes and sensor biases can be normalized by dividing the individual estimated component changes and sensor biases by the square roots of the corresponding diagonal elements of the a posteriori covariance matrix produced as output from the Kalman Filter.

To select the elements to be discarded in step (h), a preferred method on the first pass is to evaluate the average amount of absolute normalized change (i.e. with sign removed) and then discard all elements whose absolute normalized change is below that average. For subsequent passes, all component changes and/or sensor biases whose absolute values of normalized change are less than the previous pass are discarded. However, in each pass, provision must be made to reject at least one component change or bias (usually the one having the smallest absolute value of normalized change) and to retain at least one component change of sensor bias (usually the one having the largest absolute value of normalized change).

When establishing the System Matrix, the effects of changes in the components of the apparatus under investigation on the measurements used to determine the performance of the apparatus and its components must be determined. Care should be exercised to ensure that
suitable measurements are taken which respond in distinct ways to the component changes being sought.

GAS TURBINE ANALYSIS

In the example of a gas turbine analysis, the component changes may involve changes in seal clearances, the presence of foreign matter in particular locations, the opening of gas leakage paths, etc. These can each be related to one or more component performance parameter changes. A list of these related changes is shown in Table A.

<table>
<thead>
<tr>
<th>Component Changes</th>
<th>Performance Parameter Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>turbine tip seal rubs</td>
<td>turbine efficiency changes</td>
</tr>
<tr>
<td>nozzle guide vane platform seal</td>
<td>cooling air changes</td>
</tr>
<tr>
<td>gaps; blocked nozzle guide vane cooling holes</td>
<td>compressor efficiency changes</td>
</tr>
<tr>
<td>dirt on compressor blades; damage by foreign object mis-shapen final nozzle</td>
<td>nozzle discharge and velocity coefficient changes</td>
</tr>
<tr>
<td>seal gap increases</td>
<td>cooling air changes</td>
</tr>
<tr>
<td>air offtake pipe leaks</td>
<td>environmental control system bleed changes</td>
</tr>
</tbody>
</table>

The causes of a change in engine performance can accordingly be expressed as a series of component performance parameter changes, such as fan tip efficiency and capacity changes, fan root/booster efficiency and capacity changes, core compressor efficiency and capacity changes, turbine efficiency and capacity changes, combustion chamber pressure loss changes, by-pass duct pressure loss changes, nozzle discharge and velocity coefficient changes, cooling/sealing air flow changes, and environmental control system bleed and power offtake changes.

These changes will each affect overall engine performance parameters such as cruise specific fuel consumption, take-off turbine exhaust temperature, compressor working line levels, etc. The purpose of the performance measurements made is to enable resolution of the causes of such overall performance parameter changes, by identification of the individual component performance parameter changes that caused them.

Few if any of the component performance parameter changes can be directly measured in practice. Moreover, the measurement instrumentation available in a production engine will be extremely limited as compared with a fully instrumented engine in a test rig. The typical performance measurements that may be available are measurements such as shaft speeds, fuel flow, (test-bed) thrust, total inlet air flow (itself derived from total and static pressure measurements and total temperature), total and/or static pressures in the engine gas path through either or multiple taps in that path, total and/or "static" temperatures in the engine gas path (the former through single or multiple taps and the latter through wall-mounted transducers), and a power level parameter (e.g. exhaust pressure ratio or output shaft torque).

After establishing the list of possible component performance parameter changes and the list of available performance measurements, a component exchange rate table is generated showing the percentage change in each performance measurement for a small change of each component performance parameter (e.g., a 1% change, or a unit change if the datum value is zero) at the operational conditions, i.e. the flight conditions and power level, at which the analysis is to be performed.

FURTHER GENERAL FACTORS IN THE ANALYSIS PROCESS

Also to be considered in the analysis of the performance of an apparatus, such as a gas turbine, are environmental parameters, since environmental changes can alter the engine performance. Measurements are therefore required defining the environmental conditions. Depending upon whether the analysis is being performed in flight or on a test-bed, these environmental measurements include altitude, Mach No, total air temperature (flight), cell pressure and air intake temperature (test-bed), and preferably appropriate measurements for humidity determination. With these, there must always be one performance measurement from the preceding table before any form of analysis can be begun. This performance measurement is used to define the power level.

It will normally also be required to include the effects of environmental and power level measurement sensor bias in the analysis, for which it is necessary to calculate the effects of small (e.g., 1%) biases, in flight conditions and power-setting parameter measurements, these having been assumed fixed when establishing the component exchange rate table. This is done calculating the percentage changes in the performance measurements in the flight condition and power level measurements are changed by a negative increment, to create the environmental exchange rate table. The negative sign is chosen because a positive bias, i.e., a higher reading than the actual value, will produce apparently depressed performance measurements.

The effects of a performance measurement sensor bias on the analysis can be included by generating a further matrix. This can be formulated essentially as a matrix which states that a sensor bias (e.g., 1%) in a performance measurement produces a corresponding change in that measurement while leaving all the other measurements unaffected. If sensor bias is considered possible in all the measurements, this matrix is an identity matrix.

A combined matrix, which is here termed the System Matrix, can then be created by concatenating the component exchange rate table, the environmental exchange rate table and the performance measurement sensor bias matrix.

A further factor which it is usually necessary to consider is the random error that exists in all measurement systems. That is to say, the degree of accuracy of any measurement is not represented solely by sensor biases rather, there will also be uncertainty due to random variations caused by many small effects which lead to differences in repeated measurements of a given quantity. This error source is referred to here as repeatability. Random variations will also occur in the environmental and power level measurements, introducing further repeatability factors. It can be assumed, if bias is accounted for separately, that these random variations will have the well-known normal distribution.
account of repeatability, it is therefore necessary to determine standard deviations for the repeatabilities of the environmental and power level measurements. The analysis must give due weight to the repeatability of all the measurements.

The measurement repeatability standard deviations can be determined either by dedicated testing of the measurement system, in which the statistical properties of the measurement system are calculated from the output generated by known input signals, or from previous experience of either the system being used or of similar systems in use elsewhere.

The standard deviations of component change and sensor bias can be determined by a variety of methods, including, for example, analyzing data taken from a large "family" of nominally identical pieces of apparatus of the type being analyzed, or making an informed assessment using experience and judgement, perhaps refined by studying the response of the Kalman Filter to performance measurements changes corresponding to known component changes and sensor biases.

**DETAILED DESCRIPTION OF AN ANALYTICAL PROCESS**

To establish the Kalman Filter, the following inputs are required. First, component exchange rate and environmental exchange rate tables, as discussed above, are needed to produce the System Matrix. These tables contain the established relationships between component changes and performance measurements and the changes in performance measurements due to environmental and power level measurement errors. Second, a set of expected levels of performance measurements at the flight conditions and power level at which the analysis is to be performed for a datum engine (i.e. an engine with performance at some desired level with which other engines can be compared) is required. Since the best estimates of component changes and sensor biases produced by the Kalman Filter will be relative to this datum, it follows that the datum engine component changes and sensor biases are all zero. In the performance analysis, percentage differences between observed and expected levels of performance measurements will be input into the Kalman Filter to produce the desired best estimates of component changes and sensor biases that have produced those differences. Third, a set of standard deviations of the repeatability in the performance measurements, flight condition measurements and power level measurements is needed to calculate the a priori measurement nonrepeatability covariance matrix. Finally, a set of standard deviations in the component changes and sensor biases about their normal (usually zero) levels is needed to create the a priori component change and sensor bias covariance matrix which is, usually (but not necessarily limited to) a diagonal matrix containing the squares of these standard deviations.

The basic equation defining the analysis being undertaken and which forms a starting point for the Kalman Filter is

\[ y = Cx + \epsilon \]

in which:

- \( y = (m^*) \) column vector of differences between observed and expected levels of performance measurements;
- \( C = (m*n) \) System Matrix, as described above, defining the effect on the performance measurements of given changes in component performance parameters, environmental and power level measurement sensor biases and performance measurement sensor biases; and
- \( \epsilon = (n^*) \) column vector of noise terms in the performance measurements differences (assumed to be normally distributed), with a mean zero and a known covariance \( R \).

It can be seen that the equation states the relationship between the performance measurement differences from expectation and the component changes and sensor biases that generated them. The noise terms represent a degree of corruption of the performance measurement differences due to random errors in the measurement system.

As has already been explained, since the number of terms \( n \) in \( x \) is usually considerably greater than the number of terms \( m \) in \( y \), there is no unique solution that identifies which term or terms in \( x \) has generated a change in \( y \). All that is possible by mathematical analysis is a "best estimate", i.e. a solution expressed as the most likely vector of component changes and sensor biases that has generated an observed vector of performance measurement differences. Through the algorithm known as the Kalman Filter that estimate can be generated.

The Kalman Filter can be expressed in the following group of equations:

\[ x = x_0 + K(y - Cx_0) \]

\[ K = Q(C'^*C)^{-1} \]

\[ P_1 = (I - KC'C)Q \]

where

- \( x = (n^*) \) column vector of best estimates of component changes and sensor biases after performance measurement differences from expectation are observed;
- \( x_0 = (n^*) \) column vector of best estimates of component changes and sensor biases before performance measurement differences from expectation are observed (this vector is usually zero which reduces the equation to \( x = K'y \));
- \( y = (m^*) \) column vector of performance measurement differences from expectation;
- \( K = (n^m) \) Kalman Gain Matrix;
- \( C = (m^*) \) System Matrix, relating performance measurement differences to component changes and sensor biases;
- \( Q = (n^*) \) a priori covariance matrix of component changes and sensor biases;
- \( P_1 = (n^*) \) a posteriori covariance matrix of best estimates of component changes and sensor biases

Superscript \( T \) denotes matrix transpose;
Superscript \( -1 \) denotes matrix inversion;
1 denotes unit matrix of appropriate dimensions; and
\( R = (m^m) \) a priori measurement repeatability covariance matrix, which can be established in the form

\[ R = C\epsilon\epsilon'C^T \]

in which

- \( V = (n^t) \) diagonal matrix of squares of standard deviations of repeatabilities, where \( t \) = number of environmental measurements plus number of performance measurements; and
C' = (m^t) matrix which contains both the environmental exchange rate table and a unit matrix concatenated together. The R matrix therefore contains the variances and covariances of the apparent repeatability in the performance measurement differences, arising from both repeatability in the observed performance measurements and the repeatability in the expected performance measurements that is a consequence of repeatability in the flight condition and power-level measurements that define the levels of expected performance measurements.

For a detailed derivation of the Kalman Filter equations, reference can be made to "Applied Optimal Estimation", A. Gelb, M.I.T. Press 1974. The equations denote that K is proportional to the uncertainty in the estimation x and is inversely proportional to the uncertainty in the measurements y; K therefore weights the changes made to x to produce x depending upon the relative certainty of y and x.

The use of prior information about expected levels of component changes and sensor biases, uncertainties in both the expected levels of component changes and sensor biases and uncertainties in the measurements relies upon the judgement of the skilled observer. That is to say, if there is no uncertainty about the mathematical relation between variables, but considerations of repeatability indicate a large uncertainty in the measurements, the best estimate of the relationship will not be affected by measurements that do not conform to the established mathematical relationship. On the other hand, if the relationship is uncertain and measurement repeatability is considered to be given negligible uncertainty, the best estimate of the relationship will be determined to a large extent by the measurements.

Generally, there is insufficient data available in the first instance for an adequate statistical analysis of these factors. From practical considerations, therefore, the values in the Q matrix are at least initially selected by the judgement of the user. To obtain a measure of how appropriate are the values chosen, in an initial processing of the input data it is possible to produce (by forming the product K^C) the set of vectors of best estimates of component performance changes and sensor biases for performance measurement differences appropriate to a unit change of each component change or sensor bias in turn and to examine the results to see whether, for a specific change in the performance of a component or the bias of a sensor, there is an unwanted confusion of the sought-for change or bias with the other changes and biases included. Should this be observed, the Q matrix can be modified to reduce the possible confusion to a minimum.

In an ideal case, the product (K^C) would be a unit matrix; confusion between the different parameters gives the diagonals of the matrix values less than unity, as well as non-zero off-diagonal elements. A preferred method of refining the Q matrix relies on first normalizing the (K^C) matrix by dividing each row by the corresponding diagonal element of the P1 matrix. In the normalized matrix, the values in each column are then divided by the diagonal element of that column so as to produce a matrix in which all the diagonal elements are unity. This last step is performed primarily to aid recognition of the relative sizes of these diagonal elements to the other values of their column vector.

In making the comparison, the user will want to ensure that no ratio should be greater than unity, and that the number of ratios greater than 0.6, other than the diagonal element itself, should be minimized. The aim is that, for any column, the number of ratios greater than the average of the absolute values of all the ratios should be minimized. One way of doing this is to use an algorithm such as the Downhill Simplex Method (Nelder and Mead page 306, Computer Journal, Vol 7, 1965) to adjust the component change and sensor bias standard deviations. (i.e. the square root of the diagonal elements of the Q matrix) until the sum of the absolute values of the off-diagonal terms in the normalized K^C matrix is minimized, giving extra weightings if necessary to elements with absolute values greater than 0.6 and elements with absolute values greater than 1.0.

If the analysis is carried out with no further refinement, however, the underlying mathematical principles, as already mentioned, result in all the component changes and sensor biases being analyzed as non-zero and give a result in which the observed performance measurement changes are attributed to all the possible component changes and sensor biases that might have caused them. This introduces a "smearing" effect which can result in the actual component changes and sensor biases being underestimated. In accordance with the present invention, the result is treated so as to concentrate the estimates around the more significant component changes and sensor biases that appear through the basic Kalman Filter analysis. This involves selectively removing individual changes and biases while redistributing any observed effects over the remaining changes and biases until the analysis yields a result which appears more appropriate to the observer, for example showing that the observed performance changes can be attributed wholly or mainly to a small number of significant component changes and/or sensor biases.

A preferred method of carrying out this process for concentrating the attribution of the changes involves the following steps:

(a) evaluate an objective function f;

\[ f(x) = \sum (y - C^t x)^2 \text{ where } y = K^C \]

(this gives a measure of the amount of unexplained measurement change and has a chi-square distribution, with the number of degrees of freedom equal to the number of performance measurements);

(b) normalize each element of the vector x by dividing by the square root of the respective diagonal element of the P1 matrix to produce vector x^2 with elements given by:

\[ x^2_i = \frac{1}{\sqrt{P_i}} \]

(c) component changes and sensor biases whose elements in x have absolute values less than the average of all the absolute values of the elements x are removed (at least one, but not all, of the component changes and sensor biases are removed in this step);

(d) the Kalman Filter is re-run, including only those component changes and sensor biases that have not been removed in step (c), to produce a new vector x of best estimates of component changes and sensor biases;

(e) steps (a),(b) and (d) are repeated such that those component changes and sensor biases whose ele-
ments in \( x \), which have absolute values that are lower than in the preceding run are removed;

(f) steps (a), (b) and (d) are repeated until only one component change or sensor bias is left and the series of vectors of best estimates of component changes and sensor biases (each with a different number of changes and biases) produced by each run of the Kalman Filter are numbered sequentially in the order in which they were generated;

(g) a maximum is selected for the objective function value, either empirically or by calculation from a chi-square probability distribution, the number of degrees of freedom (which is equal to the number of performance measurements) and a user-defined probability level, and the highest-numbered vector from step (f) whose corresponding objective function value is less than this maximum is selected as the "best answer". i.e. the selected result contains the smallest set of component changes and/or sensor biases that successfully accounts for the observed performance measurement differences (if none of the objective function values are less than the maximum, the basic Kalman Filter result from the first run is taken as the "best answer"); and

(h) the "best answer" is further modified by rejecting component changes and sensor biases whose elements in \( x \) have absolute values less than either a user-specified absolute value or a user-specified absolute number of standard deviations, and the user is therefore presented with the most significant set of estimated component changes and sensor biases that generated the observed performance measurement differences.

**FURTHER DEVELOPMENTS OF THE METHOD**

The method described so far is one in which an analysis yields information based on a set of performance measurement differences obtained at a particular point in time. In certain situations, where the apparatus is being monitored over a period of time, it is possible to obtain a number of sets of performance measurement differences gathered sequentially over time. Each distinct type of performance measurement difference, gathered over time, can be considered as a time series in its own right, and can be processed using a number of well known prior art techniques, for example:

(a) moving average 
(b) exponential smoothing 
(c) Bayesian Inferencing.

Bayesian Inferencing is the preferred method of processing time series data, since an observed time series can be processed to produce:

(a) level estimates, i.e. estimates of the value of a parameter in which, as far as possible, spurious disturbances from point to point have been removed,

(b) trend estimates, i.e. estimates of the rate of change of the parameter in question, and

(c) differences between the observed value of the parameter in question and the value that would be predicted from the level and trend estimates associated with the previous point in the time series.

Full details of this method are given in "Bayesian Forecasting", P. J. Harrison and C. F. Stevens, Operational Research Quarterly, Vol 2 No 4 1971. The equations used are as follows:

\[
\begin{align*}
1 = & (p_{11,k-1/r} + p_{12,k-1/r} + q_{11}/r) + (p_{12,k-1/r} + q_{22}/r) \\
2 = & (p_{11,k-1/r} + q_{12}/r) + (p_{22,k-1/r} + q_{22}/r) \\
3 = & (p_{22,k-1/r} + q_{22}/r) \\
\text{Delta}_k = & \text{Obs}_k - (\text{Level}_{k-1} + \text{Trend}_{k-1}) \\
\text{Level}_k = & (\text{Level}_{k-1} + \text{Trend}_{k-1}) + (q_{12}/r + q_{22}/r) \\
\text{Trend}_k = & \text{Trend}_{k-1} + p_{12,k-1} + q_{22}/r + q_{12}/r \\
\end{align*}
\]

where, \( q_{11}/r, q_{12}/r, q_{22}/r \) are the level variance, the level-trend covariance and the trend variance, each divided by the variance of the repeatability of the observations;

\( p_{11}/r, p_{12}/r, p_{22}/r \) are the level estimate variance, the level-trend estimate covariance and the trend estimate variance, each divided by the repeatability of the observations;

\( \text{Obs}_k \) = observed value of parameter;

\( \text{Delta}_k \) = difference between observed value of parameter and value predicted from previous level and trend estimates;

\( \text{Level}_k \) = Level estimate;

\( \text{Trend}_k \) = Trend estimate;

\( s_{1}, s_{2}, s_{3} \) are defined by the above equations, and used to simplify the algebra;

subscript \( k \) denotes current point in time series; and subscript \( k - 1 \) denotes previous point in time series. All the available performance measurement differences, gathered over time, can be processed, using the above algorithm (or one of the prior art techniques) to produce sets of measurement difference level estimates, trend estimates and differences between observed and predicted values (or output appropriate to the prior art techniques) corresponding to each observed set of performance measurement differences. The other prior art techniques can similarly be operated on time series data to produce results in accordance with their known capabilities. In the case of Bayesian Inferencing, each set of measurement difference level estimates produced can be used as input in the method according to the invention to give estimates of component changes and/or sensor biases that are unaffected, as far as possible, by spurious disturbances in the performance measurement differences. Furthermore, each set of measurement difference trend estimates can be used as input in the method according to the invention to give estimates of the rate of change of component changes and/or sensor biases, and each set of differences between observed and predicted measurement difference can be used as input in the method to detect sudden changes in the component changes and/or sensor biases from one point to the next. If other prior art algorithms are used, the sets of output produced can, in a similar manner, be input to the method according to the invention to produce corresponding component change and/or sensor bias assessments.
EXAMPLES OF THE ANALYTICAL METHODS OF THE INVENTION

In the further description of the invention, reference will be made to the accompanying drawings, in which:

FIG. 1 is a schematic illustration of the analytical situation to which the invention is applied.

FIG. 2 illustrates the System Matrix of FIG. 1.

FIG. 3 is a diagrammatic sectional view of a single-spool gas turbine indicating the performance measurement sources used for an analysis of its performance by the method of the invention, and

FIG. 4 is a flow diagram illustrating the application of the method of the invention to estimate levels and trends.

FIG. 1 illustrates schematically the manner in which the vector of unknown component changes and unknown sensor biases produces an observed vector of observed differences in the performance measurements. The changes are imposed on the apparatus, i.e. in the example under discussion this being the gas turbine shown in FIG. 3, and in that apparatus, the interdependence of the variables of the system give rise to performance measurement differences, the observation of which may be corrupted to some extent by noise or random variations (v). The relationships between component changes and sensor biases and observed performance measurement changes are defined by the System Matrix C shown in FIG. 2. This consists of an (m x j) component exchange rate table which sets out the effects of small changes in a series of j component performance parameters on a series of m performance measurements at specific environmental conditions and a specific power level, an environmental exchange rate table in the form of an (m x k) exchange rate table setting out the effects on the m performance measurements of small changes in the (k-1) environmental conditions and power level, and finally, a table for sensor bias, stating that a specific bias in a performance measurement produces a corresponding change in that measurement while leaving all other measurements unaffected.

FIG. 3 shows a single-shaft gas turbine jet engine with a compressor section 100 immediately downstream of an air inlet 102 and coupled by a rotary shaft 104 to a turbine section 106 that follows a combustor section 108. Air is drawn into the inlet 102 into the compressor section, the compressed air is burnt with fuel injected into the combustor section and the hot combustion gases flow through the turbine section to drive the shaft 104 before exiting as a jet through an exhaust nozzle 110. The figure indicates the measurements taken during operation, in this case being those available from normal test bed instrumentation. They consist of the inlet air flow rate (W1A), inlet total pressure (P2) and total temperature (T2), shaft speed (N3), compressor exit total pressure (P3) and total temperature (T3), fuel flow rate (WFE), turbine exit total temperature (T7) and net engine thrust (FN), this last providing a power level parameter.

The component exchange rate table, giving the percentage change in each of these measurements for a 1% change of component performance parameter is shown in Table 1. The component performance parameters here are compressor efficiency (DE25) and capacity (CW25), turbine efficiency (DE4) and capacity (CW4), and propelling nozzle area change (A8).

Table 2 gives the environmental exchange rate table showing the percentage change in each of the measure-

ments for a 1% bias in the trust sensor measurement (FNS), the inlet pressure sensor measurement (P2S) and the inlet temperature sensor measurement (T2S).

These first two tables are concatenated with a matrix showing the effects of performance measurement sensor bias to give the System Matrix shown in Table 3. This indicates that a 1% sensor bias for any measurement produces a corresponding change in that measurement but no others. In this example, a small simplification is obtained by assuming that there can be no bias in the shaft speed measurement.

From experience and judgement of the equipment being used, standard deviations of the repeatability of the measurements from the instrumentation are produced, as shown in Table 4. From these values can be generated the a priori measurement repeatability covariance matrix R shown in Table 5. The matrix is symmetric and is thus defined by the lower triangular elements that have been set out.

In Table 6 are listed standard deviations of the component performance parameters and sensor biases respectively which, when squared, provide a diagonal a-priori covariance matrix Q of component changes and sensor biases.

From the data of the preceding tables the Kalman Gain Matrix K can be obtained, as shown in Table 7, for use in a first pass. This data also provides an a posteriori B covariance matrix (P1) of the best estimates of component changes and sensor biases in accordance with the assumptions of Tables 1 to 6. The test measurements provide a vector (y) which can then be processed with this data in accordance with the formulae given earlier for a first pass of the Kalman Filter. In subsequent passes a similar procedure is followed, using as a modified input the progressively smaller number of component changes and sensor biases remaining as one or more are discarded after each pass.

To illustrate the operation of the concentration process, a simulated example will be described based on the engine of FIG. 3 and the data of the preceding tables, in which the analysis of a specific set of component performance parameter changes and sensor biases is considered by using, as input, the performance measurement differences generated by those changes and biases. Thus, Table 8, shows for the engine, the performance measurement differences generated by a -1% change of compressor efficiency, a -0.5% bias in the engine thrust sensor (thrust being used as the power level parameter) and a +0.5% bias in the turbine exit temperature sensor. If these measurement changes are subjected to analysis by the Kalman Filter, the results obtained are as shown in Table 9.

This first analysis is then subjected to the concentration process. Tables 10 and 11 give the calculations over a total of six runs of the Kalman Filter. Column 1 of Table 10 shows the results of the first run corresponding to the Table 9 and Column 1 of Table 11 shows the square roots of diagonals of the a posteriori covariance matrix P1 associated with the respective component changes and sensor biases. The absolute values of normalized elements of this vector of component changes and sensor biases are determined and values less than the average are removed (see Table 12) and in the second column of Table 10 is shown the second run of the Kalman Filter in which these removed elements are assumed to be zero.

The elements in column 2 of Tables 10 and 11, obtained following this second run of the Kalman Filter,
indicate that one element, the engine inlet airflow sensor bias, can be eliminated for a third run of the Kalman Filter (see Table 12). Similarly, as shown in Table 12, the elements in column 3 of Tables 10 and 11, obtained following this third run of the Kalman Filter, indicate that two further elements, the change of turbine efficiency and the inlet temperature sensor bias, can be eliminated for a fourth run of the Kalman Filter. Further reiteration of the process leads to a single component performance change remaining for the sixth run.

For each run an objective function is calculated, based on the six degrees of freedom of the system (the number of observed performance measurements being six). From chi-square tables with six degrees of freedom and an acceptable probability level of 95%, the maximum value of the objective function is determined as 12.6. In simple statistical terms, passes 1 and 4 might be considered the best answers because they give the lowest values for the objective function; however, applying the further condition that the answer should explain the performance changes in terms of the minimum number of component changes and sensor biases, pass 4 of the Kalman Filter is selected as the "best answer". It will be noted that this result reproduces very closely the actual component changes and sensor biases assumed at the outset.

As discussed above, it is also possible to apply known techniques to a number of sets of performance measurement differences observed over a period of time to obtain smoothed values and estimate trends and deviations of observed values from predicted levels. The application of the Kalman Filter technique of concentrating the estimates of component performance changes and/or sensor biases into a minimum number of such parameters, as described with reference to the preceding figures and tables, to the derivation of such level and trend estimates is illustrated schematically in FIG. 4. This shows the measurement differences obtained from the trigon of FIG. 3 being employed in the one instance (block A) in the concentration process already described to give a "best answer" from an instantaneous set of data, and in the other instance (block B) through the processing, by known techniques, of a number of such sets of data collected at intervals, to derive the levels and trends contained in that data. The data from block B itself requires further analysis to produce an estimate of the levels and trends in the component changes and/or biases that underlie the measurement difference levels and trends produced in the process of block B. For this purpose, the data output from block B is input to a Kalman Filter in which a concentration process of the form already described is performed (block C).

FIG. 4 indicates the different sets of data that may be derived in block B, namely level estimates, trend estimates and differences (A) between observed and predicted values. Each set is subjected to analysis separately by a Kalman Filter with which the concentration technique is applied to give a final output which satisfactorily explains the data in terms of the least number of component performance changes and/or sensor biases.

Also indicated in FIG. 4 is the use of the basic (unconcentrated) output from the Kalman Filter (block A) from a series of sets of measurement difference inputs to provide the data for the algorithms for smoothing and for deriving trends in the data (block D), although generally processing in the manner shown in blocks B and C will be preferred.

As an example of the manner in which the foregoing analysis of levels and trends operates, there will now be described a case in which, in a series of 20 sets of measurement readings from a gas turbine, after the 8th set the compressor efficiency (DE25) begins to fall at the rate of 0.2% in each succeeding reading. With the same sensor sources of the earlier example of tables 8–12, the measurement differences for each of the data sets 1–20 provides the matrix shown in Table 13.

By employing this matrix in the prior art, a table of level estimates for the measurement differences is produced (Table 14). When this data is processed by the Kalman Filter in the reiterated manner already described with reference to Tables 8–12, "best answers" for the smoothed values of changes in compressor efficiency appear as shown in Table 15. It will be seen that, because of smoothing, when the change of level first occurs it is not recorded because the smoothing process indicates a change too small to be noted. When it first appears in set 11, the actual change (–0.6) is underestimated but the true value is soon reached (set 15 onwards).

A similar pattern emerges when the trend estimates (Table 16) are input to the Kalman Filter and by the reiterated process the results shown in Table 17 are produced, showing a close approach to the actual trend from measurement set 13 onwards.

From the foregoing discription, it will be clear that the methods disclosed can be applied to a wide range of apparatus and plant if required. In the gas turbine field, another application lies in test bed calibration. Thus, by running a particular engine in different test beds in turn, the differences of sensor bias in the two test beds can be analyzed using the method of the invention.

<table>
<thead>
<tr>
<th>COMPONENT EXCHANGE RATE TABLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE25</td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>T3</td>
</tr>
<tr>
<td>T7</td>
</tr>
<tr>
<td>WFE</td>
</tr>
<tr>
<td>NH</td>
</tr>
<tr>
<td>W1A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ENVIROMENTAL EXCHANGE RATE TABLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNS</td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>T3</td>
</tr>
<tr>
<td>T7</td>
</tr>
<tr>
<td>WFE</td>
</tr>
<tr>
<td>NH</td>
</tr>
<tr>
<td>W1A</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SYSTEM MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE25</td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>T3</td>
</tr>
</tbody>
</table>

| TABLE 3        |

<table>
<thead>
<tr>
<th>SYSTEM MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE25</td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>T3</td>
</tr>
<tr>
<td>TABLE 3-continued</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td><strong>SYSTEM MATRIX</strong></td>
</tr>
<tr>
<td>T7</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>-0.970</td>
</tr>
<tr>
<td>-1.019</td>
</tr>
<tr>
<td>0.101</td>
</tr>
<tr>
<td>0.528</td>
</tr>
<tr>
<td><strong>TABLE 4</strong></td>
</tr>
<tr>
<td><strong>INSTRUMENT REPEATABILITIES USED TO GENERATE R MATRIX</strong></td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>T3</td>
</tr>
<tr>
<td>T7</td>
</tr>
<tr>
<td>WFE</td>
</tr>
<tr>
<td>NH</td>
</tr>
<tr>
<td>W1A</td>
</tr>
<tr>
<td>FN</td>
</tr>
<tr>
<td>P2</td>
</tr>
<tr>
<td>T2</td>
</tr>
<tr>
<td><strong>TABLE 5</strong></td>
</tr>
<tr>
<td><strong>A PRIORI MEASUREMENT REPEATABILITY COVARIANCE MATRIX (R)</strong></td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>T3</td>
</tr>
<tr>
<td>T7</td>
</tr>
<tr>
<td>WFE</td>
</tr>
<tr>
<td>NH</td>
</tr>
<tr>
<td>W1A</td>
</tr>
<tr>
<td><strong>TABLE 6</strong></td>
</tr>
<tr>
<td><strong>STANDARD DEVIATIONS FOR THE A PRIORI COVARIANCE MATRIX OF COMPONENT CHANGES AND SENSOR BIASES</strong></td>
</tr>
<tr>
<td>DE25</td>
</tr>
<tr>
<td>CW25</td>
</tr>
<tr>
<td>DE4</td>
</tr>
<tr>
<td>CW4</td>
</tr>
<tr>
<td>A8</td>
</tr>
<tr>
<td>FNS</td>
</tr>
<tr>
<td>P2S</td>
</tr>
<tr>
<td>T2S</td>
</tr>
<tr>
<td>P3S</td>
</tr>
<tr>
<td>T3S</td>
</tr>
<tr>
<td>T7S</td>
</tr>
<tr>
<td>WFES</td>
</tr>
<tr>
<td>W1AS</td>
</tr>
<tr>
<td><strong>TABLE 7</strong></td>
</tr>
<tr>
<td><strong>KALMAN GAIN MATRIX ON FIRST PASS</strong></td>
</tr>
<tr>
<td>P3</td>
</tr>
<tr>
<td>T3</td>
</tr>
<tr>
<td>T7</td>
</tr>
<tr>
<td>WFE</td>
</tr>
<tr>
<td>NH</td>
</tr>
<tr>
<td>W1A</td>
</tr>
<tr>
<td>T7S</td>
</tr>
<tr>
<td>P2S</td>
</tr>
<tr>
<td>T3S</td>
</tr>
<tr>
<td>T7S</td>
</tr>
<tr>
<td>WFES</td>
</tr>
<tr>
<td>W1AS</td>
</tr>
</tbody>
</table>

**TABLE 8**

| Measurement Differences (y) created by -1% compressor efficiency, -1% thrust (power setting) bias and -0.5% turbine exit temperature bias |
| Compressor exit pressure change (T3) | 0.254% |
| Compressor exit temperature change (T3) | 0.570% |
| Turbine exit temperature change (T7) | 1.89% |
| Fuel flow change (WFES) | 1.67% |
| Shaft speed change (NH) | 0.061% |
| Inlet airflow change (W1A) | -0.386% |

**TABLE 9**

| Analysis by Kalman Filter of above measurement changes |
| Compressor efficiency change (DE25) | -0.528%+ |
| Compressor flow capacity change (CW25) | -0.083% |
| Turbine efficiency change (DE4) | -0.524%+ |
| Turbine flow capacity change (CW4) | -0.009% |
| Propelling nozzle area change (A8) | +0.116% |
| Thrust sensor bias (FNS) | -0.387%+ |
| Inlet pressure sensor bias (P2S) | +0.057% |
| Inlet temperature sensor bias (T2S) | -0.293%+ |
| Compressor exit pressure sensor bias (T3S) | +0.094% |
| Compressor exit temperature sensor bias (T7S) | +0.024% |
| Turbine exit pressure sensor bias (T7S) | +0.253%+ |
| Fuel flow sensor bias (WFES) | -0.089% |
| Inlet airflow sensor bias (W1AS) | +0.175%+ |

**Notes**
1. No underestimation of changes/biases used to generate measurements (+), and estimation of spurious changes/biases (significant values marked *) caused by "smearing".
2. No shaft speed sensor bias is assumed to be present.
### TABLE 10
Sequential estimates of component changes and sensor biases

<table>
<thead>
<tr>
<th>Pass No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE25</td>
<td>-0.528%</td>
<td>-0.530%</td>
<td>-0.575%</td>
<td>-1.004%</td>
<td>-1.061%</td>
<td>-1.227%</td>
</tr>
<tr>
<td>CW25</td>
<td>-0.083%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DE4</td>
<td>-0.524%</td>
<td>-0.326%</td>
<td>-0.288%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CW4</td>
<td>-0.009%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>A8</td>
<td>+0.116%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FNS</td>
<td>-0.387%</td>
<td>-0.502%</td>
<td>-0.514%</td>
<td>-0.487%</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>F1S</td>
<td>+0.057%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>T2S</td>
<td>-0.293%</td>
<td>-0.295%</td>
<td>-0.250%</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P3S</td>
<td>+0.094%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>T7S</td>
<td>+0.024%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>TFS</td>
<td>+0.253%</td>
<td>+0.388%</td>
<td>+0.414%</td>
<td>+0.488%</td>
<td>+0.434%</td>
<td>—</td>
</tr>
<tr>
<td>WFES</td>
<td>-0.089%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>W1AS</td>
<td>+0.175%</td>
<td>+0.046%</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Objective</td>
<td>0.021</td>
<td>0.214</td>
<td>0.244</td>
<td>0.043</td>
<td>27.932</td>
<td>69.811</td>
</tr>
<tr>
<td>Function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 11
Square roots of diagonals of $P$ matrix

<table>
<thead>
<tr>
<th>Pass No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE25</td>
<td>0.68121</td>
<td>0.53285</td>
<td>0.52030</td>
<td>0.04418</td>
<td>0.04282</td>
<td>0.03405</td>
</tr>
<tr>
<td>CW25</td>
<td>0.71771</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DE4</td>
<td>0.66073</td>
<td>0.35918</td>
<td>0.34459</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CW4</td>
<td>0.47459</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>A8</td>
<td>0.75463</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FNS</td>
<td>0.44891</td>
<td>0.11166</td>
<td>0.10670</td>
<td>0.09352</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>F1S</td>
<td>0.56542</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>T2S</td>
<td>0.49342</td>
<td>0.32309</td>
<td>0.30037</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P3S</td>
<td>0.41307</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>T3S</td>
<td>0.31521</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>T7S</td>
<td>0.31066</td>
<td>0.13278</td>
<td>0.11353</td>
<td>0.06837</td>
<td>0.06659</td>
<td>—</td>
</tr>
<tr>
<td>WFES</td>
<td>0.45357</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>W1AS</td>
<td>0.32263</td>
<td>0.12175</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

### TABLE 12
Absolute values of normalized estimates of component changes and sensor biases, obtained by dividing the elements in Table 10 by the elements in Table 11, and removing sign.

<table>
<thead>
<tr>
<th>Pass No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>DE25</td>
<td>0.775</td>
<td>0.995</td>
<td>1.101</td>
<td>22.725</td>
<td>24.778</td>
<td>36.035</td>
</tr>
<tr>
<td>CW25</td>
<td>0.116*</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DE4</td>
<td>0.793</td>
<td>0.908</td>
<td>0.836+</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CW4</td>
<td>0.019*</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>A8</td>
<td>0.154*</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>FNS</td>
<td>0.862</td>
<td>4.496</td>
<td>4.817</td>
<td>5.207×</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>F1S</td>
<td>0.504</td>
<td>0.913</td>
<td>0.832+</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>T2S</td>
<td>0.010*</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P3S</td>
<td>0.594</td>
<td>0.913</td>
<td>0.832+</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>T3S</td>
<td>0.076*</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>T7S</td>
<td>0.814</td>
<td>2.922</td>
<td>3.647</td>
<td>7.138</td>
<td>6.421×</td>
<td>—</td>
</tr>
<tr>
<td>WFES</td>
<td>0.205*</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>W1AS</td>
<td>0.542</td>
<td>0.378+</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Averge</td>
<td>0.406</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

### Notes
1. *denotes elements rejected because they are less than the average (pass 1 only)
2. + denotes elements rejected because they are less than the values in the previous pass.
3. × denotes elements rejected because they are the lowest values in the current pass.
We claim:

1. A method for maintaining an apparatus of the type having a performance measurement system, the appara-

tus including a plurality of said sensors giving inputs thereto, said inputs being subject to bias, said sensor biases producing error in the measured performance of the apparatus, the method comprising processing performance data of the apparatus to determine changes in at least one of component performance and sensor bias from a series of performance measurements taken from the apparatus, said processing utilizing Kalman filter to analyze changes in the performance measurements, wherein a plurality of sequential runs of the Kalman filter are performed, each succeeding run after a first run reducing the possible causes of the performance measurement changes to a smaller number of component performance changes and sensor biases than the immediately preceding run, wherein for each run except the last run the component performance changes and sensor biases to be eliminated for the succeeding run are selected by evaluating a measure of significance of the component performance changes and sensor biases indicated in the current run to discard at least one of the least significant component performance changes and sensor biases, and selecting as a best answer for the
23 account for the observed performance measurement changes and subsequently altering at least one of said components and sensors which are indicated by said selecting step as having most probably contributed to the observed performance measurement changes, thereby to achieve at least one of improving the performance of the apparatus and reducing the error in the measured performance of the apparatus.

2. A method for maintaining an apparatus of the type having a performance measurement system, the apparatus including a plurality of components whose individual performances affect the performance of the apparatus and a plurality of sensors included in the performance measurement system with said sensors giving inputs thereto, said inputs being subject to bias, said sensor biases producing error in the measured performance of the apparatus, the method comprising processing performance data of the apparatus to determine changes in component performance and magnitude of sensor biases in a series of performance measurements, comprising the steps of:

a) defining a priori information required by a Kalman filter, comprising:
   i) a covariance matrix of component performance changes and sensor biases;
   ii) a measurement non-repeatability covariance matrix; and
   iii) a system matrix which provides relationships between observed performance measurement changes and component performance changes and sensor biases;

b) obtaining performance measurement from the apparatus;

c) obtaining datum levels of the performance measurement from the apparatus;

d) using data obtained in steps (b) and (c) to calculate performance measurement differences from datum levels;

e) using data obtained in steps (a) and (d) to derive a most likely set of component changes and sensor biases by employing a Kalman filter;

f) evaluating an objective function giving a measure of at least one of an amount of unexplained measurement change and, an amount of component performance change and amount of sensor bias in a solution from (e);

g) discarding at least one of the component performance changes and sensor biases to leave at least one of said component performances changes and sensor biases for evaluation;

h) repeating steps (e) to (g) until the total number of component performance changes and sensor biases remaining is one;

i) considering sets of estimated component performance changes and sensor biases produced in each pass of step (e), together with the corresponding objective function evaluated according to step (f), to identify as a best answer that pass which has produced a minimum number of component performance changes and sensor biases which satisfactorily account for the observed performance measurement differences; and

j) altering at least one of the components and sensors which are indicated by the said best answer as having most probably contributed to the observed performance measurement changes, thereby to achieve at least one of improving the performance of the apparatus and reducing the error in the measured performance of the apparatus.

3. The method according to claim 2, wherein the objective function is evaluated by deriving a sum of squares of the unexplained performance measurement changes, weighted according to the measurement non-repeatability covariance matrix.

4. The method according to claim 2, wherein the component performance changes and sensor biases are normalized by dividing individual estimated component performance changes and sensor biases by square roots of corresponding diagonal elements of an a posteriori covariance matrix produced as output from the Kalman Filter.

5. The method according to claim 2, wherein, in the best answer selected step (i), elements whose values are less than a predetermined lower level are discarded.

6. The method according to claim 2, wherein an average absolute amount of normalized change is evaluated after a first pass and provides a datum for discarding component performance changes and sensor biases prior to a second pass.

7. The method according to claim 2 or claim 6 wherein, of the second and each further pass, changes in absolute amounts of normalized change relative to the preceding pass are evaluated for each of the remaining component performance changes and sensor biases and provide a datum for discarding component performance changes and sensor biases prior to the next pass.

8. The method according to claim 2, wherein a priori values for elements of the covariance matrix of the component performance changes and sensor biases are estimated and a product is formed with (i) a Kalman gain matrix of the Kalman filter and (ii) the System matrix, to evaluate a measure of confusion of desired changes and biases with other changes and biases due to said estimates, said estimates being adjusted to reduce the confusion indicated by said evaluation.

9. The method according to claim 2, wherein a priori information supplied to the Kalman filter includes a best estimate of at least one anticipated component change and performance sensor bias.

10. The method according to claim 1 or claim 2, wherein a plurality of sets of performance measurements are obtained at intervals and employed to determine levels, trends and variations from predicted values in component performance change and sensor bias.

11. The method according to claim 10, wherein said sets of performance measurements are analyzed for said levels and trends, level and trend values and the differences between observed and predicted measurements obtained from said analysis being then subjected to Kalman Filter processing.

12. The method according to claim 10, wherein said sets of performance measurements are subjected to Kalman filter processing values obtained are then analyzed for levels, trends and variations from predicted values of component change and sensor bias.

13. The method according to claim 7, wherein component performance changes and sensor biases are discarded if their absolute amounts of normalized change are less than corresponding values in said previous pass, at least one of a component performance change and a sensor bias having the largest absolute value of normalized change being retained and at least one of a component performance change and a sensor bias having the smallest absolute value of normalized change being discarded.
A method for analyzing data relating to observed performance changes obtained from an apparatus, which performance changes may be caused by numerous sources internal to the apparatus, said sources being respectively performance changes of components of the apparatus and systematic errors of sensors attached to the apparatus to produce the performance data, said method comprising the steps of:

- applying a Kalman filter to said data to obtain results indicating changes in said sources;
- statistically evaluating said results;
- evaluating a measure of significance of the indicated changes in the sources and eliminating at least one of the least significant changes in the sources;
- repeating said steps of applying the Kalman filter, evaluating and eliminating until only one source remains as a possible cause for the apparatus performance changes;
- choosing as a most likely cause for the apparatus performance changes the sources indicated by the repeat having the fewest changes in sources which explain the apparatus performance changes and altering at least one of said apparatus and sensors to remove said one cause.

The data processing system according to claim 14, wherein said apparatus being analyzed is a gas turbine.

A data processing system for analyzing performance data obtained from an apparatus, performance of which may be affected by numerous sources, said data processing system comprising:

- sensing means for sensing said performance data from said apparatus; and
- processing means for applying a Kalman filter to said data to obtain results indicating changes in said sources; (b) statistically evaluating said results; (c) evaluating a measure of significance of the indicated changes in the sources and eliminating at least one of the least significant changes in the sources; and (d) choosing as a most likely cause for the apparatus performance changes the sources indicated by the repeat having the fewest changes in sources which explain the apparatus performance changes and altering at least one of said apparatus and sensors to remove said one cause.

The data processing system according to claim 16, further comprising:

- input means for inputting to said apparatus different performance conditions; and
- means for measuring differences sensed by said sensing means as a result of inputting said different performance conditions.

The data processing system according to claim 16, wherein said apparatus being analyzed is a gas turbine.