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(57) ABSTRACT 

Embodiments provide a video camera that can be configured 
to highly compress video data in a visually lossless manner. 
The camera can be configured to transform blue and red 
image data in a manner that enhances the compressibility of 
the data. The data can then be compressed and stored in this 
form. This allows a user to reconstruct the red and blue data to 
obtain the original raw data for a modified version of the 
original raw data that is visually lossless when demosacied. 
Additionally, the data can be processed in a manner in which 
the green image elements are demosaiced first and then the 
red and blue elements are reconstructed based on values of the 
demosaiced green image elements. 
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VIDEO CAMERA 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of Ser. No. 
12/422,507, filed on Apr. 13, 2009, which is a continuation 
in-part of U.S. patent application Ser. No. 12/101.882, filed 
on Apr. 11, 2008, which claims benefit under 35 U.S.C. S 119 
(e) to U.S. Provisional Patent Application No. 61/017.406, 
filed Dec. 28, 2007, the entire contents of each of which are 
hereby incorporated by reference. 

BACKGROUND 

0002 1. Field of the Inventions 
0003. The present inventions are directed to digital cam 
eras, such as those for capturing still or moving pictures, and 
more particularly, to digital cameras that compress image 
data. 
0004 2. Description of the Related Art 
0005. Despite the availability of digital video cameras, the 
producers of major motion pictures and some television 
broadcast media continue to rely on film cameras. The film 
used for such provides video editors with very high resolution 
images that can be edited by conventional means. More 
recently, however, Such film is often scanned, digitized and 
digitally edited. 

SUMMARY OF THE INVENTIONS 

0006 Although some currently available digital video 
cameras include high resolution image sensors, and thus out 
put high resolution video, the image processing and compres 
sion techniques used on board Such cameras are too lossy and 
thus eliminate too much raw image data to be acceptable in 
the high end portions of the market noted above. An aspect of 
at least one of the embodiments disclosed herein includes the 
realization that video quality that is acceptable for the higher 
end portions of the markets noted above. Such as the major 
motion picture market, can be satisfied by cameras that can 
capture and store raw or Substantially raw video data having 
a resolution of at least about 2 k and at a frame rate of at least 
about 23 frames per second. 
0007 Thus, in accordance with an embodiment, a video 
camera can comprise a portable housing, and a lens assembly 
Supported by the housing and configured to focus light. A 
light sensitive device can be configured to convert the focused 
light into raw image data with a resolution of at least 2 kata 
frame rate of at least about twenty-three frames per second. 
The camera can also include a memory device and an image 
processing system configured to compress and store in the 
memory device the raw image data at a compression ratio of 
at least six to one and remain Substantially visually lossless, 
and at a rate of at least about 23 frames per second. 
0008. In accordance with another embodiment, a method 
of recording a motion video with a camera can comprise 
guiding light onto a light sensitive device. The method can 
also include converting the light received by the light sensi 
tive device into raw digital image data at a rate of at least 
greater than twenty three frames per second, compressing the 
raw digital image data, and recording the raw image data at a 
rate of at least about 23 frames per second onto a storage 
device. 
0009. In accordance with yet another embodiment, a video 
camera can comprise a lens assembly Supported by the hous 
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ing and configured to focus light and a light sensitive device 
configured to convert the focused light into a signal of raw 
image data representing the focused light. The camera can 
also include a memory device and means for compressing and 
recording the raw image data at a frame rate of at least about 
23 frames per second. 
0010. In accordance with yet another embodiment, a video 
camera can comprise a portable housing having at least one 
handle configured to allow a user to manipulate the orienta 
tion with respect to at least one degree of movement of the 
housing during a video recording operation of the camera. A 
lens assembly can comprise at least one lens Supported by the 
housing and configured to focus light at a plane disposed 
inside the housing. A light sensitive device can be configured 
to convert the focused light into raw image data with a hori 
Zontal resolution of at least 2 k and at a frame rate of at least 
about twenty three frames per second. A memory device can 
also be configured to store video image data. An image pro 
cessing system can be configured to compress and store in the 
memory device the raw image data at a compression ratio of 
at least six to one and remain Substantially visually lossless, 
and at a rate of at least about 23 frames per second. 
0011. Another aspect of at least one of the inventions 
disclosed herein includes the realization that because the 
human eye is more sensitive to green wavelengths than any 
other color, green image data based modification of image 
data output from an image sensor can be used to enhance 
compressibility of the data, yet provide a higher quality video 
image. One Such technique can include Subtracting the mag 
nitude of green light detected from the magnitudes of red 
and/or blue light detected prior to compressing the data. This 
can convert the red and/or blue image data into a more com 
pressible form. For example, in the known processes for 
converting gamma corrected RGB data to Y'CbCr, the image 
is “decorrelated, leaving most of the image data in the Y 
(a.k.a. “luma'), and as such, the remaining chroma compo 
nents are more compressible. However, the known techniques 
for converting to the Y'CbCrformat cannot be applied directly 
to Bayer pattern data because the individual color data is not 
spatially correlated and Bayer pattern data includes twice as 
much green image data as blue or red image data. The pro 
cesses of green image data Subtraction, in accordance with 
some of the embodiments disclosed herein, can be similar to 
the Y'CbCr conversion noted above in that most of the image 
data is left in the green image data, leaving the remaining data 
in a more compressible form. 
0012. Further, the process of green image data subtraction 
can be reversed, preserving all the original raw data. Thus, the 
resulting system and method incorporating Such a technique 
can provide lossless or visually lossless and enhanced com 
pressibility of Such video image data. 
0013 Thus, in accordance with an embodiment, a video 
camera can comprise a lens assembly Supported by the hous 
ing and configured to focus light and a light sensitive device 
configured to convert the focused light into a raw signal of 
image data representing at least first, second, and third colors 
of the focused light. An image processing module can be 
configured to modify image data of at least one of the first and 
second colors based on the image data of the third color. 
Additionally, the video camera can include a memory device 
and a compression device configured to compress the image 
data of the first, second, and third colors and to store the 
compressed image data on the memory device. 
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0014. In accordance with another embodiment, a method 
of processing an image can be provided. The method can 
include converting an image and into first image data repre 
senting a first color, second image data representing a second 
color, and third image data representing a third color, modi 
fying at least the first image data and the second image data 
based on the third image data, compressing the third image 
data and the modified first and second image data, and storing 
the compressed data. 
0015. In accordance with yet another embodiment, a video 
camera can comprise a lens assembly Supported by the hous 
ing and configured to focus light. A light sensitive device can 
be configured to convert the focused light into a raw signal of 
image data representing at least first, second, and third colors 
of the focused light. The camera can also include means for 
modifying image data of at least one of the first and second 
colors based on the image data of the third color, a memory 
device, and a compression device configured to compress the 
image data of the first, second, and third colors and to store the 
compressed image data on the memory device. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0016 FIG. 1 is a block diagram illustrating a system that 
can include hardware and/or can be configured to perform 
methods for processing video image data in accordance with 
an embodiment. 
0017 FIG. 2 is an optional embodiment of a housing for 
the camera schematically illustrated in FIG. 1. 
0018 FIG. 3 is a schematic layout of an image sensor 
having a Bayer Pattern Filter that can be used with the system 
illustrated in FIG. 1. 
0019 FIG. 4 is a schematic block diagram of an image 
processing module that can be used in the system illustrated in 
FIG 1. 
0020 FIG. 5 is a schematic layout of the green image data 
from the green sensor cells of the image sensor of FIG. 3. 
0021 FIG. 6 is a schematic layout of the remaining green 
image data of FIG. 5 after an optional process of deleting 
Some of the original green image data. 
0022 FIG. 7 is a schematic layout of the red, blue, and 
green image data of FIG. 5 organized for processing in the 
image processing module of FIG. 1. 
0023 FIG. 8 is a flowchart illustrating an image data trans 
formation technique that can be used with the system illus 
trated in FIG. 1. 
0024 FIG. 8A is a flowchart illustrating a modification of 
the image data transformation technique of FIG. 8 that can 
also be used with the system illustrated in FIG. 1. 
0025 FIG. 9 is a schematic layout of blue image data 
resulting from an image transformation process of FIG. 8. 
0026 FIG. 10 is a schematic layout of red image data 
resulting from an image transformation process of FIG. 8. 
0027 FIG. 11 illustrates an exemplary optional transform 
that can be applied to the image data for gamma correction. 
0028 FIG.12 is a flowchart of a control routine that can be 
used with the system of FIG. 1 to decompress and demosaic 
image data. 
0029 FIG. 12A is a flowchart illustrating a modification of 
the control routine of FIG. 12 that can also be used with the 
system illustrated in FIG. 1. 
0030 FIG. 13 is a schematic layout of green image data 
having been decompressed and demosaiced according to the 
flowchart of FIG. 12. 
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0031 FIG. 14 is a schematic layout of half of the original 
green image data from FIG. 13, having been decompressed 
and demosaiced according to the flowchart of FIG. 12. 
0032 FIG. 15 is a schematic layout of blue image data 
having been decompressed according to the flowchart of FIG. 
12. 
0033 FIG. 16 is a schematic layout of blue image data of 
FIG. 15 having been demosaiced according to the flowchart 
of FIG. 12. 
0034 FIGS. 17A-17B are flowcharts illustrating an image 
data transformation technique which includes noise removal 
that can be applied in the system illustrated in FIG. 1. 
0035 FIG. 17C is a flowchart illustrating noise removal 
routines performed by exemplary components of the system 
illustrated in FIG. 1. 
0036 FIG. 18A is a flowchart illustrating a thresholded 
median denoising routine performed by exemplary compo 
nents of the system illustrated in FIG. 1. 
0037 FIGS. 18B-18C are schematic layouts of blue, red, 
and green image data that can be used in a thresholded median 
denoising routine performed by exemplary components of 
the system in FIG. 1. 
0038 FIG. 19A is a flowchart illustrating a spatial denois 
ing routine performed by exemplary components of the sys 
tem illustrated in FIG. 1. 
0039 FIGS. 19B-19C are schematic layouts of blue, red, 
and green image data that can be used in spatial and temporal 
denoising routines performed by exemplary components of 
the system in FIG. 1. 
0040 FIGS. 19D-F illustrate exemplary weighting func 
tions that can be applied by the noise removal routines of FIG. 
18A. 
0041 FIG.20 is a flowchart illustrating a temporal denois 
ing routine performed by exemplary components of the sys 
tem illustrated in FIG. 1. 

DETAILED DESCRIPTION OF EMBODIMENTS 

0042 FIG. 1 is a schematic diagram of a camera having 
image sensing, processing, and compression modules, 
described in the context of a video camera for moving pic 
tures. The embodiments disclosed herein are described in the 
context of a video camera having a single sensor device with 
a Bayer pattern filter because these embodiments have par 
ticular utility in this context. However, the embodiments and 
inventions herein can also be applied to cameras having other 
types of image sensors (e.g., CMY Bayer as well as other 
non-Bayer patterns), other numbers of image sensors, oper 
ating on different image format types, and being configured 
for still and/or moving pictures. Thus, it is to be understood 
that the embodiments disclosed herein are exemplary but 
nonlimiting embodiments, and thus, the inventions disclosed 
herein are not limited to the disclosed exemplary embodi 
mentS. 

0043. With continued reference to FIG.1, a camera10 can 
include a body or housing 12 configured to Support a system 
14 configured to detect, process, and optionally store and/or 
replay video image data. For example, the system 14 can 
include optics hardware 16, an image sensor 18, an image 
processing module 20, a compression module 22, and a stor 
age device 24. Optionally, the camera 10 can also include a 
monitor module 26, a playback module 28, and a display 30. 
0044 FIG. 2 illustrates a nonlimiting exemplary embodi 
ment of the camera 10. As shown in FIG. 2, the optics hard 
ware 16 can be supported by the housing 12 in a manner that 
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leaves it exposed at its outer Surface. In some embodiments, 
the system 14 is supported within the housing 12. For 
example, the image sensor 18, image processing module 20, 
and the compression module 22 can be housed within the 
housing 12. The storage device 24 can be mounted in the 
housing 12. Additionally, in some embodiments, the storage 
device 24 can be mounted to an exterior of the housing 12 and 
connected to the remaining portions of the system 14 through 
any type of known connector or cable. Additionally, the Stor 
age device 24 can be connected to the housing 12 with a 
flexible cable, thus allowing the storage device 24 to be 
moved somewhat independently from the housing 12. For 
example, with Such a flexible cable connection, the storage 
device 24 can be worn on a belt of a user, allowing the total 
weight of the housing 12 to be reduced. Further, in some 
embodiments, the housing can include one or more storage 
devices 24 inside and mounted to its exterior. Additionally, 
the housing 12 can also support the monitor module 26, and 
playbook module 28. Additionally, in some embodiments, the 
display 30 can be configured to be mounted to an exterior of 
the housing 12. 
0045. The optics hardware 16 can be in the form of a lens 
system having at least one lens configured to focus an incom 
ing image onto the image sensor 18. The optics hardware 16, 
optionally, can be in the form of a multi-lens system providing 
variable Zoom, aperture, and focus. Additionally, the optics 
hardware 16 can be in the form of a lens socket supported by 
the housing 12 and configured to receive a plurality of differ 
ent types of lens systems for example, but without limitation, 
the optics hardware 16 include a socket configured to receive 
various sizes of lens systems including a 50-100 millimeter 
(F2.8)Zoom lens, an 18-50 millimeter (F2.8) Zoom lens, a 300 
millimeter (F2.8) lens, 15 millimeter (F2.8) lens, 25 millime 
ter (F1.9) lens, 35 millimeter (F1.9) lens, 50 millimeter (F1.9) 
lens, 85 millimeter (F1.9) lens, and/or any other lens. As 
noted above, the optics hardware 16 can be configured such 
that despite which lens is attached thereto, images can be 
focused upon a light-sensitive Surface of the image sensor 18. 
0046. The image sensor 18 can be any type of video sens 
ing device, including, for example, but without limitation, 
CCD, CMOS, vertically-stacked CMOS devices such as the 
Foveon R sensor, or a multi-sensor array using a prism to 
divide light between the sensors. In some embodiments, the 
image sensor 18 can include a CMOS device having about 12 
million photocells. However, other size sensors can also be 
used. In some configurations, camera 10 can be configured to 
output video at “2 k” (e.g., 2048x1152 pixels), “4 k” (e.g., 
4,096x2.540 pixels), “4.5 k” horizontal resolution or greater 
resolutions. As used herein, in the terms expressed in the 
format of xk (such as 2k and 4k noted above), the 'x' quantity 
refers to the approximate horizontal resolution. As such, “4 k” 
resolution corresponds to about 4000 or more horizontal pix 
els and “2 k” corresponds to about 2000 or more pixels. Using 
currently commercially available hardware, the sensor can be 
as small as about 0.5 inches (8 mm), but it can be about 1.0 
inches, or larger. Additionally, the image sensor 18 can be 
configured to provide variable resolution by selectively out 
putting only a predetermined portion of the sensor 18. For 
example, the sensor 18 and/or the image processing module 
can be configured to allow a user to identify the resolution of 
the image data output. 
0047. The camera 10 can also be configured to down 
sample and Subsequently process the output of the sensor 18 
to yield video output at 2K, 1080p, 720 p, or any other 
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resolution. For example, the image data from the sensor 18 
can be “windowed, thereby reducing the size of the output 
image and allowing for higher readout speeds. However, 
other size sensors can also be used. Additionally, the camera 
10 can be configured to upsample the output of the sensor 18 
to yield video output at higher resolutions. 
0048. With reference to FIGS. 1 and 3, in some embodi 
ments, the sensor 18 can include a Bayer pattern filter. As 
Such, the sensor 18, by way of its chipset (not shown) outputs 
data representing magnitudes of red, green, or blue light 
detected by individual photocells of the image sensor 18. FIG. 
3 schematically illustrates the Bayer pattern output of the 
sensor 18. In some embodiments, for example, as shown in 
FIG. 3, the Bayer pattern filter has twice as many green 
elements as the number of red elements and the number of 
blue elements. The chipset of the image sensor 18 can be used 
to read the charge on each element of the image sensor and 
thus output a stream of values in the well-known RGB format 
output. 
0049. With continued reference to FIG. 4, the image pro 
cessing module 20 optionally can be configured to format the 
data stream from the image sensor 18 in any known manner. 
In some embodiments, the image processing module 20 can 
be configured to separate the green, red, and blue image data 
into three or four separate data compilations. For example, the 
image processing module 20 can be configured to separate the 
red data into one data element, the blue data into one blue data 
element, and the green data into one green data element. For 
example, with reference to FIG. 4, the image processing 
module 20 can include a red data processing module 32, a 
blue data image processing module 34, and a first green image 
data processing module 36. 
0050. As noted above, however, the Bayer pattern data 
illustrated in FIG. 3, has twice as many green pixels as the 
other two colors. FIG. 5 illustrates a data component with the 
blue and red data removed, leaving only the original green 
image data. 
0051. In some embodiments, the camera 10 can be con 
figured to delete or omit some of the green image data. For 
example, in Some embodiments, the image processing mod 
ule 20 can be configured to delete /2 of the green image data 
so that the total amount of green image data is the same as the 
amounts of blue and red image data. For example, FIG. 6 
illustrates the remaining data after the image processing mod 
ule 20 deletes /2 of the green image data. In the illustrated 
embodiment of FIG. 6, the rows n-3, n-1, n+1, and n+3 have 
been deleted. This is merely one example of the pattern of 
green image data that can be deleted. Other patterns and other 
amounts of green image data can also be deleted. 
0052. In some alternatives, the camera 10 can be config 
ured to delete /2 of the green image data after the red and blue 
image data has been transformed based on the green image 
data. This optional technique is described below following 
the description of the Subtraction of green image data values 
from the other color image data. 
0053) Optionally, the image processing module 20 can be 
configured to selectively delete green image data. For 
example, the image processing module 20 can include a dele 
tion analysis module (not shown) configured to selectively 
determine which green image data to delete. For example, 
Such a deletion module can be configured to determine if 
deleting a pattern of rows from the green image data would 
result in aliasing artifacts, such as Moiré lines, or other visu 
ally perceptible artifacts. The deletion module can be further 
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configured to choose a pattern of green image data to delete 
that would present less risk of creating Such artifacts. For 
example, the deletion module can be configured to choose a 
green image data deletion pattern of alternating vertical col 
umns if it determines that the image captured by the image 
sensor 18 includes an image feature characterized by a plu 
rality of parallel horizontal lines. This deletion pattern can 
reduce or eliminate artifacts, such as Moiré lines, that might 
have resulted from a deletion pattern of alternating lines of 
image data parallel to the horizontal lines detected in the 
image. 
0054 However, this merely one exemplary, non-limiting 
example of the types of image features and deletion patterns 
that can be used by the deletion module. The deletion module 
can also be configured to detect other image features and to 
use other image data deletion patterns, such as for example, 
but without limitation, deletion of alternating rows, alternat 
ing diagonal lines, or other patterns. Additionally, the deletion 
module can be configured to delete portions of the other 
image data, Such as the red and blue image data, or other 
image data depending on the type of sensor used. 
0055 Additionally, the camera 10 can be configured to 
insert a data field into the image data indicating what image 
data has been deleted. For example, but without limitation, 
the camera 10 can be configured to insert a data field into the 
beginning of any video clip Stored into the storage device 24, 
indicating what data has been deleted in each of the “frames' 
of the video clip. In some embodiments, the camera can be 
configured to insert a data field into each frame captured by 
the sensor 18, indicating what image data has been deleted. 
For example, in some embodiments, where the image pro 
cessing module 20 is configured to delete /2 of the green 
image data in one deletion pattern, the data field can be as 
Small as a single bit data field, indicating whether or not 
image data has been deleted. Since the image processing 
module 20 is configured to delete data in only one pattern, a 
single bit is sufficient to indicate what data has been deleted. 
0056. In some embodiments, as noted above, the image 
processing module 20 can be configured to selectively delete 
image data in more than one pattern. Thus, the image data 
deletion field can be larger, including a sufficient number of 
values to provide an indication of which of the plurality of 
different image data deletion patterns was used. This data 
field can be used by downstream components and or pro 
cesses to determine to which spatial positions the remaining 
image data corresponds. 
0057. In some embodiments, the image processing mod 
ule can be configured to retain all of the raw green image data, 
e.g., the data shown in FIG. 5. In such embodiments, the 
image processing module can include one or more green 
image data processing modules. 
0058 As noted above, in known Bayer pattern filters, there 
are twice as many green elements as the number of red ele 
ments and the number of blue elements. In other words, the 
red elements comprise 25% of the total Bayer pattern array, 
the blue elements corresponded 25% of the Bayer pattern 
array and the green elements comprise 50% of the elements of 
the Bayer pattern array. Thus, in Some embodiments, where 
all of the green image data is retained, the image processing 
module 20 can include a second green data image processing 
module 38. AS Such, the first green data image processing 
module 36 can process half of the green elements and the 
second green image data processing module 38 can process 
the remaining green elements. However, the present inven 
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tions can be used in conjunction with other types of patterns, 
such as for example, but without limitation, CMY and 
RGBW. 

0059 FIG. 7 includes schematic illustrations of the red, 
blue and two green data components processed by modules 
32, 34, 36, and 38 (FIG. 4). This can provide further advan 
tages because the size and configuration of each of these 
modules can be about the same since they are handling about 
the same amount of data. Additionally, the image processing 
module 20 can be selectively switched between modes in 
which is processes all of the green image data (by using both 
modules 36 and 38) and modes where /2 of the green image 
data is deleted (in which it utilizes only one of modules 36 and 
38). However, other configurations can also be used. 
0060 Additionally, in some embodiments, the image pro 
cessing module 20 can include other modules and/or can be 
configured to perform other processes, such as, for example, 
but without limitation, gamma correction processes, noise 
filtering processes, etc. 
0061 Additionally, in some embodiments, the image pro 
cessing module 20 can be configured to Subtract a value of a 
green element from a value of a blue element and/or red 
element. As such, in Some embodiments, when certain colors 
are detected by the image sensor 18, the corresponding red or 
blue element can be reduced to Zero. For example, in many 
photographs, there can be large areas of black, white, or gray, 
or a color shifted from gray toward the red or blue colors. 
Thus, if the corresponding pixels of the image sensor 18 have 
sensed an area of gray, the magnitude of the green, red, and 
blue, would be about equal. Thus, if the green value is sub 
tracted from the red and blue values, the red and blue values 
will drop to Zero or near Zero. Thus, in a Subsequent compres 
sion process, there will be more Zeros generated in pixels that 
sense a black, white, or gray area and thus the resulting data 
will be more compressible. Additionally, the subtraction of 
green from one or both of the other colors can make the 
resulting image data more compressible for other reasons. 
0062. Such a technique can help achieve a higher effective 
compression ratio and yet remain visually lossless due to its 
relationship to the entropy of the original image data. For 
example, the entropy of an image is related to the amount of 
randomness in the image. The Subtraction of image data of 
one color, for example, from image data of the other colors 
can reduce the randomness, and thus reduce the entropy of the 
image data of those colors, thereby allowing the data to be 
compressed at higher compression ratios with less loss. Typi 
cally, an image is not a collection of random color values. 
Rather, there is often a certain degree of correlation between 
Surrounding picture elements. Thus, Such a subtraction tech 
nique can use the correlation of picture elements to achieve 
better compression. The amount of compression will depend, 
at least in part, on the entropy of the original information in 
the image. 
0063. In some embodiments, the magnitudes subtracted 
from a red or blue pixel can be the magnitude of the value 
output from a green pixel adjacent to the Subject red or blue 
pixel. Further, in Some embodiments, the green magnitude 
subtracted from the red or blue elements can be derived from 
an average of the Surrounding green elements. Such tech 
niques are described in greater detail below. However, other 
techniques can also be used. 
0064 Optionally, the image processing module 20 can 
also be configured to selectively subtract green image data 
from the other colors. For example, the image processing 
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module 20 can be configured to determine if subtracting 
green image data from a portion of the image data of either of 
the other colors would provide better compressibility or not. 
In this mode, the image processing module 20 can be config 
ured to insert flags into the image data indicating what por 
tions of the image data has been modified (by e.g., green 
image data Subtraction) and which portions have not been so 
modified. With Such flags, a downstream demosaicing/recon 
struction component can selectively add green image values 
back into the image data of the other colors, based on the 
status of Such data flags. 
0065 Optionally, image processing module 20 can also 
include a further data reduction module (not shown) config 
ured to round values of the red and blue data. For example, if, 
after the Subtraction of green magnitudes, the red or blue data 
is near Zero (e.g., within one or two on an 8-bit scale ranging 
from 0-255 or higher magnitudes for a higher resolution 
system). For example, the sensor 18 can be a 12-bit sensor 
outputting red, blue, and green data on a scale of 0-4095. Any 
rounding or filtering of the data performed the rounding mod 
ule can be adjusted to achieve the desired effect. For example, 
rounding can be performed to a lesser extent if it is desired to 
have lossless output and to a greater extent if some loss or 
lossy output is acceptable. Some rounding can be performed 
and still result in a visually lossless output. For example, on a 
8-bit scale, red or blue data having absolute value of up to 2 or 
3 can be rounded to 0 and still provide a visually lossless 
output. Additionally, on a 12-bit scale, red or blue data having 
an absolute value of up to 10 to 20 can be rounded to 0 and still 
provide visually lossless output. 
0066. Additionally, the magnitudes of values that can be 
rounded to zero, or rounded to other values, and still provide 
a visually lossless output depends on the configuration of the 
system, including the optics hardware 16, the image sensor 
18, the resolution of the image sensor, the color resolution 
(bit) of the image sensor 18, the types of filtering, anti-alias 
ing techniques or other techniques performed by the image 
processing module 20, the compression techniques per 
formed by the compression module 22, and/or other param 
eters or characteristics of the camera 10. 

0067. As noted above, in some embodiments, the camera 
10 can be configured to delete /2 of the green image data after 
the red and blue image data has been transformed based on the 
green image data. For example, but without limitation, the 
processor module 20 can be configured to delete /2 of the 
green image data after the average of the magnitudes of the 
Surrounding green data values have been Subtracted from the 
red and blue data values. This reduction in the green data can 
reduce throughput requirements on the associated hardware. 
Additionally, the remaining green image data can be used to 
reconstruct the red and blue image data, described in greater 
detail below with reference to FIGS. 14 and 16. 

0068. As noted above, the camera 10 can also include a 
compression module 22. The compression module 22 can be 
in the form of a separate chip or it can be implemented with 
Software and another processor. For example, the compres 
sion module 22 can be in the form of a commercially available 
compression chip that performs a compression technique in 
accordance with the JPEG 2000 standard, or other compres 
sion techniques. 
0069. The compression module can be configured to per 
form any type of compression process on the data from the 
image processing module 20. In some embodiments, the 
compression module 22 performs a compression technique 
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that takes advantage of the techniques performed by the 
image processing module 20. For example, as noted above, 
the image processing module 20 can be configured to reduce 
the magnitude of the values of the red and blue data by 
Subtracting the magnitudes of green image data, thereby 
resulting in a greater number of Zero values, as well as other 
effects. Additionally, the image processing module 20 can 
perform a manipulation of raw data that uses the entropy of 
the image data. Thus, the compression technique performed 
by the compression module 22 can be of a type that benefits 
from the presence of larger strings of Zeros to reduce the size 
of the compressed data output therefrom. 
0070 Further, the compression module 22 can be config 
ured to compress the image data from the image processing 
module 20 to result in a visually lossless output. For example, 
firstly, the compression module can be configured to apply 
any known compression technique, Such as, but without limi 
tation, JPEG 2000, Motion.JPEG, any DCT based codec, any 
codec designed for compressing RGB image data, H.264, 
MPEG4, Huffman, or other techniques. 
0071. Depending on the type of compression technique 
used, the various parameters of the compression technique 
can be set to provide a visually lossless output. For example, 
many of the compression techniques noted above can be 
adjusted to different compression rates, wherein when 
decompressed, the resulting image is better quality for lower 
compression rates and lower quality for higher compression 
rates. Thus, the compression module can be configured to 
compress the image data in a way that provides a visually 
lossless output, or can be configured to allow a user to adjust 
various parameters to obtain a visually lossless output. For 
example, the compression module 22 can be configured to 
compress the image data at a compression ratio of about 6:1, 
7:1.8:1 or greater. In some embodiments, the compression 
module 22 can be configured to compress the image data to a 
ratio of 12:1 or higher. 
0072 Additionally, the compression module 22 can be 
configured to allow a user to adjust the compression ratio 
achieved by the compression module 22. For example, the 
camera 10 can include a user interface that allows a user to 
input commands that cause the compression module 22 to 
change the compression ratio. Thus, in some embodiments, 
the camera 10 can provide for variable compression. 
0073. As used herein, the term “visually lossless” is 
intended to include output that, when compared side by side 
with original (never compressed) image data on the same 
display device, one of ordinary skill in the art would not be 
able to determine which image is the original with a reason 
able degree of accuracy, based only on a visual inspection of 
the images. 
0074. With continued reference to FIG. 1, the camera 10 
can also include a storage device 24. The storage device can 
be in the form of any type of digital storage, such as, for 
example, but without limitation, hard disks, flash memory, or 
any other type of memory device. In some embodiments, the 
size of the storage device 24 can be sufficiently large to store 
image data from the compression module 22 corresponding 
to at least about 30 minutes of video at 12 megapixel reso 
lution, 12-bit color resolution, and at 60 frames per second. 
However, the storage device 24 can have any size. 
0075. In some embodiments, the storage device 24 can be 
mounted on an exterior of the housing 12. Further, in some 
embodiments, the storage device 24 can be connected to the 
other components of the system 14 through standard commu 
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nication ports, including, for example, but without limitation, 
IEEE 1394, USB 2.0, IDE, SATA, etc. Further, in some 
embodiments, the storage device 24 can comprise a plurality 
of hard drives operating under a RAID protocol. However, 
any type of storage device can be used. 
0076. With continued reference to FIG. 1, as noted above, 
in Some embodiments, the system can include a monitor 
module 26 and a display device 30 configured to allow a user 
to view video images captured by the image sensor 18 during 
operation. In some embodiments, the image processing mod 
ule 20 can include a Subsampling system configured to output 
reduced resolution image data to the monitor module 26. For 
example, such a Subsampling system can be configured to 
output video image data to support 2K, 1080p, 720p, or any 
other resolution. In some embodiments, filters used for demo 
saicing can be adapted to also perform downsampling filter 
ing, such that downsampling and filtering can be performed at 
the same time. The monitor module 26 can be configured to 
performany type of demosaicing process to the data from the 
image processing module 20. Thereafter, the monitor module 
26 can output a demosaiced image data to the display 30. 
0077. The display 30 can be any type of monitoring 
device. For example, but without limitation, the display 30 
can be a four-inch LCD panel supported by the housing 12. 
For example, in some embodiments, the display 30 can be 
connected to an infinitely adjustable mount configured to 
allow the display 30 to be adjusted to any position relative to 
the housing 12 so that a user can view the display 30 at any 
angle relative to the housing 12. In some embodiments, the 
display 30 can be connected to the monitor module through 
any type of video cables such as, for example, an RGB or 
YCC format video cable. 

0078. Optionally, the playback module 28 can be config 
ured to receive data from the storage device 24, decompressed 
and demosaic the image data and then output the image data 
to the display 30. In some embodiments, the monitor module 
26 and the playback module 28 can be connected to the 
display through an intermediary display controller (not 
shown). As such, the display 30 can be connected with a 
single connector to the display controller. The display con 
troller can be configured to transfer data from either the 
monitor module 26 or the playback module 28 to the display 
3O. 

0079 FIG. 8 includes a flowchart 50 illustrating the pro 
cessing of image data by the camera 10. In some embodi 
ments, the flowchart 50 can represent a control routine stored 
in a memory device, such as the storage device 24, or another 
storage device (not shown) within the camera 10. Addition 
ally, a central processing unit (CPU) (not shown) can be 
configured to execute the control routine. The below descrip 
tion of the methods corresponding to the flow chart 50 are 
described in the context of the processing of a single frame of 
Video image data. Thus, the techniques can be applied to the 
processing of a single still image. These processes can also be 
applied to the processing of continuous video, e.g., frame 
rates of greater than 12, as well as frame rates of 20, 23.976, 
24, 30, 60, and 120, or other framerates between these frame 
rates or greater. 
0080. With continued reference to FIG. 8, control routine 
can begin at operation block 52. In the operation block 52, the 
camera 10 can obtain sensor data. For example, with refer 
ence to FIG. 1, the image sensor 18, which can include a 
Bayer Sensor and chipset, can output image data. 
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I0081 For example, but without limitation, with reference 
to FIG. 3, the image sensor can comprise a CMOS device 
having a Bayer pattern filter on its light receiving Surface. 
Thus, the focused image from the optics hardware 16 is 
focused on the Bayer pattern filter on the CMOS device of the 
image sensor 18. FIG. 3 illustrates an example of the Bayer 
pattern created by the arrangement of Bayer pattern filter on 
the CMOS device. 
0082 In FIG. 3, column m is the fourth column from the 
left edge of the Bayer pattern and row n is the fourth row from 
the top of the pattern. The remaining columns and rows are 
labeled relative to column mand row n. However, this layout 
is merely chosen arbitrarily for purposes of illustration, and 
does not limitany of the embodiments or inventions disclosed 
herein. 
I0083. As noted above, known Bayer pattern filters often 
include twice as many green elements as blue and red ele 
ments. In the pattern of FIG. 5, blue elements only appear in 
rows n-3, n-1, n+1, and n+3. Red elements only appear in 
rows n-2, n, n+2, and n+4. However, green elements appear 
in all rows and columns, interspersed with the red and blue 
elements. 
I0084 Thus, in the operation block 52, the red, blue, and 
green image data output from the image sensor 18 can be 
received by the image processing module 20 and organized 
into separate color data components, such as those illustrated 
in FIG. 7. As shown in FIG. 7, and as described above with 
reference to FIG. 4, the image processing module 20 can 
separate the red, blue, and green image data into four separate 
components. FIG. 7 illustrates two green components (Green 
1 and Green 2), a blue component, and a red component. 
However, this is merely one exemplary way of processing 
image data from the image sensor 18. Additionally, as noted 
above, the image processing module 20, optionally, can arbi 
trarily or selectively delete /2 of the green image data. 
I0085. After the operation block 52, the flowchart 50 can 
move on to operation block 54. In the operation block 56, the 
image data can be further processed. For example, optionally, 
any one or all of the resulting data (e.g., green 1, green 2, the 
blue image data from FIG. 9, and the red image data from 
FIG. 10) can be further processed. 
I0086 For example, the image data can be pre-emphasized 
or processed in other ways. In some embodiments, the image 
data can be processed to be more (mathematically) non-lin 
ear. Some compression algorithms benefit from performing 
Such a linearization on the picture elements prior to compres 
Sion. However, other techniques can also be used. For 
example, the image data can be processed with a linear curve, 
which provides essentially no emphasis. 
I0087. In some embodiments, the operation block 54 can 
process the image data using curve defined by the function 
y=x 0.5. In some embodiments, this curve can be used where 
the image data was, for example but without limitation, float 
ing point data in the normalized 0-1 range. In other embodi 
ments, for example, where the image data is 12-bit data, the 
image can be processed with the curvey=(X/4095)0.5. Addi 
tionally, the image data can be processed with other curves, 
such as y=(x+c)Ag where 0.01<g<1 and c is an offset, which 
can be 0 in Some embodiments. Additionally, log curves can 
also be used. For example, curves in the form y=A log 
(B*x+C) where A, B, and C are constants chosen to provide 
the desired results. Additionally, the above curves and pro 
cesses can be modified to provide more linear areas in the 
vicinity of black, similar to those techniques utilized in the 
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well-known Rec709 gamma curve. In applying these pro 
cesses to the image data, the same processes can be applied to 
all of the image data, or different processes can be applied to 
the different colors of image data. However, these are merely 
exemplary curves that can be used to process the image data, 
or curves or transforms can also be used. Additionally, these 
processing techniques can be applied using mathematical 
functions such as those noted above, or with Look Up Tables 
(LUTs). Additionally, different processes, techniques, or 
transforms can be used for different types of image data, 
different ISO settings used during recording of the image 
data, temperature (which can affect noise levels), etc. 
I0088. After the operation block 54, the flowchart 50 can 
move to an operation block 56. In the operation block 56, the 
red and blue picture elements can be transformed. For 
example, as noted above, green image data can be subtracted 
from each of the blue and red image data components. In 
Some embodiments, a red or blue image data value can be 
transformed by Subtracting a green image data value of at 
least one of the green picture elements adjacent to the red or 
blue picture element. In some embodiments, an average value 
of the data values of a plurality of adjacent green picture 
elements can be subtracted from the red or blue image data 
value. For example, but without limitation, average values of 
2, 3, 4, or more green image data values can be calculated and 
subtracted from red or blue picture elements in the vicinity of 
the green picture elements. 
0089 For example, but without limitation, with reference 
to FIG. 3, the raw output for the red element R is 
Surrounded by four green picture elements G-2s, G-2, 
Gas-2, and G-2-1. Thus, the red element R-22 can be 
transformed by subtracting the average of the values of the 
Surrounding green element as follows: 

0090 Similarly, the blue elements can be transformed in a 
similar manner by Subtracting the average of the Surrounding 
green elements as follows: 

n+1)/4 (2) 

0091 FIG. 9 illustrates a resulting blue data component 
where the original blue raw data B, is transformed, the 
new value labeled as B', (only one value in the compo 
nent is filled in and the same technique can be used for all the 
blue elements). Similarly, FIG. 10 illustrates the red data 
component having been transformed in which the trans 
formed red element R-22 is identified as R-2-2. In this 
state, the image data can still be considered "raw data. For 
example, the mathematical process performed on the data are 
entirely reversible such that all of the original values can be 
obtained by reversing those processes. 
0092. With continued reference to FIG. 8, after the opera 
tion block 56, the flowchart 50 can move on to an operation 
block 58. In the operation block 58, the resulting data, which 
is raw or can be substantially raw, can be further compressed 
to using any known compression algorithm. For example, the 
compression module 22 (FIG. 1) can be configured to per 
form Such a compression algorithm. After compression, the 
compressed raw data can be stored in the storage device 24 
(FIG. 1). 
0093 FIG. 8A illustrates a modification of the flowchart 
50, identified by the reference numeral 50'. Some of the steps 
described above with reference to the flowchart 50 can be 
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similar or the same as Some of the corresponding steps of the 
flowchart 50' and thus are identified with the same reference 
numerals. 
0094. As shown in FIG. 8A, the flowchart 50', in some 
embodiments, can optionally omit operation block 54. In 
some embodiments, the flowchart 50' can also include an 
operation block 57 in which a look up table can be applied to 
the image data. For example, an optional look-up table, rep 
resented by the curve of FIG. 11, can be used to enhance 
further compression. In some embodiments, the look-up table 
of FIG. 11 is only used for the green picture elements. In other 
embodiments, the look-up table can also be used for red and 
blue picture elements. The same look-up table may be used 
for the three different colors, or each color may have its own 
look-up table. Additionally, processes other than that repre 
sented by the curve of FIG. 11 can also be applied. 
0.095 By processing the image data in the manner 
described above with reference to FIGS. 8 and 8A, it has been 
discovered that the image data from the image sensor 18 can 
be compressed by a compression ratio of 6 to 1 or greater and 
remain visually lossless. Additionally, although the image 
data has been transformed (e.g., by the Subtraction of green 
image data) all of the raw image data is still available to an end 
user. For example, by reversing certain of the processes, all or 
Substantially all of the original raw data can be extracted and 
thus further processed, filtered, and/or demosaiced using any 
process the user desires. 
(0096. For example, with reference to FIG. 12, the data 
stored in the storage device 24 can be decompressed and 
demosaiced. Optionally, the camera 10 can be configured to 
perform the method illustrated by flowchart 60. For example, 
but without limitation, the playback module 28 can be con 
figured to perform the method illustrated by flowchart 60. 
However, a user can also transfer the data from the storage 
device 24 into a separate workStation and apply any or all of 
the steps and/or operations of the flowchart 60. 
0097. With continued reference to FIG. 12, the flowchart 
60 can begin with the operation block 62, in which the data 
from the storage device 24 is decompressed. For example, the 
decompression of the data in operation block 62 can be the 
reverse of the compression algorithm performed in opera 
tional block 58 (FIG. 8). After the operation block 62, the 
flowchart 60 can move on to an operation block 64. 
0098. In the operation block 64, a process performed in 
operation block 56 (FIG. 8) can be reversed. For example, the 
inverse of the curve of FIG. 11 or the inverse of any of the 
other functions described above with reference to operation 
block 56 of FIGS. 8 and 8A, can be applied to the image data. 
After the operation block 64, the flowchart 60 can move on to 
a step 66. 
0099. In the operation block 66, the green picture elements 
can be demosaiced. For example, as noted above, all the 
values from the data components Green 1 and/or Green 2 
(FIG. 7) can be stored in the storage device 24. For example, 
with reference to FIG. 5, the green image data from the data 
components Green 1, Green 2 can be arranged according to 
the original Bayer pattern applied by the image sensor 18. The 
green data can then be further demosaiced by any known 
technique. Such as, for example, linear interpolation, bilinear, 
etc 

0100 FIG. 13 illustrates an exemplary layout of green 
image data demosaiced from all of the raw green image data. 
The green image elements identified with the letter G, repre 
sent original raw (decompressed) image data and the ele 
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ments identified with “DG' represent elements that were 
derived from the original data through the demosaic process. 
This nomenclature is used with regard to the below descrip 
tions of the demosaicing process for the other colors. FIG. 14 
illustrates an exemplary image data layout for green image 
data demosaiced from "/2 of the original green image data. 
0101. With continued reference to FIG. 12, the flowchart 
60 can, after the operation block 66, move on to an operation 
block 68. In the operation block 68, the demosaiced green 
image data can be further processed. For example, but with 
out limitation, noise reduction techniques can be applied to 
the green image data. However, any other image processing 
technique, such as anti-aliasing techniques, can also be 
applied to the green image data. After the operation block 68, 
the flowchart 60 can move on to an operation block 70. 
0102. In the operation block 70, the red and blue image 
data can be demosaiced. For example, firstly, the blue image 
data of FIG. 9 can be rearranged according to the original 
Bayer pattern (FIG. 15). The surrounding elements, as shown 
in FIG. 16, can be demosaiced from the existing blue image 
data using any known demosaicing technique, including lin 
ear interpolation, bilinear, etc. As a result of demosaicing 
step, there will be blue image data for every pixel as shown in 
FIG. 16. However, this blue image data was demosaiced 
based on the modified blue image data of FIG. 9, i.e., blue 
image data values from which green image data values were 
subtracted. 
0103) The operation block 70 can also include a demosa 
icing process of the red image data. For example, the red 
image data from FIG. 10 can be rearranged according to the 
original Bayer pattern and further demosaiced by any known 
demosaicing process such as linear interpolation, bilinear, 
etc 

0104. After the operation block 70, the flowchart can move 
on to an operation block 72. In the operation block 72, the 
demosaiced red and blue image data can be reconstructed 
from the demosaiced green image data. 
0105. In some embodiments, each of the red and blue 
image data elements can be reconstructed by adding in the 
green value from co-sited green image element (the green 
image element in the same column 'm' and row “n” position). 
For example, after demosaicing, the blue image data includes 
a blue element value DB-2-2. Because the original Bayer 
pattern of FIG. 3 did not include a blue element at this posi 
tion, this blue value DB-22 was derived through the demo 
saicing process noted above, based on, for example, blue 
values from any one of the elements B-sis, B-1s, Bs, 
n-1, and B, or by any other technique or other blue image 
elements. As noted above, these values were modified in 
operation block 54 (FIG. 8) and thus do not correspond to the 
original blue image data detected by the image sensor 18. 
Rather, an average green value had been Subtracted from each 
of these values. Thus, the resulting blue image data DB, 
also represents blue data from which green image data has 
been subtracted. Thus, in one embodiment, the demosaiced 
green image data for element DG, can be added to the 
blue image value DB, thereby resulting in a recon 
structed blue image data value. 
0106. In some embodiments, optionally, the blue and/or 
red image data can first be reconstructed before demosaicing. 
For example, the transformed blue image data B", can be 
first reconstructed by adding the average value of the Sur 
rounding green elements. This would result in obtaining or 
recalculating the original blue image data B This pro n-la-l 
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cess can be performed on all of the blue image data. Subse 
quently, the blue image data can be further demosaiced by any 
known demosaicing technique. The red image data can also 
be processed in the same or similar manners. 
01.07 FIG. 12A illustrates a modification of the flowchart 
60, identified by the reference numeral 60'. Some of the steps 
described above with reference to the flowchart 60 can be 
similar or the same as Some of the corresponding steps of the 
flowchart 60' and thus are identified with the same reference 
numerals. 
0108. As shown in FIG.12A, the flow chart 60' can include 
the operation block 68 following operation block 62. In 
operation block 68', a noise reduction technique can be per 
formed on the image data. For example, but without limita 
tion, noise reduction techniques can be applied to the green 
image data. However, any other image processing technique, 
Such as anti-aliasing techniques, can also be applied to the 
green image data. After operation block 68, the flow chart can 
move on to operation block 70' 
0109. In operation block 70', the image data can be demo 
saiced. In the description set forth above with reference to 
operation blocks 66 and 70, the green, red, and blue image 
data can be demosacied in two steps. However, in the present 
flow chart 60', the demosaicing of all three colors of image 
data is represented in a single step, although the same demo 
saicing techniques described above can be used for this demo 
saicing process. After the operation block 70', the flow chart 
can move on to operation block 72, in which the red and blue 
image data can be reconstructed, and operation block 64 in 
which an inverse look-up table can be applied. 
0110. After the image data has been decompressed and 
processed according to either of the flow charts 70 or 70', or 
any other Suitable process, the image data can be further 
processed as demosaiced image data. 
0111. By demosaicing the green image data before recon 
structing the red and blue image data, certain further advan 
tages can be achieved. For example, as noted above, the 
human eye is more sensitive to green light. Demosiacing and 
processing the green image data optimize the green image 
values, to which the human eye is more sensitive. Thus, the 
Subsequent reconstruction of the red and blue image data will 
be affected by the processing of the green image data. 
0112 Additionally, Bayer patterns have twice as many 
green elements as red and blue elements. Thus, in embodi 
ments where all of the green data is retained, there is twice as 
much image data for the green elements as compared to either 
the red or blue image data elements. Thus, the demosaicing 
techniques, filters, and other image processing techniques 
resultina better demosaiced, sharpened, or otherwise filtered 
image. Using these demosaiced values to reconstruct and 
demosaic the red and blue image data transfers the benefits 
associated with the higher resolution of the original green 
data to the process, reconstruction, and demosaicing of the 
red and blue elements. As such, the resulting image is further 
enhanced. 

0113 FIGS. 17A-B illustrate a modification of the flow 
chart 50 of FIG. 8A which includes a stage of noise removal. 
The exemplary method may be stored as a process accessible 
by the image processing module 20, compression module 22, 
and/or other components of the camera 10. Some of the steps 
described above with reference to the flowchart 50 can be 
similar or the same as Some of the corresponding steps of the 
flowcharts in FIGS. 17A-17B, and thus are identified with the 
same reference numerals. 
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0114. As shown in FIGS. 17A-17B, in some embodi 
ments, operation block 170 can be included in which denois 
ing is applied to the image data. The denoising step can 
include noise removal techniques, such as spatial denoising 
where a single image frame is used for noise Suppression in a 
pixel or picture element. Temporal denoising methods that 
use multiple image frames for noise correction can also be 
employed, including motion adaptive, semi-motion adaptive, 
or motion compensative methods. Additionally, other noise 
removal methods can be used to remove noise from images or 
a video signal, as described in greater detail below with ref 
erence to FIGS. 17C and FIGS. 18-20. 
0115. In some embodiments, the denoising stage illus 
trated in operation block 170 can occur before compression in 
operation block 58. Removing noise from data prior to com 
pression can be advantageous because it can greatly improve 
the effectiveness of the compression process. In some 
embodiments, noise removal can be done as part of the com 
pression process in operation block 58. 
0116. As illustrated in FIGS. 17A-17B, operation block 
170 can occur at numerous points in the image data transfor 
mation process. For example, denoising can be applied after 
step 52 to raw image data from an image sensor prior to 
transformation; or to Bayer pattern data after the transforma 
tion in operation block 56. In some embodiments, denoising 
can be applied before or after the pre-emphasis of data that 
occurs in operation block 54. Of note, denoising data before 
pre-emphasis can be advantageous because denoising can 
operate more effectively on perceptually linear data. In addi 
tion, in exemplary embodiments, green image data can be 
denoised before operation block 56 to minimize noise during 
the transformation process of red and blue picture elements in 
operation block 56. 
0117 FIG. 17C includes a flowchart illustrating the mul 
tiple stages of noise removal from image data. In some 
embodiments, the flowchart can represent a noise removal 
routine stored in a memory device, such as the storage device 
24, or another storage device (not shown) within the camera 
10. Additionally, a central processing unit (CPU) (not shown) 
can be configured to execute the noise removal routine. 
Depending on the embodiment, certain of the blocks 
described below may be removed, others may be added, and 
the sequence of the blocks may be altered. 
0118 With continued reference to FIG. 17C, the noise 
removal routine can begin at operation block 172. In the 
operation block 172, thresholded median denoising is 
applied. Thresholded median denoising can include calculat 
ing a median (or average) using pixels Surrounding or neigh 
boring a current pixel being denoised in an image frame. A 
threshold value can be used to determine whether or not to 
replace the current pixel with the median. This can be advan 
tageous for removing spiky noise, such as a pixel that is much 
brighter or darker than its surrounding pixels. When thresh 
olded median denoising is applied to green picture elements 
prior to transforming red and blue picture elements based on 
the green picture elements, noise reduction can be greatly 
improved. 
0119 For example, in one embodiment, the thresholded 
median denoising may employ a 3x3 median filter that uses a 
sorting algorithm to Smooth artifacts that may be introduced, 
for example, by defect management algorithms applied and 
temporal noise. These artifacts are generally manifested as 
salt-and-pepper noise and the median filter may be useful for 
removing this kind of noise. 
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0.120. As noted, a threshold can be used in thresholded 
median denoising to determine whether or not a pixel should 
be replaced depending on a metric that measures the similar 
ity or difference of a pixel relative to the median value. For 
example, assuming neighboring green pixels G1 and G2 can 
be treated as if they are from the same sample. The thresh 
olded median denoising may employ the following algorithm 
which is expressed in the form of pseudocode for illustrative 
purposes: 

Difference = abs(Gamma(Pixel Value) - Gamma(Median Value)) 
If (Difference < Threshold), Choose Pixel Value 
Else, Choose Median Value 

I0121 One skilled in the art will recognize that thresholded 
median denoising may employ other types of algorithms. For 
example, the threshold value may be a static value that is 
predetermined or calculated. Alternatively, the threshold 
value may be dynamically determined and adjusted based on 
characteristics of a current frame, characteristics of one or 
more previous frames, etc. 
I0122) Moving to block 174, spatial denoising is applied to 
the image data. Spatial denoising can include using picture 
elements that neighbor a current pixel (e.g. are within spatial 
proximity) in an image or video frame for noise removal. In 
Some embodiments, a weighting function that weights the 
Surrounding pixels based on their distance from the current 
pixel, brightness, and the difference in brightness level from 
the current pixel can be used. This can greatly improve noise 
reduction in an image frame. Of note, spatial denoising can 
occur on the transformed red, blue, and green pixels after 
pre-emphasis in some embodiments. 
I0123 Continuing to block 176, temporal denoising is 
applied to the image data. Temporal denoising can include 
using data from several image or video frames to remove 
noise from a current frame. For example, a previous frame or 
a cumulative frame can be used to remove noise from the 
current frame. The temporal denoising process can, in some 
embodiments, be used to remove shimmer. In some embodi 
ments, motion adaptive, semi-motion adaptive, and motion 
compensative methods can be employed that detect pixel 
motion to determine the correct pixel values from previous 
frames. 
0.124 FIG. 18A illustrates embodiments of a flowchart of 
an exemplary method of median thresholded denoising. The 
exemplary method may be stored as a process accessible by 
the image processing module 150 and/or other components of 
the camera 10. Depending on the embodiment, certain of the 
blocks described below may be removed, others may be 
added, and the sequence of the blocks may be altered. 
0.125 Beginning in block 180, a median (or in some 
embodiments, an average) of pixels Surrounding a current 
pixel in an image frame is computed. A sample of pixels of 
various sizes can be selected from the image or video frame to 
optimize noise reduction, while balancing limitations in the 
underlying hardware of the camera 10. For example, FIG. 
18B shows the sample kernel size for red and blue data pixels, 
while FIG. 18C shows the sample size for green data pixels. 
In both FIGS. 18B-18C, the sample size is 9 points for red (R), 
blue (B), and green (G1 or G2) image data. 
I0126. Of note, FIG. 18B shows the pattern of pixels used 
to calculate the median for red and blue pixels. As shown, in 
FIG. 18B the sample of pixels used for red and blue data 
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maintains a square shape. However, as can be seen in FIG. 
18C, the sample of pixels used for green data has a diamond 
shape. Of note, different sample shapes and sizes can be 
selected depending on the format of the image data and other 
constraints. 

0127. With continued reference to FIG. 18A, after opera 
tion block 180, the flowchart moves on to block 182. In block 
182, the value of the current pixel is compared to the median. 
Moving to block 184, if the current pixel deviates (for 
example, the absolute difference) from the median by more 
than a threshold value, then in block 186 the current pixel is 
replaced with the median value. However, in block 188, if the 
current pixel does not deviate from the median by more than 
a threshold value, the current pixel value is left alone. 
0128. In some embodiments, the value of the computed 
median or threshold can vary depending on whether the cur 
rent pixel being denoised is in a dark or bright region. For 
example, when the pixel values correspond to linear light 
sensor data, a weight can be applied to each of the Surround 
ing pixels so that the end result is not skewed based on 
whether the current pixel is in a bright or dark region. Alter 
natively, a threshold value can be selected depending on the 
brightness of the calculated median or current pixel. This can 
eliminate excessive noise removal from pixels in shadow 
regions of a frame during the denoising process. 
0129 FIG. 19A illustrates an exemplary method of spatial 
noise removal from a frame of image or video data. The 
exemplary method may be stored as a process accessible by 
the image processing module 20, compression module 22, 
and/or other components of the camera 10. Depending on the 
embodiment, certain of the blocks described below may be 
removed, others may be added, and the sequence of the blocks 
may be altered. 
0130. Beginning in operation block 190, a current pixel in 
an image frame are selected and checked against a threshold 
to determine whether the current pixel exceeds a noise thresh 
old. An artisan will recognize that a variety of techniques can 
be used to determine whether the current pixel exceeds a 
noise threshold, including those described with respect to 
FIG. 18A and others herein. 
0131 Continuing to block 192, a set of pixels that neigh 
bor the current pixel is selected and a spatial function is 
applied to the neighboring pixels. FIGS. 19B-19C illustrate 
sample layouts of surrounding blue, red, and green pixels that 
can be used as data points to supply as input to the spatial 
function. In FIG. 19B, a sample kernel with 21 taps or points 
of red image data is shown. As can be seen in FIG. 19B, the 
sample has a Substantially circular patternand shape. Of note, 
a sampling of points similar to that in FIG. 19B can be used 
for blue picture elements. 
0.132. In FIG. 19C, a sampling of data points that neighbor 
a current pixel with green data is shown. As shown, the 
sample includes 29 data points that form a substantially cir 
cular pattern. Of note, FIGS. 19B-19C illustrate exemplary 
embodiments and other numbers of data points and shapes 
can be selected for the sample depending on the extent of 
noise removal needed and hardware constraints of camera10. 

0.133 With further reference to block 192, the spatial func 
tion typically weights pixels Surrounding the current pixel 
being denoised based on the difference in brightness levels 
between the current pixel and the Surrounding pixel, the 
brightness level of the current pixel, and the distance of the 
Surrounding pixel from the current pixel. In some embodi 
ments, some or all three of the factors described (as well as 
others) can be used by the spatial function to denoise the 
current pixel. 
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0.134. In some embodiments, the absolute difference 
between the brightness level of the current pixel being 
denoised and each of the neighboring pixels can be calculated 
to determine the strength of the denoise for each neighboring 
pixel. Alternatively, as shown in FIG. 19D, an exemplary 
weight function that applies a bilateral filter can be applied to 
achieve this effect. In FIG. 19D, the current pixel is provided 
as theX input to the weight function and the Surrounding pixel 
is provided as they input. As can be seen in FIG. 19D, the 
weight function can be generally symmetrical about the X 
axis. The right side of the weight function can include 3 line 
segments. Depending on which line segment the current pixel 
and Surrounding pixel fall, the result of the weight function 
can result in one of three values. In some embodiments, the 
endpoints of the weight function (x0,y0) and (x3, y3) can be 
fixed at the coordinates (0, 1) and (1, 0), respectively. The 
coordinates of the two middle points (x1, y1) and (y2, X2) can 
be programmable. Of note, a combination of a fixed and 
programmable arrangement of coordinates can reduce com 
putation time while still providing accuracy. In some embodi 
ments, weight functions that have substantially similar prop 
erties as the exemplary function of FIG. 19D can also be used. 
I0135. As previously described, the brightness level of the 
current pixel being denoised can also be used by the spatial 
function to denoise the current pixel. FIGS. 19E-19F illus 
trate exemplary weighting functions that can be used to adjust 
the spatial denoising function to account for darker regions of 
an image. Generally, the curve shown in FIG. 19E can be 
represented by the function:Y=X'. The curve shown in FIG. 
19F can be generally represented by the function Y=(/3). 
Both FIGS. 19E-19F receive the brightness (or absolute 
brightness) of the pixel being denoised as input X, and output 
a weighted brightness value as y. In some embodiments, 
curve families having Substantially similar properties can also 
be used. 
0.136. With continued to reference to block 192, the dis 
tance of each Surrounding pixel from the current pixel being 
denoised can also be used to control how strong the denoise 
effectis. In exemplary embodiments, FIGS. 19B-19C, both of 
which have been previously described, can be used to sepa 
rate the neighboring pixels into two groups based on their 
distance from the current pixel. Depending on which group 
the neighboring pixel falls in, it can be given a certain weight 
in the spatial denoise function. For example, pixels further 
away from the current pixel can be weighted less, whereas, 
pixels closer to the current pixel can be weighted more 
heavily. In some embodiments, three or more groups can be 
used to differentiate neighboring pixels based on distance. 
0.137 Continuing to operation block 192, the spatial func 
tion finishes calculating a denoised pixel value for the current 
pixel that weights Surrounding pixels based on the difference 
in brightness levels between the current pixel and each sur 
rounding pixel, the brightness level of the current pixel, and 
the distance of each Surrounding pixel from the current pixel. 
After the denoised pixel value is calculated the current pixel 
is set to the denoised pixel value. 
0.138 FIG.20 illustrates an exemplary method oftemporal 
noise removal from a frame of video or image data. The 
exemplary method may be stored as a process accessible by 
the image processing module 20, compression module 22, 
and/or other components of the camera 10. Depending on the 
embodiment, certain of the blocks described below may be 
removed, others may be added, and the sequence of the blocks 
may be altered. 
0.139 Beginning in operation block 200, a current pixel in 
an image frame is selected and checked against a threshold to 
determine whether the current pixel exceeds a noise thresh 
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old. An artisan will recognize that a variety of techniques can 
be used to determine whether the current pixel exceeds a 
noise threshold, including those described with respect to 
FIG. 18A and others herein. 
0140 Moving to block 202, a previous frame that is spa 

tially denoised is obtained. For example, after the denoising 
routine of FIG. 19A is run on a previous frame that frame can 
be selected. Alternatively, a cumulative frame or a prior frame 
that is not yet denoised can be used. 
0141 Continuing to block 204, the temporal function 
weights pixels surrounding the current pixel being denoised 
from the previous frame(s) based on the difference in bright 
ness levels between the current pixel and the Surrounding 
pixels, the brightness level of the current pixel, and the dis 
tance of the Surrounding pixels from the current pixel. In 
some embodiments, some or all three of the factors described 
(as well as others) can be used by the temporal function to 
denoise the current pixel. 
0142. With further reference to block 204, a set of pixels 
that neighbor the current pixel in the previous frame are 
selected and a temporal function is applied to the neighboring 
pixels. Previously described FIGS. 19B-19C which illustrate 
sample layouts of surrounding blue, red, and green pixels in a 
previous frame can be used as data points in the temporal 
function, in addition to the current pixel being denoised in the 
current frame. In addition, previously described FIG. 19D 
which illustrates a weight function to determine the strength 
of the denoise for each neighboring pixel based on its bright 
ness level can also be used. In some embodiments, a distance 
weighting function that weights surrounding pixels in the 
previous frame based on their distance from the current pixel 
can be used to control how the strong the denoising effect is. 
The brightness level of the current pixel being denoised can 
also be used, in some embodiments, by the temporal function. 
FIGS. 19E-19F illustrate exemplary weighting functions that 
can be used to adjust the temporal denoising function to 
account for darker regions of an image. Of note, other curves 
and families of curves can be used. 
0143 Continuing to operation block 206, the spatial func 
tion finishes calculating a denoised pixel value for the current 
pixel that weights Surrounding pixels from the previous frame 
based on the difference in brightness levels between the cur 
rent pixel in the current frame and each surrounding pixel, the 
brightness level of the current pixel, and the distance of the 
Surrounding pixel from each current pixel. After the denoised 
pixel value is calculated, the current pixel can be set to the 
denoised pixel value. 
What is claimed is: 
1. A video camera comprising: 
a portable housing: 
a lens assembly supported by the housing and configured to 

receive light; 
a light sensitive device configured to convert the light into 

digital raw image data with a resolution of at least 2 kat 
a frame rate of at least about 23 frames per second; 

a memory device Supported by the housing; and 
an image processing system configured to perform a pre 

emphasis function on the digital raw image data, to 
compress the digital raw image data after performing the 
pre-emphasis function Such that the digital raw image 
data remains substantially visually lossless upon 
decompression, and to store the compressed digital raw 
image data in the memory device at a rate of at least 
about 23 frames per second. 
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2. A video camera as in claim 1, wherein the pre-emphasis 
function comprises a curve defined by the function y=(x+c) 
g, where 0.01sgs 1 and c is an offset. 
3. A video camera as in claim 1, wherein the pre-emphasis 

function comprises a curve defined by the function y=(x)0.5. 
4. A video camera as in claim 1, wherein the digital raw 

image data is 12-bit data and the pre-emphasis function com 
prises a curve defined by the function y=(X/4095)0.5. 

5. A video camera as in claim 1, wherein the pre-emphasis 
function comprises a log curve. 

6. A video camera as in claim 5, wherein the log curve is in 
the formy=A log (BX-C), where A, B, and Care constants. 

7. A video camera as in claim 1, wherein the image pro 
cessing system is configured to process the digital raw image 
data to provide increased linear areas in the vicinity of black 
using the pre-emphasis function. 

8. A video camera as in claim 1, wherein the pre-emphasis 
function comprises a gamma curve. 

9. A video camera as in claim 8, wherein the gamma curve 
is a Rec709 gamma curve. 

10. A video camera as in claim 1, wherein the image pro 
cessing system is configured to perform the pre-emphasis 
using a look up table. 

11. A video camera as in claim 1, wherein the digital raw 
image data represents a first, second and third color and the 
image processing system is configured to, before compres 
Sion, modify the image data representing at least one of the 
first and second colors based on an average of values of 
selected image data of the third color. 

12. A video camera as in claim 1, wherein the digital raw 
image data represents a first, second and third color and the 
image processing system is configured to, before compres 
Sion, modify the image data representing at least one of the 
first and second colors based on image data representing the 
third color and using a correlation between Surrounding pic 
ture elements. 

13. A video camera as in claim 12, wherein image process 
ing system is configured to calculate an average of values of 
image data of the third color from at least two sensor cells 
surrounding a sensor cell of the first color and to subtract the 
average of values from a value of the image data from the 
sensor cell of the first color. 

14. A video camera as in claim 12, wherein the image 
processing system is configured to pre-emphasize the image 
data before modifying the image data. 

15. A video camera as in claim 12, wherein the image 
processing system is configured to pre-emphasize the image 
data after modifying the image data. 

16. A video camera as in claim 1, wherein the image pro 
cessing system is further configured to perform a denoising 
function on the raw image data before performing the pre 
emphasis function and prior to compression. 

17. A video camera as in claim 16, wherein the denoising 
function comprises spatial denoising. 

18. A video camera as in claim 1, wherein the image pro 
cessing system is further configured to perform a denoising 
function on the raw image data after performing the pre 
emphasis function and prior to compression. 

19. A video camera as in claim 1, wherein the compression 
is at a ratio of at least about 6:1. 

20. A video camera as in claim 1, wherein the image pro 
cessing system comprises a compression chip that performs 
the compression of the raw image data within the camera. 
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