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APPARATUS AND METHOD FORSCALABLE 
AND FLEXBLE TABLE SEARCH INA 

NETWORKSWITCH 

TECHNICAL FIELD 

0001. The present application relates to communications 
in network environments. More particularly, the present 
invention relates to performing table searches in a high speed 
network processing unit. 

BACKGROUND 

0002 Network switches/switching units are at the core of 
any communication network. A network Switch typically has 
one or more input ports and one or more output ports, wherein 
data/communication packets are received at the input ports, 
processed by the network Switch through multiple packet 
processing stages, and routed by the network Switch to other 
network devices from the output ports according to control 
logic of the network switch. 
0003 Table search has been widely adopted for the control 
logic of the network switch, wherein the network switch 
performs search/lookup operations on the tables stored in the 
memory of the Switch for each incoming packet and takes 
actions as instructed by the table search results or takes a 
default action in case of a table search miss. Examples of the 
table search performed in the network switch include but are 
not limited to: hashing for a Media Access Control (MAC) 
address look up, Longest-Prefix Matching (LPM) for Internet 
Protocol (IP) routing, wild card matching (WCM) for an 
Access Control List (ACL) and direct memory access for 
control data. The table search in the network switch allows 
management of network services by decoupling decisions 
about where traffic/packets are sent (i.e., the control plane of 
the switch) from the underlying systems that forwards the 
packets to the selected destination (i.e., the data plane of the 
switch), which is especially important for Software Defined 
Networks (SDN). 
0004 Traditionally, table search are performed by fixed 
function packet processing pipeline having multiple stages in 
the network switch, wherein each fixed function packet pro 
cessing stage in the pipeline has its own dedicated memory to 
store the tables to be accessed by the fixed function packet 
processing stage. The memory dedicated to one fixed func 
tion packet processing stage cannot be accessed by other fixed 
function packet processing stage and any change to the tables 
and/or the fixed function packet processing pipeline would 
require redesign of the network switch. Some network switch 
adopts flexible packet processing, where a logical table can be 
stored across multiple physical memories assigned to differ 
ent flexible function packet processing stages in the pipeline 
and accessed by a single flexible function packet processing 
stage. Some network Switch with flexible packet processing 
capabilities further adopts a centralized memory pool, where 
a plurality of flexible memory pools are grouped together via 
interconnects on the network Switch and can be accessed by 
any of the flexible function packet processing stages. 
0005. The foregoing examples of the related art and limi 
tations related therewith are intended to be illustrative and not 
exclusive. Other limitations of the related art will become 
apparent upon a reading of the specification and a study of the 
drawings. 
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SUMMARY 

0006. A network switch comprises a packet processing 
pipeline including a plurality of packet processing clusters 
configured to process a received packet through multiple 
packet processing stages based on table search/lookup 
results. The network switch further includes a plurality of 
search logic units each corresponding one of the plurality of 
packet processing clusters, wherein each of the search logic 
units is configured to convert a unified search request of a 
table from its corresponding packet processing cluster to a 
plurality table search commands specific to one or more 
memory clusters that maintain the table, provide the plurality 
table search commands specific to the memory clusters in 
parallel and collect and provide the table search results from 
the memory clusters to the corresponding packet processing 
cluster. The network switch further includes said one or more 
memory clusters configured to maintain the table to be 
searched, search the table in parallel according to the plurality 
table search commands from the search logic unit, and pro 
cess and provide the table search results to the search logic 
unit. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0007. The foregoing will be apparent from the following 
more particular description of example embodiments of the 
invention, as illustrated in the accompanying drawings in 
which like reference characters refer to the same parts 
throughout the different views. 
0008 FIG. 1 illustrates an example of a diagram of a 
network switch configured to support scalable and flexible 
table search in accordance with some embodiments. 
0009 FIG. 2 illustrates examples of formats used for com 
munications between a requesting LDE and its corresponding 
search logic unit in accordance with some embodiments. 
0010 FIG.3 depicts an example of configuration of a table 
search command in a search profile generated by the search 
logic unit to conduct a plurality of table searches in parallel on 
the memory clusters in accordance with some embodiments. 
0011 FIG. 4 depicts an example of configuration of com 
ponents in a SRAM pool in FIG. 1 in accordance with some 
embodiments. 
0012 FIG.5 depicts an example of configuration of a table 
maintained in the SRAM pool in accordance with some 
embodiments. 
0013 FIG. 6 depicts an example of configuration of a hash 
table used for address lookup in accordance with some 
embodiments. 
0014 FIG. 7 depicts an example of configuration of a 
direct access table configured for direct table access in accor 
dance with some embodiments. 
0015 FIG. 8 depicts an example of configuration of a 
LPM table configured for IP address searches in accordance 
with some embodiments. 
0016 FIG.9 depicts an example of configuration of com 
ponents in a TCAM pool in FIG. 1 in accordance with some 
embodiments. 
0017 FIG. 10 depicts an example of configuration of a 
TCAM table configured for TCAM searches in accordance 
with some embodiments. 
0018 FIG. 11 depicts an example of configuration of a 
hybrid WCM table configured for WCM searches in accor 
dance with some embodiments. 
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DETAILED DESCRIPTION 

0019. The following disclosure provides many different 
embodiments, or examples, for implementing different fea 
tures of the Subject matter. Specific examples of components 
and arrangements are described below to simplify the present 
disclosure. These are, of course, merely examples and are not 
intended to be limiting. In addition, the present disclosure 
may repeat reference numerals and/or letters in the various 
examples. This repetition is for the purpose of simplicity and 
clarity and does not in itself dictate a relationship between the 
various embodiments and/or configurations discussed. 
0020 FIG. 1 illustrates an example of a diagram of a 
network switch 100 configured to support scalable and flex 
ible table search. Although the diagrams depict components 
as functionally separate. Such depiction is merely for illustra 
tive purposes. It will be apparent that the components por 
trayed in this figure can be arbitrarily combined or divided 
into separate Software, firmware and/or hardware compo 
nentS. 

0021. In the example of FIG. 1, the network switch 100 
includes a plurality of packet processing clusters 102 1 
through 102 n in a flexible packet processing pipeline 103 
configured to process a received data/communication packet 
through multiple stages based on table search results. The 
network switch 100 further includes a packet modifier/re 
writer 104 configured to modify and rewrite the packet (e.g., 
strip the header of the packet) processed by the packet pro 
cessing pipeline 103 to comply with protocols for transmis 
sion over a network. Each of the packet processing clusters 
102s in the packet processing pipeline 103 interacts with its 
corresponding search logic unit 106 in the network Switch 
100, which serves as the interface between the packet pro 
cessing cluster 102 and one or more memory clusters 108s 
configured to maintain the tables to be searched by the packet 
processing cluster 102. 
0022. In the example of FIG. 1, each of the packet pro 
cessing clusters 102s further comprises a plurality of lookup 
and decision engines (LDES) 110s. As one of the processing 
stages in the packet processing pipeline 103, each LDE 110 is 
configured to generate a master table lookup key for a packet 
received and to process/modify the packet received based on 
search results of the tables of the master table lookup key. 
Specifically, the LDE 110 examines specific fields and/or bits 
in the packet received to determine conditions and/or rules of 
configured protocols and generates the master lookup key 
accordingly based on the examination outcomes. The LDE 
110 also checks the table search results of the master lookup 
key to determine processing conditions and/or rules and to 
process the packet based on the conditions and/or rules deter 
mined. Here, the conditions and/or rules for key generation 
and packet processing are fully programmable are fully pro 
grammable by Software and are based on network features 
and protocols configured for processing stage of the LDE 
110. 
0023. In the example of FIG. 1, each of the packet pro 
cessing clusters 102s further includes an interconnect scheme 
management element (ISME) 112 configured to manage 
interconnect configurations of the LDEs 110s in the packet 
processing cluster 102 and to route packets among the LDES 
110s from one packet processing stage to another. Once the 
packet has been processed by all relevant LDEs 110s in a 
packet processing cluster 102, the ISME 112 is configured to 
deliver the packet to the next packet processing cluster 102 for 
further processing. The ISME 112 in the last packet process 
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ing cluster 102 n of the packet processing pipeline 103 is 
configured to route the packet to the packet modifier/rewriter 
104 for rewrite for delivery over the network. 
0024. In the example of FIG. 1, each packet processing 
cluster 102 has its own corresponding local memory cluster 
108, which the packet processing cluster 102 interacts with 
for search of the tables stored there through its corresponding 
search logic unit 106. In some embodiments, each packet 
processing cluster 102 is further configured to access other 
(e.g., neighboring) memory clusters 108s in addition to or 
instead of its local memory cluster 108 through its corre 
sponding search logic unit 10, if the tables to be searched are 
stored across multiple memory clusters 108s as discussed 
below. 

0025. In the example of FIG. 1, a search logic unit 106 
associated with each of the each of the packet processing 
clusters 102s is configured to accept and process a unified 
table request from its corresponding packet processing clus 
ter 102, wherein the unified table request includes the master 
lookup key. In some embodiments, the unified table request 
may also be sent by the packet modifier/rewriter 104 or a 
another/neighboring packet processing cluster 102. The 
search logic unit 106 identifies the one or more memory 
clusters 108s that maintain the tables to be searched, con 
structs a plurality of search keys specific to the memory 
clusters 108s based on the master lookup key and transmit a 
plurality of table search requests/commands to the memory 
clusters 108s in parallel, wherein the search request/com 
mand to each of the memory clusters 108s includes identifi 
cation/type of the tables to be searched and the search key 
specific to the memory cluster 108. In some embodiments, the 
search logic unit 106 is configured to generate the search keys 
having different sizes to perform different types of table 
searches/lookups specific to each of the memory clusters 
108s in parallel. In some embodiments, the sizes of the search 
keys specific to the memory clusters 108 are much shorter 
than the master lookup key to save bandwidth consumed 
between the search logic unit 106 and the memory clusters 
108s. Once the table search across the memory clusters 108s 
is done, the search logic unit 106 is configured to collect the 
search results from the memory clusters 108s and provide the 
search results to its corresponding packet processing clusters 
102 in a unified response format. 
0026 FIG. 2 illustrates examples of formats used for com 
munications between the requesting LDE 110 and its corre 
sponding search logic unit 106. As depicted by the example in 
FIG. 2, the unified table request 202 sent by the LDE 110 to 
the search logic unit 106 includes the master lookup key, 
which can be but is not limited to 384 bits in width. The 
unified table request 202 further includes a search profile ID, 
which identifies a search profile describing how the table 
search/lookup should be done as discussed in details below. 
Based on the search profile, the search logic unit 106 can then 
determine the type of table searched/lookup, the memory 
clusters 108s to be searched, and how the search keys specific 
to the memory clusters 108s should beformed. Since there are 
three bits for the profile ID in this example, there can be up to 
eight different search profiles. The unified table request 202 
further includes a request ID and a command enable field, 
representing the type of the request and the search command 
to be used, respectively. 
0027 FIG.3 depicts an example of configuration of a table 
search command 300 in a search profile generated by the 
search logic unit 106 to conduct a plurality of table searches 
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in parallel on the memory clusters 108s. A search profile may 
include configurations for all Such table search commands. As 
shown in the example in FIG. 3, the table search command 
300 include information on the types of memory clusters/ 
pools to be searched in parallel, the identification of the 
memory clusters/pools to be searched, the types of table 
search/lookup to be performed, how the search keys should be 
generated from the master lookup key that are specific to the 
memory pools, and how the search results should be provided 
back to the requesting LDE 110. Here, the table search com 
mand 300 indicates whether the search will be performed to 
the memory cluster 108 local to the requesting LDE 110 and 
the search logic unit 106 and/or to one or more neighboring 
memory clusters 108s in parallel as well. The search range 
within each of the memory clusters 108s is also included in 
the search profile. 
0028. In the example of FIG. 1, the memory clusters 108s 
are configured to search the table(s) identified in the search 
quests from the search logic unit 106 using their respective 
search keys in parallel. In some embodiments, the table to be 
searched may reside entirely in one memory cluster 108. In 
Some embodiments, the table may reside across multiple 
memory clusters 108, wherein each of the memory clusters 
108 maintains a portion (e.g., a plurality of rows and/or col 
umns) of the table. Since the search is performed by the 
memory clusters 108s in parallel, the memory clusters 108s 
are able to provide the search results (e.g., hit or miss) to the 
search logic unit 106 concurrently at the same time. 
0029. In the example of FIG. 1, each memory cluster 108 
includes a variety of memory types that include but are not 
limited to a plurality of Static random-access memory 
(SRAM) pools 114s and/or ternary content-addressable 
memory (TCAM) pools 116s. Here, the SRAM pools 114s 
support direct memory access and each TCAM pool 116 
encodes three possible, i.e. 0 and 1 and X for don't-care per 
bit, for additional flexibility. ATCAM pool 116 is often used 
for longest prefix match (LPM) and access control list (ACL) 
searches. 

0030. In some embodiments, the SRAM and/or TCAM 
pools can be flexibly configured to accommodate and store 
different table types as well as entry widths. Certain applica 
tions requires large search tables while Some other applica 
tions desire multiple Smaller search tables for packet process 
ing. The division of each memory cluster 108 into multiple 
separate pools for parallel memory accesses allows greater 
flexibility. 
0031 FIG. 4 depicts an example of configuration of com 
ponents in a SRAM pool 114 in FIG.1. In the example of FIG. 
4, each SRAM pool includes a plurality of memory tiles 406 
organized into pairs 402s each having a hash function cir 
cuitry 404, two memory tiles 406s, and a data processing 
circuitry 208. For a non-limiting example, each memory tile 
406 can be 256 bits wide and 2048 rows deep. 
0032 FIG.5 depicts an example of configuration of a table 
500 maintained in the SRAM pool 114, wherein each entry 
502 in the table 500 has a key section 504 and a data section 
506. In some embodiments, tables 500 stored within a SRAM 
pool 114 are assigned in row blocks, where each row block 
has a plurality (e.g. 1024) of memory rows. Here, each row 
block is an intermediate representation in between high-level 
table address and physical memory address, which allows a 
decoupling of the logic view of the memory pool 114 from the 
physical tiles in the pool. For non-limiting examples, each 
entry 502 in table 500 can be 32-bits, 64-bits, 128-bits, 256 
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bits or 512-bits in width, wherein each physical SRAM pool 
114 each 256-bits wide. In some embodiments, both the key 
section 504 and the data section 506 of a table entry 502 are 
stored within one memory tile 406. If the table entry is less 
than 256-bits wide, multiple entries 502 can reside in one 
SRAM row, with lower bits of logic table addresses used to 
select the one of the multiple entries in the same row, and 
upper bits of logic table addresses used to select the memory 
row and memory tile 406. If an entry 502 is 512-bits wide, it 
uses two SRAM tiles 206, wherein one memory tile (e.g., the 
O) in the pair 202 holds the key and the other tile (e.g., the 1) 
in the same pair 402 holds the data. A dual-tile-entry stores its 
lower 256-bits in even-numbered tiles, and its higher 256-bits 
in the same row in the immediate next tile. While each tile 406 
has a maximum of one access each clock cycle, multiple 
tables 500 can reside in the same tile 406, allowing for access 
to each table 500 in time-domain-multiplexing fashion. Typi 
cally, depending on packet parsing results, different packets 
from the same source may require different lookups. Conse 
quently multiple tables 500 are maintained in the same 
memory tile 406, but are accessed for different packets if the 
pipeline 103 provides large table capacity. With a minimum 
table size being 1024 entries, the largest table, however, can 
occupy all the SRAM resources. Size of the tables can be 
traded off with number of the tables with different require 
ments of each specific network application. 
0033. During operation, the hash function circuitry 404 in 
the pair 402 is configured to generate an address for the table 
entries in the pair 402 based on the information in the search 
request from the search logic unit 106. A table entry is 
extracted from the SRAM tile 406 or pair 402 based on the 
address. The data processing circuitry 408 then extracts the 
key from the table entry, and matches the keys with the search 
key in the search request from the search logic unit 106. If a 
match or hit is found for an entry, the corresponding data in 
the entry is retrieved. In the case where a table spans multiple 
SRAM pairs 402, multiple table entries may happen and they 
are arbitrated to return exactly one result data back to the 
search logic. The search logic unit 106 again arbitrates search 
result from multiple memory pools to return one result for 
each table search to LDE 110. In some embodiments, the hash 
function circuitry 404 utilizes a hash table configuration 
stored in the SRAM pool 114 of the pair 402 to generate the 
hit address for the table entries in the pair 402. FIG. 6 depicts 
an example of configuration of the hash table used by the hash 
function circuitry 404 for the address lookup and data pro 
cessing circuitry 408 for the entry matching, wherein the hash 
table configuration includes information on, for non-limiting 
examples, size of the key, which tiles to use, how to do 
hashing, and how to calculate the hit address. 
0034. In some embodiments, the pair 402 in SRAM pool 
114 allows direct memory access based on memory address 
directly without hashing. FIG. 7 depicts an example of con 
figuration of a direct access table 700, wherein the direct 
access table includes information on whether the table span 
over multiple SRAM pools, the starting and ending address of 
the table within each pool, and the tiles storing the table in the 
pools. The direct access table may further includes data size, 
which can be but is not limited to 32, 64, 128 or 256 bits. The 
per table configuration is used by the search logic 106 for 
memory pool access and per SRAM pool configuration is 
used by SRAM pool to firstly distribute the table access to 
SRAM tile?pair and then data processing by the data process 
ing circuitry 408. 
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0035. Once retrieved from the table, the key and the data of 
the matched/hit table entry are then processed by the data 
processing circuitry 408. Here, the data processing circuitry 
408 is configured to perform one or more different types of 
matching functions that include but are not limited to longest 
prefix matching (LPM) for Internet Protocol (IP) routing 
address in SRAM pool 114, and hybrid wild card matching 
(WCM) for SRAM pool 114. Note that WCM table matching 
may also involve TCAM pool 116 as discussed below. 
0036 FIG. 8 depicts an example of configuration of a 
LPM table 800 for IP address searches on SRAM pools 114 
configured by the data processing circuitry 408, wherein the 
LPM table includes three sub-tables (prefix, NHI. and NH) 
including information on tile ranges, hash function used, data 
size, and pool address offset, etc. The information included in 
the tables are used by the data processing circuitry 408 to look 
for the longest prefix match in the data retrieved from the hit 
table entry. 
0037 FIG.9 depicts an example of configuration of com 
ponents in a TCAM pool 116 in FIG.1. In the example of FIG. 
9, the TCAM pool 116 is organized into multiple databases 
902, wherein each database 902 include a plurality of (e.g., 
six) TCAM tiles 904 as well as its associated SRAM tile 906. 
The TCAM tiles 904 are utilized to store key portion of the 
table and SRAM tile 906 is utilized to store result data portion 
of the table. Each TCAM database 902 can be logically con 
figured to support different search key width. 
0038 FIG. 10 depicts an example of configuration of a 
TCAM table 1000 configured for TCAM searches on TCAM 
pools 116, wherein the TCAM table includes a key size 
parameter, a database start parameter and a database end 
parameter, and a data size parameter. In some embodiments, 
the search key section has allowed sizes of 64, 128, 192 and 
384 bits. In some embodiments, the data size may be 32, 64. 
128 or 256 bits. TCAM tables are limited to use the TCAM 
pools 116. 
0039 FIG. 11 depicts an example of configuration of a 
hybrid WCM table 1100 configured for WCM searches, 
wherein the WCM table configurations includes information 
both lookup of both SRAM pools 114s and TCAM pools 116 
as depicted in FIGS. 8 and 10 discussed above. 
0040 All of the hash table configuration 600 and LPM 
table configuration 800 discussed above are maintained by 
the SRAM pool 114 on a perpool configuration basis and are 
utilized by the pairs 402 and tiles 404 of the pool to access the 
table and process the hit table entries. Direct access table 
configuration 700 is maintained by the search logic 106 as 
well as SRAM pool 114 on a perpool basis. The TCAM table 
configuration 1000 is maintained by TCAM pools on a per 
pool basis, and the hybrid WCM table configuration 1100 
spans across SRAM pools and TCAM pools on a per pool 
basis. 
0041. Following the matching by the data processing cir 
cuitry 408, per SRAM pool 114 then consolidates data from 
each pair and then returns the processed data (e.g., maximum 
of 128 bits of parallel data) back to the search logic compo 
nent 106. Based on table type, each TCAM pool may also 
return processed result data back to search logic component 
106. It then consolidates the returned data from each of the 
memory clusters 108s conducting the search of the table and 
transmits the lookup result back to the requesting LDE 110 to 
process the packet accordingly. 
0042. In some embodiments, the search logic unit 106 is 
configured to transmit the lookup result back to the requesting 
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LDE 110 of a packet processing cluster 102 in the unified 
response format as a plurality of (e.g., four) result lanes 204 as 
depicted in the example of FIG. 2, wherein each result lane 
represents a portion of the search results. As depicted in FIG. 
2, each result lane 504 has a data section representing a 
portion of the search result (e.g., 64 bits wide), the same 
request ID as in unified table request 202, a hit indicator and 
a hit address where a matching table entry is found. As such, 
the search logic component 106 may take multiple cycles to 
return the complete search results to the requesting LDE 110. 
0043. The foregoing description, for purposes of explana 
tion, used specific nomenclature to provide a thorough under 
standing of the invention. However, it will be apparent to one 
skilled in the art that specific details are not required in order 
to practice the invention. Thus, the foregoing descriptions of 
specific embodiments of the invention are presented for pur 
poses of illustration and description. They are not intended to 
be exhaustive or to limit the invention to the precise forms 
disclosed; obviously, many modifications and variations are 
possible in view of the above teachings. The embodiments 
were chosen and described in order to best explain the prin 
ciples of the invention and its practical applications, they 
thereby enable others skilled in the art to best utilize the 
invention and various embodiments with various modifica 
tions as are Suited to the particular use contemplated. It is 
intended that the following claims and their equivalents 
define the scope of the invention. 
What is claimed is: 
1. A network switch to support scalable and flexible table 

Search, comprising: 
a packet processing pipeline including a plurality of packet 

processing clusters configured to process a received 
packet through multiple packet processing stages based 
on table search/lookup results: 

a plurality of search logic units each corresponding one of 
the plurality of packet processing clusters, wherein each 
of the search logic units is configured to: 
convert a unified table search request from its corre 

sponding packet processing cluster to a plurality table 
search commands specific to one or more memory 
clusters that maintain a plurality of tables; 

provide the plurality table search commands specific to 
the memory clusters in parallel; 

collect and provide the table search results from the 
memory clusters to the corresponding packet process 
ing cluster, 

said one or more memory clusters configured to: 
maintain the tables to be searched; 
search the tables in parallel according to the plurality 

table search commands from the search logic unit; 
process and provide the table search results to the search 

logic unit. 
2. The network switch of claim 1, further comprising: 
a packet modifier configured to modify and rewrite the 

packet processed by the packet processing pipeline to 
comply with a transmission protocol over a network. 

3. The network switch of claim 1, wherein: 
each of the packet processing clusters has its own corre 

sponding local memory cluster. 
4. The network switch of claim 3, wherein: 
each of the packet processing clusters is configured to 

access other memory clusters in addition to or instead of 
its local memory cluster through its corresponding 
search logic unit. 
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5. The network switch of claim 1, wherein: 
each of the packet processing clusters further comprises a 

plurality of lookup and decision engines (LDES) 
wherein each of the LDEs is configured to: 
generate a master table lookup key for the packet; 
include the master table lookup key in the unified table 

request; 
process/modify the packet based on the table search 

results. 
6. The network switch of claim 5, wherein: 
each of the packet processing clusters further comprises an 

interconnect scheme management element (ISME) con 
figured to manage interconnect configurations of the 
LDES in the packet processing cluster and to route the 
packet among the LDEs from one packet processing 
stage to another. 

7. The network switch of claim 5, wherein: 
the search logic unit is configured to: 

construct a plurality of search keys specific to the 
memory clusters based on the master lookup key: 

include the search keys in the table search commands 
specific to the memory clusters. 

8. The network switch of claim 7, wherein: 
the search keys to the memory clusters have different sizes 

and perform different types of table searches specific to 
each of the memory clusters in parallel. 

9. The network switch of claim 1, wherein: 
the search logic unit is configured to: 

maintain a search profile describing how the table 
search/lookup should be done; 

generate the plurality of parallel table search commands 
based on the search profile. 

10. The network switch of claim 1, wherein: 
the table resides entirely on only one of the memory clus 

ters. 

11. The network switch of claim 1, wherein: 
the table resides across multiple memory clusters, wherein 

each of the memory clusters maintains a portion of the 
table. 

12. The network switch of claim 1, wherein: 
each of the memory clusters includes a plurality of static 

random-access memory (SRAM) pools and/or ternary 
content-addressable memory (TCAM) pools. 

13. The network switch of claim 12, wherein: 
each of the SRAM pools includes a plurality of memory 

pairs each having a hash function circuitry, two memory 
tiles, and a data processing circuitry and each of the 
TCAM pools includes a plurality of TCAM databases 
each having a plurality of TCAM tiles and SRAM tiles. 

14. The network switch of claim 13, wherein: 
each entry in the table has key section and a data section, 

wherein both the key section and the data section of the 
table entry are stored within one row of one of the 
memory tiles. 

15. The network switch of claim 13, wherein: 
each entry in the table has key section and a data section, 

wherein the key section and the data section of the table 
entry are stored on the same memory tile or two different 
memory tiles. 

16. The network switch of claim 13, wherein: 
the memory pair is configured to: 

generate an address for table entries in the memory pair 
based on the search command from the search logic 
unit; 

May 19, 2016 

extract a key from at the address, 
match the key with the search key in the search com 

mand; 
retrieve corresponding data in the entry at the address if 

a match or hit is found. 
17. The network switch of claim 13, wherein: 
each of the pairs in the memory pool allows direct memory 

access to retrieve databased on memory address directly 
without hashing. 

18. The network switch of claim 13, wherein: 
the data processing circuitry is configured to perform one 

or more different types of matching functions on data 
retrieved from the table on perpool configuration basis. 

19. The network switch of claim 18, wherein: 
the data processing circuitry is configured to perform long 

est prefix matching (LPM) on the data on perpool con 
figuration basis. 

20. The network switch of claim 12, wherein: 
each TCAM pool is configured to perform TCAM table 

lookup on the data for don't care or X states on perpool 
configuration basis. 

21. The network switch of claim 12, wherein: 
each memory cluster is configured to perform hybrid wild 

card matching (WCM) for both SRAM and TCAM 
memory pools on perpool configuration basis. 

22. The network switch of claim 1, wherein: 
the search logic unit is configured to provide the table 

search results from the memory clusters to the corre 
sponding packet processing cluster in a unified response 
format as a plurality of result lanes, wherein each result 
lane represents a portion of the search results. 

23. A method to support scalable and flexible table search 
in a network Switch, comprising: 

processing a received packet through multiple packet pro 
cessing stages based on table search/lookup results via a 
plurality of packet processing clusters in a packet pro 
cessing pipeline; 

converting a unified search table request from one of the 
packet processing clusters to a plurality table search 
commands specific to one or more memory clusters that 
maintain a plurality of tables; 

providing the plurality table search commands specific to 
the memory clusters in parallel; 

searching the tables in parallel according to the plurality 
table search commands; 

collecting and providing the table search results from the 
memory clusters to the packet processing cluster. 

24. The method of claim 23, further comprising: 
modifying and rewriting the packet processed by the 

packet processing pipeline to comply with a transmis 
sion protocol over a network. 

25. The method of claim 23, further comprising: 
generating a master table lookup key for the packet; 
including the master table lookup key in the unified table 

request: 
processing/modifying the packet based on the table search 

results. 
26. The method of claim 25, further comprising: 
constructing a plurality of search keys specific to the 
memory clusters based on the master lookup key: 

including the search keys in the table search commands 
specific to the memory clusters. 
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27. The method of claim 23, further comprising: 
maintaining a search profile describing how the table 

search/lookup should be done; 
generating the plurality of parallel table search commands 

based on the search profile. 
28. The method of claim 23, wherein: 
each of the memory clusters includes a plurality of static 

random-access memory (SRAM) pools and/or ternary 
content-addressable memory (TCAM) pools wherein 
each of the SRAM pools includes a plurality of memory 
pairs each having a hash function circuitry, two memory 
tiles, and a data processing circuitry, and each of the 
TCAM pools includes a plurality of TCAM databases 
each having a plurality of TCAM tiles and SRAM tiles. 

29. The method of claim 28, further comprising: 
generating an address for table entries in one of the 
memory pairs based on the search command; 

extracting a key from at the address, 
matching the key with the search key in the search com 

mand; 
retrieving corresponding data in the entry at the address if 

a match or hit is found. 
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30. The method of claim 28, further comprising: 
allowing direct memory access to retrieve data based on 
memory address directly without hashing. 

31. The method of claim 28, further comprising: 
performing one or more different types of matching func 

tions on data retrieved from the table on per pool con 
figuration basis. 

32. The network switch of claim 31, further comprising: 
performing longest prefix matching (LPM) on the data on 

perpool configuration basis. 
33. The network switch of claim 31, further comprising: 
performing TCAM table lookup on the data for don’t care 

or X states on perpool configuration basis. 
34. The network switch of claim 31, further comprising: 
performing hybrid wild-card matching (WCM) for both 
SRAM and TCAM memory pools on perpool configu 
ration basis. 

35. The method of claim 23, further comprising: 
providing the table search results from the memory clusters 

to the corresponding packet processing cluster in a uni 
fied response format as a plurality of result lanes, 
wherein each result lane represents a portion of the 
search results. 


