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1
PATTERN INSPECTION APPARATUS,
CORRECTED IMAGE GENERATION
METHOD, AND COMPUTER-READABLE
RECORDING MEDIUM STORING PROGRAM

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based upon and claims the benefit of
priority from the prior Japanese Patent Application No. 2007-
070398 filed on Mar. 19, 2007 in Japan, the entire contents of
which are incorporated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a pattern inspection appa-
ratus, aimage registration method, or a computer program for
applying the method. For example, the present invention is
applicable to a pattern inspection technique that inspects a
pattern defect on a mask pattern or a master pattern used in
fabricating semiconductor devices, and an inspection appa-
ratus that detect a defect on fine patterns of a photomask, a
wafer and a liquid crystal substrate (LCD).

2. Description of Related Art

In recent years, a LSI line-width required for semiconduc-
tor devices has been shrinking to tens of nanometers. These
semiconductor devices are manufactured by exposing or pro-
jecting a circuit pattern on a wafer by using a reduction-
magnification exposure projection apparatus such as a step-
per while using a master pattern (called a mask or a reticle,
and will be called a mask hereinafter) on which a circuit
pattern is written. Therefore, in order to fabricate a mask for
projecting fine circuit patterns on a wafer, a pattern writing
apparatus is employed that writes a fine circuit pattern. Alter-
natively, a circuit pattern could be directly written onto a
wafer by the writing apparatus. In addition to an electron
beam writing apparatus, a laser beam writing apparatus might
be also applicable.

Since LSIs require enormous fabrication cost, an improve-
ment in yield is crucial in semiconductor business. However,
line-width of ST has been shrinking downto tens of nanom-
eters. The yield loss in semiconductor devices is significantly
due to a pattern defect on a mask. In particular, critical-
dimension (CD) error is so detrimental that much tighter CD
uniformity is necessary. Therefore, a pattern inspection appa-
ratus which inspects those defects is necessary to guarantee
the quality of a mask.

As to a conventional pattern inspection apparatus, the fol-
lowing is known as pattern inspection methods: ‘die-to-die
inspection’ that compares optical image data obtained by
capturing images of the same patterns at different positions on
the same mask, and ‘die-to-database inspection’ that inputs
writing data (CAD data) which is generated by converting
GDSII data to be input by a writing apparatus, generates a
reference image based on the inputted writing data, and com-
pares a reference image with an optical image obtained by
capturing the image of the pattern. In the inspecting methods
of'the inspection apparatus, a target workpiece is placed on a
stage to be scanned by a flux of light while the stage is moving
to scan the workpiece.

The target workpiece is irradiated with a flux of light from
a light source and an illumination optics system. Light trans-
mitted through the target workpiece or reflected by the target
workpiece is focused on a sensor through an optical system.
The image captured by the sensor is transmitted to a compari-
son circuit as measurement data. In the comparison circuit,
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after registration of the images, the measurement data is com-
pared with reference data based on an appropriate compari-
son algorithm. When the measurement data is significantly
different from the reference data, it is judged to be a pattern
defect.

In order to perform inspection as described above, image
registration between a reference image and an optical image
is strictly required. It is, therefore, preferable to correct only
systematic position errors, such as stage misplacement due to
an error due to expansion and contraction, and a rotation error
along the axis of an X-Y stage. In other words, it is preferable
not to correct errors that are local and random, such as a
pattern defect. Performing correcting as described above is
required for detecting minute defects.

As aimage registration method, for example, a technique is
disclosed that calculates an amount of displacement and a
sum of gray level differences between a reference image and
an optical image by using a least-squares method (refer to,
e.g., Japanese Unexamined Patent Publication No.
11-153550 (JP-A-11-153550)). For example, as shown in the
equation (1) below, there is a mathematical model in which an
optical image is represented by shifting and interpolating the
reference image by the amount of misalignment. In the equa-
tion (1), S (X, y) shows a gray level of an optical image, and U
(%, y) shows a gray level of a reference image. Parameters to
calculate are the amount of shift: (X, y,), an offset of gray
level: €,, and an image transmission loss ratio: €,. However,
since this mathematical model is based on a simple shift, it is
not sufficient to compensate a placement error from image
distortion, and/or rotation.

M

The following equation (2) can be obtained by calculating
a linear approximation of the equation (1). The unknown
parameter has four degrees of freedom.

S, y)=-egt(l-€,) Ux-x0,5-y0)

eot+e, Uty aU/Bx+yyoUBy=U-S 2)

Further, a method that interpolates the target image data by
use of image data of four neighboring points of the image data
is described in a reference (refer to, e.g., Image Analysis
Handbook, at pp. 442 to 443, University of Tokyo Press, first
edition issued on Jan. 17, 1991).

As to the equation (2), a solution, which is not heretofore
known, can be considered as follows: Normalizing the size of
animage frame to 1 and interpolating target image data by use
of a bilinear interpolation method of the four points stated
above, the equation (2) can be modeled to the following
equation (3).

U-S=(1-x-(1-y-V+ePU+: 00 8x+ - 0u 0+ O

x-(l—y)-(sgz)+£(12)-U+x52)-BU/Bx+yE)2)-BU/By)+
x-y-(sgs)+£(13)-U+x53)-BU/Bx+y53)-BU/By)+

(1—x)-y-(sgt)+£(14)-U+xg”-13U/13x+yB4)-BU/By)

As shown in the equation (3), adding this interpolation
scheme makes it possible to correct the placement error
resulting from image distortion, and/or rotation which is not
sufficient to be corrected by using the model of the equations
(1) and (2). However, a four-point weighted interpolation
scheme increases necessary parameters to 16 (four times the
above-mentioned model) and calculation time accordingly, as
shown in the equation (3). Furthermore, in addition to the
problem of increasing the number of the unknown param-
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eters, there exists another problem that instability in the cal-
culation result occurs when the in case for sparse figure den-
sity is sparse.

BRIEF SUMMARY OF THE INVENTION

In accordance with one aspect of the present invention, a
pattern inspection apparatus includes
an optical image acquisition unit configured to acquire an
optical image of a target workpiece to be inspected on which
apattern is formed, a reference image generation unit config-
ured to generate a reference image to be compared with the
optical image,
aleast-squares method calculation unit configured, by using a
mathematical model in which a parallel shift displaced from
a position where the optical image and the reference image
are aligned by a pixel unit, an image distortion error (expan-
sion and contraction error coefficient), a rotation error coef-
ficient, a gray-level offset and a ratio of image transmission
loss are parameters, to calculate each of the parameters by a
least-squares method, a corrected image generation unit con-
figured to generate a corrected image by shifting a position of
the reference image by a displacement amount displaced
from the position aligned pixel by pixel, based on the each of
the parameters, and a comparison unit configured to compare
the corrected image with the optical image.

In accordance with another aspect of the present invention,
a pattern inspection apparatus includes an optical image
acquisition unit configured to acquire an optical image of a
target workpiece to be inspected on which a pattern is formed,
a reference image generation unit configured to generate a
reference image to be compared with the optical image, a
least-squares method calculation unit configured, by using a
mathematical model in which a parallel shift displaced from
a position where the optical image and the reference image
are aligned by pixel by pixel, an expansion and contraction
error coefficient, a rotation error, a gray-level offset and a
ratio of image transmission loss are parameters, to calculate
each of the parameters by a least-squares method, a judgment
unit configured to judge whether a calculated parallel shift, a
calculated expansion and contraction error coefficient, a cal-
culated rotation error coefficient, a calculated_gray-level oft-
set and a calculated image transmission loss ratio are suitable
orunsuitable, by using each threshold value set up for each of
the parameters, a second least-squares method calculation
unit configured to delete at least one parameter judged to be
unsuitable or set up a value equivalent to deletion for the
parameter judged to be unsuitable, and recalculate other
parameters in the mathematical model by the least-squares
method, a corrected image generation unit configured to gen-
erate a corrected image by shifting a position of the reference
image by a displacement displaced from the position aligned
by the pixel unit, based on recalculated parameters, and a
comparison unit configured to compare the corrected image
with the optical image.

Furthermore, in accordance with another aspect of the
present invention, a corrected image generation method
includes inputting an optical image and a reference image of
a target workpiece to be inspected, calculating, by using a
mathematical model in which a parallel shift amount dis-
placed from a position where the optical image and the ref-
erence image are aligned by a pixel unit, an expansion and
contraction error coefficient, a rotation error coefficient, a
gray-level offset and an image transmission loss ratio are
parameters, the parameters by a least-squares method, and
generating a corrected image by shifting a position of the
reference image by a displacement amount displaced from
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the position aligned by the pixel unit, based on calculated
parameters, and outputting the corrected image.

Moreover, in accordance with another aspect of the present
invention, a corrected image generation method includes
inputting an optical image and a reference image of a target
workpieceto be inspected, calculating, by using a mathemati-
cal model in which a parallel shift amount displaced from a
position where the optical image and the reference image are
sparsely aligned by a pixel unit, an expansion and contraction
error coefficient, a rotation error coefficient, a gray-level oft-
set and an image transmission loss ratio are parameters, the
parameters by a least-squares method, judging whether a
calculated parallel shift amount, a calculated expansion and
contraction error coefficient, a calculated rotation error coef-
ficient, a calculated gray-level offset and a calculated image
transmission loss ratio are suitable or unsuitable by using
each threshold value set up for each of the parameters, delet-
ing at least one parameter judged to be unsuitable or setting up
a value equivalent to deletion for the parameter judged to be
unsuitable, and recalculating other parameters in the math-
ematical model by a least-squares method, and generating a
corrected image by shifting a position of the reference image
by a displacement amount displaced from the position
aligned by the pixel unit, based on recalculated parameters,
and outputting the corrected image.

Moreover, in accordance with another aspect of the present
invention, a computer-readable recording medium storing a
program to be executed by a computer, the program includes
storing an optical image and a reference image to be used for
acomparative inspection of a target workpiece to be inspected
on which a pattern is formed, in a storage device, reading the
optical image and the reference image from the storage
device, and by using a mathematical model in which a parallel
shift amount displaced from a position where the optical
image and the reference image are aligned by a pixel unit, an
expansion and contraction error coefficient, a rotation error
coefficient, a gray-level offset and an image transmission loss
ratio are parameters, calculating the parameters by a least-
squares method, and generating a corrected image by shifting
a position of the reference image by a displacement amount
displaced from the position aligned by the pixel unit, based on
the parameters, and outputting the corrected image.

Furthermore, in accordance with another aspect of the
present invention, a computer-readable recording medium
storing a program to be executed by a computer, the program
includes storing an optical image and a reference image to be
used for a comparative inspection of a target workpiece to be
inspected on which a pattern is formed, in a storage device,
reading the optical image and the reference image from the
storage device, and by using a mathematical model in which
a parallel shift amount displaced from a position where the
optical image and the reference image are aligned by a pixel
unit, an expansion and contraction error coefficient, a rotation
error coefficient, a gray-level offset and an image transmis-
sion loss ratio are parameters, calculating the parameters by a
least-squares method, judging whether a calculated parallel
shift amount, a calculated expansion and contraction error
coefficient, a calculated rotation error coefficient, a calculated
gray-level offset and a calculated image transmission loss
ratio are suitable or unsuitable by using each threshold value
set up for each of the parameters, deleting at least one param-
eter judged to be unsuitable or setting up a value equivalent to
deletion for the parameter judged to be unsuitable, and recal-
culating other parameters in the mathematical model by a
least-squares method, and generating a corrected image by
shifting a position of the reference image by a displacement
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amount displaced from the position aligned by the pixel unit,
based on recalculated parameters, and outputting the cor-
rected image.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic diagram showing the structure of a
pattern inspection apparatus according to Embodiment 1;

FIG. 2 is a block diagram showing a configuration of an
alignment circuit according to Embodiment 1;

FIG. 3 is a flowchart showing main steps of a pattern
inspection method according to Embodiment 1;

FIG. 4 shows a diagram for describing a procedure for
acquiring an optical image according to Embodiment 1;

FIG. 5 shows an example of reference data and measure-
ment data according to in Embodiment 1; and

FIG. 6 is a diagram for explaining another method for
acquiring an optical image.

DETAILED DESCRIPTION OF THE INVENTION
Embodiment 1

According to Embodiment 1, there will be described an
inspection apparatus that performs a highly accurate position
alignment by an operation using parameters of decreased
number, and a method of generating a corrected image
obtained by correcting a reference image to be at a position
highly precisely aligned.

FIG. 1 is a schematic diagram showing the structure of a
pattern inspection apparatus described in Embodiment 1. As
shown in FIG. 1, a pattern inspection apparatus 100 that
inspects a defect of a substrate, such as a mask or a wafer,
serving as a target workpiece includes an optical image acqui-
sition unit 150 and a control system circuit 160. The optical
image acquisition unit 150 includes an XY table 102, a light
source 103, a magnification optical system 104, a photodiode
array 105, a sensor circuit 106, a laser length measurement
system 122, an autoloader 130, and an illumination optical
system 170. In the control system circuit 160, a control cal-
culator 110 serving as a computer is connected, through a bus
120 serving as a data transmission path, to a position circuit
107, a comparison circuit 108, a reference circuit 112 being
an example of a reference image generation unit, an align-
ment circuit 140, an autoloader control circuit 113, a table
control circuit 114, a magnetic disk drive 109, a magnetic tape
drive 115, a flexible disk drive (FD) 116, a CRT 117, a pattern
monitor 118, and a printer 119. The XY0 table 102 is driven
by an X-axis motor, a Y-axis motor, and a 0-axis motor. In
FIG. 1, only configuration elements necessary for explaining
Embodiment 1 are described, and others are not described. It
should be understood that other elements generally necessary
for the pattern inspection apparatus 100 are included.

FIG. 2 is a block diagram showing an example of the
configuration of an alignment circuit described in Embodi-
ment 1. As shown in FIG. 2, the alignment circuit 140
includes a reference data memory 302, a measurement data
memory 304, an SSD (Sum of the Squared Difference) align-
ment unit 306, an operation data memory 330, a least-squares
method parameter calculation unit 370, a judgment unit 380,
a least-squares method parameter recalculation unit 382, and
a corrected image generation circuit 390. The corrected
image generation circuit 390 includes a displacement amount
calculation unit 392 and an image generation unit 394. The
alignment circuit 140 inputs reference data (reference image)
from the reference circuit 112 and measurement data (optical
image) from the optical image acquisition unit 150, generates
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6

a corrected image by performing a position alignment, and
outputs corrected image data and measurement data to the
comparison circuit 108. The data etc. operated in the align-
ment circuit 140 is stored in the operation data memory 330 as
needed.

FIG. 3 is a flowchart showing main steps of a pattern
inspection method described in Embodiment 1. As shown in
FIG. 3, the pattern inspection method executes a series of
steps including an optical image acquisition step (S102), a
reference data generation step (S104), an input & storage step
(S106), an SSD alignment step (S108), a least-squares
method parameter calculation step (S110), a judgment step
(S112), a least-squares method parameter recalculation step
(S114), a corrected image generation step (S116), and a com-
parison step (S118).

In S (step) 102, as the optical image acquisition step, the
optical image acquisition unit 150 acquires an optical image
of'a photomask 101 serving as the target workpiece on which
a figure indicated by figure data included in design data is
written based on the design data.

Specifically, the optical image is acquired as follows: The
photomask 101 to be inspected is placed on the XY 0 table 102
which is movable in a horizontal direction and a rotating
direction by the X-, Y-, and 6-axis motors. The pattern written
onthe photomask 101 is irradiated with lights from the appro-
priate light source 103 arranged above the X Y6 table 102. The
photomask 101 serving as a target workpiece is irradiated
with a flux of light from the light source 103 through the
illumination optical system 170. Below the photomask 101,
the magnification optical system 104, the photodiode array
105, and the sensor circuit 106 are arranged. The light trans-
mitted through the photomask 101 serving as a target work-
piece such as an exposure mask is focused on the photodiode
array 105 as an optical image through the magnification opti-
cal system 104 and enters the photodiode array 105.

FIG. 4 shows a diagram for describing a procedure for
acquiring an optical image described in Embodiment 1. As
shown in FIG. 4, a region to be inspected is virtually divided
into a plurality of strip-like inspection stripes, each of which
has a scanning width W, in the Y direction. To acquire an
optical image, the movement of the XY0 table 102 is con-
trolled so that each of the divided inspection stripes can be
continuously scanned, while moving in the X direction. In the
photodiode array 105, images each having the scanning width
W as shown in FIG. 4 are continuously input. After the image
on the first inspection stripe having been acquired, the image
similarly having the scanning width W on the second inspec-
tion stripe is continuously input while moving in the reverse
direction. When acquiring the image on the third inspection
stripe, the image is scanned while moving in the direction
reverse to the one for scanning the image on the second
inspection stripe, i.e., the same direction as the one for scan-
ning the image on the first inspection stripe. Continuously
acquiring images in this manner makes it possible to reduce
wasteful processing time.

The image of the pattern focused on the photodiode array
105 is photoelectrically converted by the photodiode array
105, and furthermore, A/D converted (analog to digital con-
verted) by the sensor circuit 106. In the photodiode array 105,
a sensor such as a TDI sensor is arranged. By continuously
moving the XY0 table 102 serving as a stage in the X-axis
direction, the TDI sensor captures the image of the pattern of
the photomask 101 serving as a target workpiece. An inspec-
tion optical system having a large magnification is composed
of'the light source 103, the magnification optical system 104,
the photodiode array 105, and the sensor circuit 106.
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The XY6 table 102 is driven by the table control circuit 114
under the control of the control calculator 110. The XY0 table
102 can be moved by the drive system such as a three-axis
(X-Y-6) motor which drives the XY0 table 102 in the X
direction, the Y direction, and the 6 direction.

Measurement data (optical image) output from the sensor
circuit 106 is transmitted to the alignment circuit 140 together
with data output from the position circuit 107 and indicating
the position of the photomask 101 on the XY6 table 102. The
measurement pattern data is 8-bit unsigned data, for example,
and indicates a gray level of brightness of each pixel. The
measurement data is compared with each image data of 512x
512 pixels, for example.

Then, in step S104, as the reference data generation step,
the reference circuit 112 generates reference data (reference
image) which is to be compared with measurement data,
based on the design data of the photo mask 101 serving as a
target workpiece to be inspected. The reference data to be
compared is generated as image data of 512x512 pixels, for
example, like the measurement data.

The reference data herein is generated based on the design
data in order to execute a “die to database inspection”, but it
is not restricted thereto. A “die to die inspection” can also be
conducted, and in this case, reference data can be generated
based on another measurement data (optical image) to be
used for comparison.

Next, as the alignment step, position alignment is per-
formed in order to compare the measurement data with the
reference data. Concretely, corrected image data is generated
by correcting the reference data to be in accordance with the
position of the measurement data.

Instep 106, as the input & storage step, each reference data,
512x512 pixels for example, is read using the control calcu-
lator 110 and stored in the reference data memory 302. In the
same manner, each measurement data, 512x512 pixels for
example, is read and stored in the measurement data memory
304.

In step 108, as the SSD alignment step, the SSD alignment
unit 306 calculates an amount to be displaced, by shifting per
pixel unit, from a position sparsely aligned by the first pixel
unit to a position where the sum of squared difference
between a measurement data pixel value and a reference data
pixel value becomes the minimum. As the position sparsely
aligned according to the first pixel unit, a position indicated
by the data coordinate system may be used.

First, the SSD alignment unit 306 reads reference data of an
image region (frame) of a predetermined size, which is to be
a unit of measurement for comparison processing, from the
reference data memory 302 on the basis of positional infor-
mation from the position circuit 107. In this case, the SSD
alignment unit 306 generates images (displaced images),
shifted in parallel by a pixel unit, for each reference data of a
frame. Then, measurement data is compared with each refer-
ence data in the frame. For example, as mentioned above, it is
preferable to define a region of 512x512 pixels as one frame.
The sum of squared difference is calculated between each
piece of a plurality of reference data obtained by shifting by a
pixel unit and measurement data of the same region size read
from the measurement data memory 304. Concretely, the sum
of squared difference can be calculated by squaring the
residual between each pixel value of the reference data and
each pixel value of the measurement data, and summing the
squared residuals in the whole region which has been read.
The sum of squared difference is calculated for each of the
plurality of reference data, and their minimum value is
obtained. Then, the measurement data and the reference data
are aligned to the position where the minimum value is
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obtained. The aligned measurement data and reference data
are stored in the operation data memory 330. Although the
position alignment is carried out based on a pixel unit in the
above, it is also suitable to perform shifting per sub-pixel unit,
and align the measurement data and the reference data to the
position where the sum of squared difference between a mea-
surement data pixel value and a reference data pixel value
becomes the minimum. For example, Y4, Y16, V52, etc. of one
pixel can be a sub-pixel unit.

FIG. 5 shows an example of the reference data and the
measurement data described in Embodiment 1. In the mea-
surement data 10, an error due to expansion and contraction
and an error due to rotation occur as mentioned above with
respect to the reference data 12 in addition to a parallel shift
error and a gray level change error. FIG. 5 shows an example
of the measurement data 10 which has been deformed due to
these errors. Therefore, in order to perform highly accurate
alignment, it is necessary to correct the error due to expansion
and contraction and the error due to rotation in addition to
correcting the parallel shift error and the gray level change
error.

Then, the inventor of the present invention found that the
following model equations (4-1) to (4-3) can correct an
expansion and contraction and a rotation in addition to a
parallel shift and a gray level change. It is herein defined that
S (%, y) indicates a gray level value (pixel value) of an optical
image, U (x, y) indicates a gray level value (pixel value) of a
reference image, and unknown parameters are a parallel shift
amount (X, ¥o), a constant €, of gray level change, an image
transmission loss ratio €, of gray level change, an expansion
and contraction error coefficient dx in the X direction, an
expansion and contraction error coefficient dy in the Y direc-
tion, a rotation error coefficient 6 in the X direction, and a
rotation error coefficient ¢ in the Y direction.

SEy)=—egt(l-€,) Ux-X'y-»") @1
X'=x=(x=%o)-(14+0¢)-cos O+(y=y,)-(1+0,)-sin 6 4-2)
¥'=y=-y0) (1+30) cos g-(x=xo) (1+d,) sin ¢ 4-3)

Since the degree of freedom of the equation (3) of the
4-point weighted model mentioned above is 16, it turns out
that the displacement amount due to expansion and contrac-
tion, and rotation can be modeled by 8 degrees of freedom
which is half of 16. Assuming that the eight parameters of the
equations (4-1)to (4-3) are sufficiently small, the equation (5)
can be obtained by calculating a linear approximation of the
equation (4).

o+ U+x0-0U [0x+yy-0U [y —06,-(x-0U [dx)— (5)

Oy (y-0U [ +0-(y-0U[0x)—¢-(x-0U[0y)=U -5

Furthermore, the unknown parameter x of 8 degrees of
freedom can be obtained by solving Ax=b by using A, x, and
b that are expressed by the following equations (6-1) to (6-5).

A=(Zuy"uy) (6-1)
b=(y,) 62)
X¥=(€0€ 1,%0,0:05,0,,0,9) (6-3)
=L Uy (3Uy/29),(0U, /69 (-3, /o). (~r-3Uyop),
(3U/0x),(-x3U,/3y)) (6-4)
Py Uy=Sy)uy ©5)
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In step 110, as the least-squares method parameter calcu-
lation step, the least-squares method parameter calculation
unit 370 calculates each parameter of the model equation (5)
by a least-squares method, using the model equations (5) and
(6-1) to (6-5).

That is, the least-squares method parameter calculation
unit 370 calculates a gray-level offset €0, an image transmis-
sion loss ratio €,, a parallel shift amount €, in the X direction,
a parallel shift amount y, in the'Y direction, an expansion and
contraction error coefficient dx in the X direction, an expan-
sion and contraction error coefficient dy in the Y direction, a
rotation error coefficient 6 in the X direction, and a rotation
error coefficient ¢ intheY direction so that they can satisfy the
relation that a first difference is equal to a second difference.

The first difference is obtained by subtracting a second sum
from a first sum.

The first sum is the sum of a gray-level offset €0, a product
of'an image transmission loss ratio €, and a pixel value U(x,
y) of the reference image, a product of a parallel shift amount
X, in the X direction and a value obtained by partially differ-
entiating (space differentiation) the pixel value U(x, y) of the
reference image with respect to X, a product of a parallel shift
amount y, in the Y direction and a value obtained by partially
differentiating the pixel value U(x, y) of the reference image
with respect to y, and a product of a rotation error coefficient
0 in the X direction, a value obtained by partially differenti-
ating the pixel value U(x, y) of the reference image with
respect to X, and a variable y.

The second sum is the sum of a product of an expansion and
contraction error coefficient 6x in the X direction, a value
obtained by partially differentiating the pixel value U(x, y) of
the reference image with respect to x, and a variable x, a
product of an expansion and contraction error coefficient dy
intheY direction, a value obtained by partially differentiating
the pixel value U(x, y) of the reference image with respect to
y, and the variable y, and a product of a rotation error coeffi-
cient ¢ in the Y direction, a value obtained by partially difter-
entiating the pixel value U(x, y) of the reference image with
respect to y, and the variable x.

The second difference is obtained by subtracting a pixel
value S(x, y) of an optical image from the pixel value U(x, y)
of the reference image.

Thus, since the number of unknown parameters is
decreased to eight, the operation time can be shortened by this
decreased amount.

However, all these parameters cannot be necessarily stably
obtained in all the patterns. For example, in the case of a
sparse pattern with a low pattern density and a one-dimen-
sional pattern such as a line & space, there is a possibility of
having an unstable solution when the model equations (5) and
(6-1) to (6-5) are solved as they are. Then, the following
judgment is performed.

In step 112, as the judgment step, the judgment unit 380
judges whether the calculated parallel shift amounts (X4, ¥,),
the calculated expansion and contraction error coefficients
(8%, dy), the calculated rotation error coefficients (0, ¢), the
calculated gray-level offset €0 and the calculated image trans-
mission loss ratio €, are suitable or unsuitable, by using each
threshold value set up for each of them. For example, if each
of the parallel shift amounts (x,, y,) is one pixel or less, it is
judged to be “suitable”, and if it is more than one pixel, it is
judged to be “unsuitable”. Similarly, if each of the absolute
values of the expansion and contraction error coefficients (9x,
dy) indicates an expansion and contraction amount which
corresponds to one pixel or less, it is judged to be “suitable”,
and if the amount corresponds to more than one pixel, it is
judged to be “unsuitable”. Similarly, if each of the absolute
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values of the rotation error coefficients (8, ¢) indicates a
rotation amount which corresponds to one pixel or less, it is
judged to be “suitable”, and if the amount corresponds to
more than one pixel, it is judged to be “unsuitable”. Similarly,
if each of the absolute values of the gray-level offset €0 and
the image transmission loss ratio €, indicates an amount
which corresponds to one pixel or less, it is judged to be
“suitable”, and if the amount is more than one pixel, it is
judged to be “unsuitable”. However, these threshold values
are not restricted to one pixel or the amount corresponding to
one pixel, and they can be suitably selected if needed. When
all of the judgment results of all the parameters are “suitable”,
it goes to step 116. When there is at least one parameter
judged to be “unsuitable”, it goes to step 114.

In step 114, as the least-squares method parameter recal-
culation step, the least-squares method parameter recalcula-
tion unit 382 deletes a parameter or parameters regarded to be
“unsuitable” as the judgment result or sets up a value equiva-
lent to deletion for the parameter or the parameters, and then
recalculates the other parameters in the model equation (5) by
using the least-squares method. In order to obtain a stable
solution depending upon a pattern, a normal or “regular”
matrix A for the least-squares method needs to be degenerated
and deformed to A' so as not to be rank deficient. Therefore,
when the absolute value of a specific parameter value exceeds
a threshold value previously set up, what is necessary is to
delete a term (or terms) related to the specific parameter or to
recalculate the other parameters while defining the value of
the specific parameter to be a fixed value “0”. As mentioned
above, it is possible to obtain a stable solution by deleting
such a specific parameter. In other words, it is possible to
reduce the instability of a calculation result.

In step 116, as the corrected image generation step, the
corrected image generation circuit 390, based on each calcu-
lated parameter, generates corrected image data by shifting
the position of the reference data from the position sparsely
aligned by a pixel unit according to the SSD alignment to a
position shifted by a displacement amount. Moreover, when a
recalculation has been performed after deleting a part of the
parameters, the corrected image generation circuit 390, based
on the recalculated parameters, generates corrected image
data by shifting the position of the reference data from the
position sparsely aligned by a pixel unit according to the SSD
alignment to a position shifted by a displacement amount.

For example, the corrected image data is herein generated
by performing a linear interpolation in the 4-point weighted
model. First, the displacement amount calculation unit 392
calculates a displacement amount (X', y') at an arbitrary coor-
dinates (X, y) in each frame, based on the following equations
(7-1) and (7-2), for example.

X'(x,3)=xo-X-0,+y-0 (7-1)

YE)Voyd-x¢ 7-2)

The displacement amounts to be corrected at the four cor-
ners (-4, ¥4), (Y2, 14), (Y4, =V%), and (-4, —V/2) of a standard-
ized frame can be calculated by substituting the displacement
amount (X', y') at an arbitrary coordinates (X, y) in the follow-
ing equations (8-1) to (8-5). Thus, the displacement amount
of' the reference data can be expressed by performing a linear
interpolation according to the coordinates (x, y) in the frame.

ey = (=Y2,=12) (= V2= 12)) @1

(2. 32) =¥ (V2= 12),y' (V2,-12)) 8-2)

(3.3) =¥ (V2. 2),/(%2,12)) 8-3)
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(x40 =(x'(-42,8) ' (V2. 45))

The image generation unit 394 generates corrected image
data by calculating a pixel value U'(x, y) of a corrected image.
The pixel value U' (x, y) can be calculated by substituting the
obtained displacement amounts (X, V), (X5, ¥»), (X5,¥3), and
(X4, y,4) at the four corners of a frame, a gray-level offset €0,
an image transmission loss ratio €,, and a pixel value U(x, y)
of the reference image in the following equation (9).

(8-4)

U'txr, y)=go+(1—e) {1 -x) (1 =) Ul —x1, y = y1) + ©

x(L=y)Ux—x2, y—y2) +

Xy Ulx—x3, y=y3) +(1 =x)- y-Ux = x4, y = ya)}

The corrected image data generated as mentioned above is
output to the comparison circuit 108. Then, the measurement
data is also output to the comparison circuit 108.

In step 118, as the comparison step, the comparison circuit
108 imports the measurement data serving as a pattern image
to be inspected and the corrected image data serving as an
inspection reference pattern image. The imported measure-
ment data and corrected image data are compared according
to a predetermined algorithm and judged whether there is a
defect in them or not. Then, the comparison result is output.
As mentioned above, by using the corrected image in which
systematic position error factors, such as stage meandering,
an error due to expansion and contraction, and an inclination
error with respect to the running axis of the camera, have been
corrected except for pattern defective parts, it becomes pos-
sible to perform highly accurate position alignment. Thus,
owing to comparing data in which such a highly precise
alignment has been performed, a false detection of defects
can be prevented and pseudo defects can be reduced, thereby
performing a highly accurate inspection.

Now, another method is described that performs a position
correction of the reference image by using obtained param-
eter values. Corrected image data can also be calculated by
the following model equations (10-1) and (10-2).

U’(x,y):£0+(1—£1)-ZZW;J--U(X—X;,y—yj) (10-1)

: J

wy= 1 (x=x|<1/2N, [y -y <1/2N) (10-2)

0 (if otherwise)

In this case, a corrected image is generated by performing
a linear interpolation in the model which simply divides an
image frame of a predetermined size into NxN. Dividing the
image frame into blocks of N by N, a displacement amount
(x;, y;) at the coordinates (i, j) in each block is calculated by
the following equation (11). The displacement amount (x,, y;)
obtained by the equation (11) can be applied with respect to
all the coordinates in the block.

)= UN/N) Y W/NJ/N)) an

As can be seen from the above description, it is possible to
suitably obtain corrected image data.

In each of the Embodiments mentioned above, with the
configuration of FIG. 1, the photodiode array 105 which
simultaneously inputs beams corresponding to the number of
pixels (for example, 2048 pixels) having the scanning width
W is employed, but not limited thereto.
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FIG. 6 is a diagram for explaining another method for
acquiring an optical image. According to this method, as
shown in FIG. 6, while the XY0 table 102 is transferred at a
constant speed in the X direction, a laser scanning optical
device (not shown) scans with a laser beam in the Y direction
at every time when detecting a movement of a specific pitch
by a laser interferometer, and acquires a two-dimensional
image in every area of a predetermined size by way of detect-
ing transmitted lights.

In the Embodiment mentioned above, it is possible to
obtain parameters by using the model in which the number of
parameters is decreased. Therefore, the operation time can be
shortened, and furthermore the instability of the calculation
result can be reduced. Accordingly, inspection can be per-
formed highly sensitively.

In the above explanation, what is described as a “unit”,
“circuit” or “step” can be configured by a computer-execut-
able program. They may be executed by a software program
or by any combination of software, hardware and/or firm-
ware. Alternatively, they may be configured by hardware.
When the units, the circuits and the steps are configured by
programs, the programs are recordable on a recording
medium, such as a magnetic disk drive 109, a magnetic tape
drive 115, an FD or a ROM (read only memory, not shown).
For example, the table control circuit 114, the reference cir-
cuit 112, the comparison circuit 108, the position alignment
circuit 140, the respective units and circuits in the position
alignment circuit 140, and the like that constitute an operation
control unit may be configured by electric circuits. Alterna-
tively, they may be executed as software to be processed by
the control calculator 110, or executed by a combination of
electric circuits and software.

The embodiments have been described above with refer-
ence to the concrete examples. However, the present inven-
tion is not limited to these concrete examples. For example,
although transmitted light is used in the embodiments,
reflected light may also be used, or transmitted light and
reflected light may be used simultaneously. The reference
image is generated from design data, but alternatively, data of
the same pattern whose image is captured by a sensor such as
a photodiode array may be employed. In other words, it is
equally preferable to employ the die to die inspection or the
die to database inspection.

Moreover, although apparatus configurations, control
methods, and the like which are not directly required in
explaining the present invention are not described, a neces-
sary apparatus configuration, a necessary control method, etc.
can be appropriately selected and used if needed.

Furthermore, all pattern inspection apparatuses, pattern
inspection methods, image position alignment methods, and
positional displacement estimation methods that have the
elements of the present invention and that can be appropri-
ately modified in design by a person skilled in the art are
included in the spirit and scope of the present invention.

Additional advantages and modification will readily occur
to those skilled in the art. Therefore, the invention in its
broader aspects is not limited to the specific details and rep-
resentative embodiments shown and described herein.
Accordingly, various modifications may be made without
departing from the spirit or scope of the general inventive
concept as defined by the appended claims and their equiva-
lents.

What is claimed is:
1. A pattern inspection apparatus having a microprocessor
comprising:
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an optical image acquisition unit configured to acquire an
optical image of a target workpiece to be inspected on
which a pattern is formed;

a reference image generation unit configured to generate a

reference image to be compared with the optical image;

a least-squares method calculation unit configured, by

using a mathematical model in which a parallel shift
amount displaced from a position where the optical
image and the reference image are aligned by a pixel
unit, an expansion and contraction error coefficient, a
rotation error coefficient, a gray-level offset and an
image transmission loss ratio are parameters, to calcu-
late each of the parameters by a least-squares method;

a corrected image generation unit configured to generate a

corrected image by shifting a position of the reference
image by a displacement amount displaced from the
position aligned by the pixel unit, based on the each of
the parameters; and

a comparison unit implemented by the microprocessor and

configured to compare the corrected image with the
optical image,

wherein the least-squares method calculation unit calcu-

lates a gray-level offset, an image transmission loss
ratio, a parallel shift amount in X direction, a parallel
shift amount in Y direction, an expansion and contrac-
tion error coefficient in the X direction, an expansion and
contraction error coefficient in the Y direction, a rotation
error coefficient in the X direction, and a rotation error
coefficient of the Y direction so that a first difference
obtained by subtracting a second sum that is a sum of a
product of the expansion and contraction error coeffi-
cient in the X direction, a value obtained by partially
differentiating a pixel value of the reference image with
respect to x, and a variable x, a product of the expansion
and contraction error coefficient in the Y direction, a
value obtained by partially differentiating the pixel
value of the reference image with respect to y, and a
variable y, and a product of the rotation error coefficient
in the Y direction, the value obtained by partially differ-
entiating the pixel value of the reference image with
respect to y, and the variable x from a first sum that is a
sum of the gray-level offset, a product of the image
transmission loss ratio and the pixel value of the refer-
ence image, a product of the parallel shift amount in the
X direction and the value obtained by partially differen-
tiating the pixel value of the reference image with
respect to X, a product of the parallel shift amount in the
Y direction and the value obtained by partially differen-
tiating the pixel value of the reference image with
respect to y, and aproduct of the rotation error coefficient
in the X direction, the value obtained by partially differ-
entiating the pixel value of the reference image with
respect to x, and the variable y may be equal to a second
difference obtained by subtracting a pixel value of the
optical image from the pixel value of the reference
image.

2. The apparatus according to claim 1, wherein the cor-
rected image generation unit generates the corrected image
by performing a linear interpolation in a 4-point weighted
model.

3. The apparatus according to claim 1, wherein the cor-
rected image generation unit generates the corrected image
by performing a linear interpolation in a model which simply
divides an image of a predetermined size into NxN.

4. The apparatus according to claim 1, wherein the least-
squares method calculation unit is implemented by the micro-
processor.
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5. A pattern inspection apparatus having a microprocessor

comprising:

an optical image acquisition unit configured to acquire an
optical image of a target workpiece to be inspected on
which a pattern is formed;

a reference image generation unit configured to generate a
reference image to be compared with the optical image;

a least-squares method calculation unit configured, by
using a mathematical model in which a parallel shift
amount displaced from a position where the optical
image and the reference image are aligned by a pixel
unit, an expansion and contraction error coefficient, a
rotation error coefficient, a gray-level offset and an
image transmission loss ratio are parameters, to calcu-
late each of the parameters by a least-squares method;

a judgment unit configured to judge whether a calculated
parallel shift amount, a calculated expansion and con-
traction error coefficient, a calculated rotation error
coefficient, a calculated_gray-level offset and a calcu-
lated image transmission loss ratio are suitable or unsuit-
able, by using each threshold value set up for each of'the
parameters;

a second least-squares method calculation unit configured
to delete at least one parameter judged to be unsuitable
or set up a value equivalent to deletion for the parameter
judged to be unsuitable, and recalculate other param-
eters in the mathematical model by the least-squares
method;

a corrected image generation unit configured to generate a
corrected image by shifting a position of the reference
image by a displacement amount displaced from the
position aligned by the pixel unit, based on recalculated
parameters; and

a comparison unit implemented by the microprocessor and
configured to compare the corrected image with the
optical image,

wherein the least-squares method calculation unit calcu-
lates a gray-level offset, an image transmission loss
ratio, a parallel shift amount in X direction, a parallel
shift amount in'Y direction, an expansion and contrac-
tion error coefficient in the X direction, an expansion and
contraction error coefficient in theY direction, a rotation
error coefficient in the X direction, and a rotation error
coefficient of the Y direction so that a first difference
obtained by subtracting a second sum that is a sum of a
product of the expansion and contraction error coeffi-
cient in the X direction, a value obtained by partially
differentiating a pixel value of the reference image with
respect to x, and a variable x, a product of the expansion
and contraction error coefficient in the Y direction, a
value obtained by partially differentiating the pixel
value of the reference image with respect to y, and a
variable y, and a product of the rotation error coefficient
in the Y direction, the value obtained by partially differ-
entiating the pixel value of the reference image with
respect to y, and the variable x from a first sum that is a
sum of the gray-level offset, a product of the image
transmission loss ratio and the pixel value of the refer-
ence image, a product of the parallel shift amount in the
X direction and the value obtained by partially differen-
tiating the pixel value of the reference image with
respect to X, a product of the parallel shift amount in the
Y direction and the value obtained by partially differen-
tiating the pixel value of the reference image with
respect to y, and a product of the rotation error coeffi-
cient in the X direction, the value obtained by partially
differentiating the pixel value of the reference image
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with respect to x, and the variable y may be equal to a
second difference obtained by subtracting a pixel value
of'the optical image from the pixel value of the reference
image.

6. The apparatus according to claim 5, wherein the cor-
rected image generation unit generates the corrected image
by performing a linear interpolation in a 4-point weighted
model.

7. The apparatus according to claim 5, wherein the cor-
rected image generation unit generates the corrected image
by performing a linear interpolation in a model which simply
divides an image of a predetermined size into NxN.

8. The apparatus according to claim 5, wherein the least-
squares method calculation unit is implemented by the micro-
processor.

9. A corrected image generation method implemented by a
pattern inspection apparatus having a microprocessor com-
prising:

inputting an optical image and a reference image of a target

workpiece to be inspected;

calculating, by using a mathematical model in which a

parallel shift amount displaced from a position where
the optical image and the reference image are aligned by
a pixel unit, an expansion and contraction error coeffi-
cient, a rotation error coefficient, a gray-level offset and
an image transmission loss ratio are parameters, the
parameters by a least-squares method; and

generating, using the microprocessor, a corrected image by

shifting a position of the reference image by a displace-
ment amount displaced from the position aligned by the
pixel unit, based on calculated parameters, and output-
ting the corrected image,

wherein a gray-level offset, an image transmission loss

ratio, a parallel shift amount in X direction, a parallel
shift amount in Y direction, an expansion and contrac-
tion error coefficient in the X direction, an expansion and
contraction error coefficient in the Y direction, a rotation
error coefficient in the X direction, and a rotation error
coefficient ofthe Y direction are calculated, so that a first
difference obtained by subtracting a second sum that is a
sum of a product of the expansion and contraction error
coefficient in the X direction, a value obtained by par-
tially differentiating a pixel value of the reference image
with respect to X, and a variable x, a product of the
expansion and contraction error coefficient in the Y
direction, a value obtained by partially differentiating
the pixel value of the reference image with respect to y,
and a variable y, and a product of the rotation error
coefficient in the Y direction, the value obtained by
partially differentiating the pixel value of the reference
image with respect to y, and the variable x from a first
sum that is a sum of the gray-level offset, a product of the
image transmission loss ratio and the pixel value of the
reference image, a product of the parallel shift amount in
the X direction and the value obtained by partially dif-
ferentiating the pixel value of the reference image with
respect to X, a product of the parallel shift amount in the
Y direction and the value obtained by partially differen-
tiating the pixel value of the reference image with
respect to y, and a product of the rotation error coeffi-
cient in the X direction, the value obtained by partially
differentiating the pixel value of the reference image
with respect to x, and the variable y may be equal to a
second difference obtained by subtracting a pixel value
of'the optical image from the pixel value of the reference
image.
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10. The method according to claim 9, wherein the calcu-
lating is performed using the microprocessor.

11. A corrected image generation method implemented by
a pattern inspection apparatus having a microprocessor com-
prising:

inputting an optical image and a reference image of a target

workpiece to be inspected;
calculating, by using a mathematical model in which a
parallel shift amount displaced from a position where
the optical image and the reference image are sparsely
aligned by a pixel unit, an expansion and contraction
error coefficient, a rotation error coefficient, a gray-level
offset and an image transmission loss ratio are param-
eters, the parameters by a least-squares method;

judging whether a calculated parallel shift amount, a cal-
culated expansion and contraction error coefficient, a
calculated rotation error coefficient, a calculated gray-
level offset and a calculated image transmission loss
ratio are suitable or unsuitable by using each threshold
value set up for each of the parameters;

deleting at least one parameter judged to be unsuitable or

setting up a value equivalent to deletion for the param-
eter judged to be unsuitable, and recalculating other
parameters in the mathematical model by a least-squares
method; and

generating, using the microprocessor, a corrected image by

shifting a position of the reference image by a displace-
ment amount displaced from the position aligned by the
pixel unit, based on recalculated parameters, and output-
ting the corrected image,

wherein a gray-level offset, an image transmission loss

ratio, a parallel shift amount in X direction, a parallel
shift amount in'Y direction, an expansion and contrac-
tion error coefficient in the X direction, an expansion and
contraction error coefficient in theY direction, a rotation
error coefficient in the X direction, and a rotation error
coefficient of the Y direction are calculated, so that a first
difference obtained by subtracting a second sum that is a
sum of a product of the expansion and contraction error
coefficient in the X direction, a value obtained by par-
tially differentiating a pixel value of the reference image
with respect to X, and a variable x, a product of the
expansion and contraction error coefficient in the Y
direction, a value obtained by partially differentiating
the pixel value of the reference image with respect to y,
and a variable y, and a product of the rotation error
coefficient in the Y direction, the value obtained by
partially differentiating the pixel value of the reference
image with respect to y, and the variable x from a first
sum that is a sum ofthe gray-level offset, a product of the
image transmission loss ratio and the pixel value of the
reference image, a product of the parallel shift amount in
the X direction and the value obtained by partially dif-
ferentiating the pixel value of the reference image with
respect to X, a product of the parallel shift amount in the
Y direction and the value obtained by partially differen-
tiating the pixel value of the reference image with
respect to y, and a product of the rotation error coeffi-
cient in the X direction, the value obtained by partially
differentiating the pixel value of the reference image
with respect to x, and the variable y may be equal to a
second difference obtained by subtracting a pixel value
ofthe optical image from the pixel value of the reference
image.

12. The method according to claim 11, wherein the calcu-
lating is performed using the microprocessor.
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13. A non-transitory computer-readable recording medium

storing a program that when executed by a computer causes
the computer to implement a method comprising:

storing an optical image and a reference image to be used
for a comparative inspection of a target workpiece to be
inspected on which a pattern is formed, in a storage
device;

reading the optical image and the reference image from the
storage device, and by using a mathematical model in
which a parallel shift amount displaced from a position
where the optical image and the reference image are
aligned by a pixel unit, an expansion and contraction
error coefficient, a rotation error coefficient, a gray-level
offset and an image transmission loss ratio are param-
eters, calculating the parameters by a least-squares
method; and

generating a corrected image by shifting a position of the
reference image by a displacement amount displaced
from the position aligned by the pixel unit, based on the
parameters, and outputting the corrected image,

wherein a gray-level offset, an image transmission loss
ratio, a parallel shift amount in X direction, a parallel
shift amount in Y direction, an expansion and contrac-
tion error coefficient in the X direction, an expansion and
contraction error coefficient in the Y direction, a rotation
error coefficient in the X direction, and a rotation error
coefficient ofthe Y direction are calculated, so that a first
difference obtained by subtracting a second sum that is a
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sum of a product of the expansion and contraction error
coefficient in the X direction, a value obtained by par-
tially differentiating a pixel value of the reference image
with respect to X, and a variable x, a product of the
expansion and contraction error coefficient in the Y
direction, a value obtained by partially differentiating
the pixel value of the reference image with respect to y,
and a variable y, and a product of the rotation error
coefficient in the Y direction, the value obtained by
partially differentiating the pixel value of the reference
image with respect to y, and the variable x from a first
sum that is a sum ofthe gray-level offset, a product of the
image transmission loss ratio and the pixel value of the
reference image, a product of the parallel shift amount in
the X direction and the value obtained by partially dif-
ferentiating the pixel value of the reference image with
respect to X, a product of the parallel shift amount in the
Y direction and the value obtained by partially differen-
tiating the pixel value of the reference image with
respect to y, and a product of the rotation error coeffi-
cient in the X direction, the value obtained by partially
differentiating the pixel value of the reference image
with respect to x, and the variable y may be equal to a
second difference obtained by subtracting a pixel value
ofthe optical image from the pixel value of the reference
image.



