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(57) Abstract: In general, the new client-server based Distributed Speech Recognition (DSR) system provides an effective method of
recognizing speech made by a human at a client device and transmitted to a remote server over a network. The system distributes the
speech recognition process between the client and the server so that a speaker-dependent language model may be utilized yielding
higher accuracy as compared to the tradition DSR systems. Accordingly, the client device is configured to generate a phonetic
word graph by performing acoustic recognition using an acoustic model that is trained by the same end-user whose speech is to be
recognized. The resulting phonetic word graph is transmitted to the server which will handle the language processing and generate
arecognized word sequence. When compared to a design that uses the traditional DSR, the new DSR method and system produces
a word error rate that is at least 2-3 times lower, resulting in a higher accuracy recognition system.
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CLIENT-SERVER BASED DISTRIBUTED SPEECH RECOGNITION SYSTEM
ARCHITECTURE

FIELD
[1001] The invention relates to Distributed Speech Recognition (DSR)
systems and architectures. More particularly, the invention relates to a new
DSR system and method of performing the acoustic processing part of
speech recognition at a client device, and the language processing part at

a server device.

BACKGROUND
[1002] Ever since the conception of the modern computer, engineérs
and linguists have worked together to perfect the art of human speech
recognition by a machine. A goal of automatic speech recognition is for a
system that receives as input human speech, converts it into recognizable
form and performs a useful function with the recognized speech.
[1003] Today, there exists a variety of commercial applications for
speech recognition technology. Dictation machines, for example, can
“listen” to a person dictating a text, and in “real time” deliver the ‘heard’ text
on a monitor. Other applications involve machines capable of receiving and
executing control commands by human speech, instead of through a
mouse or a keyboard. For example, a person may utter at a computer,
“read my e-mails.” The application can use speech recognition technology
to recognize the word sequence uttered by the speaker. A series of
commands to execute the requested tasks may then be issued resulting in
the computer reading the person’s e-mail. _
[1004] Still other applications have been developed for client-server
based speech systems and architectures. Traditionally, the task of speech
recognition is distributed between a client and a server. For example,
mobile phones or Personal Digital Assistants (PDAs) may be used as
clients which capture the speech, obtain speech features, and transmit the
features to a server located at a central location. The communication could
happen over a network such as the internet. Once the speech features are
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received by the server, they are then processed for acoustic recognition
and language processing for the given human language used.

[1005] More specifically, the human speech is captured at the client side
by a device such as a microphone. The speech signal is converted into
digital form so it can be analyzed by a digital computer. The digitized signal
is passed through a feature extractor module which will extract acoustic
features of the speech signal such as energy concentrations at periodic
sampling points. The extracted features, are then quantized, e.g., by a
mathematical model such as the Mel Frequency Cepstral Coefficients. The
quantized features are organized into a data packet for transmit ion to a
server.

[1006] The server then receives the data packets containing the
quantized features and performs acoustic and linguistic processing to
provide a word sequence. The acoustic processing is modeled by a
speaker-independent (SI) mode! since the server serves multiple clients.
[1007] Among the shortcomings of the traditional DSR method is its
inability to take advantage of the improved word error rate (WER) afforded
by utilizing speaker-dependent (SD) recognition models. The difference
between the two models lies in the fact that an SD model, has been trained
by a specific person’s voice resulting in a lower WER for that specific
person. This is because humans from different linguistic backgrounds
produce significantly different acoustic signals for the same word. Persons
from different regions may have different accents and pronunciations.
[1008] Conversely when the system is used by a variety of speakers,

" such as an Automatic Teller Machine, a S| model is utilized and it is
designed to handle any speaker regardless of the speaker's speech
characteristics such as the speaker’s pronunciation, speech variations due
to gender and age and the robustness of the speaker’s sound. Not
surprisingly, SD models deliver 2-3 times lower WER than S| models.
Because the traditional DSR method handles acoustic processing at the
server, not at the client, it is impractical and inefficient to allow system
architects to employ SD acoustic recognition models with lower WER to
improve overall recognition accuracy.
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BRIEF DESCRIPTION OF THE DRAWINGS

[1008] Figure 1 illustrates a block diagram of an exemplary
communications network applying the new DSR methodology pursuant to
an embodiment of the invention.

[1010] Figure 2 illustrates a block diagram of an exemplary client-servér
based DSR system applying the new DSR methodology pursuant to an
embodiment of the invention.

[1011] Figure 3 illustrates an exemplary schematic representation of the
new DSR methodology pursuant to an embodiment of the invention.
[1012] Figure 4 illustrates an exemplary schematic representation of the
new DSR methodology pursuant to an embodiment of the invention at a
client node of a client-server based system.

[1013] Figure 5 illustrates an exemplary phonetic word graph generated
at a client node according to the methodology pursuant to an embodiment
of the invention.

[1014] Figure 6A illustrates an exemplary flow chart of the transmission
process of a phonetic word graph according to an embodiment of the '
invention.

[1015] Figure 6B illustrates an exemplary datagram used to transmit an
exemplary phonetié word graph according to the methods pursuant to an
embodiment of the invention.

[1016] Figure 7A illustrates an exemplary schematic representation of
the new DSR methodology pursuant to a method pursuant to an
embodiment of the invention at a server node of a client-server based
system.

[1017] Figure 7B illustrates an exemplary phonetic word graph
generated at a server node of a client-server network system according to
a methodology pursuant to an embodiment of the invention.

[1018] Figure 7C illustrates an exemplary phonetic word graph expanded
from the phonetic word graph shown in Figure 5.

[1019] Figure 8 illustrates a block diagram of an exemplary system
applying the new DSR methodology pursuant to an embodiment of the

invention.
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DETAILED DESCRIPTION OF THE INVENTION
[1020] In the following detailed description of the invention, numerous
specific details are set forth in order to provide a thorough understanding of
the invention. However, it will be obvious to one skilled in the art that the
methodology pursuant to the invention may be practiced without these
specific details. In other instances, well known methods, procedures,
components, and circuits have not been described in detail so as not to
unnecessarily obscure aspects of the invention.
[1021] The methods pursuant to the invention includes various steps,
which will be described below. The steps may be performed by hardware
components or may be embodied in machine-executable instructions,
which may be used to cause a general-purpose processor programmed
with the instructions to perform the steps. Alternatively, the steps may be
performed by a combination of hardware and software.
[1022] The invention reveals a new DSR methodology that is different
from traditional DSR methods, and thus results in improved recognition
accuracy. The new DSR methodology takes advantage of the lower WER
associated with SD acoustic recognition models. This is accomplished by
dividing and distributing the speech recognition process into acoustic
recognition at a client device, and language processing at a server device.
Thus, after a speech is captured at a client device, it is processed
acoustically in accordance with a SD personalized acoustic model. This
process results in an N-best hypothesis as to what was most likely said.
Next, a word graph packet is formed and transmitted over a network to a
server device. Finally, the server device receives the word graph packet,
decodes it, and processes it linguistically resulting in a recognized word
sequence.

' [1023] Once the human speech is captured at a client device, it will be
analyzed acoustically. Acoustic recognition involves extracting features of
the captured speech signal and searching an acoustic model for one or
more possible matches between the extracted features of the captured
speech and known previously recorded speech features stored in the
acoustic model. In a preferred embodiment, a phonetic word graph may be
used to represent the speech. The acoustic model may be a personalized
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SD model which is personally trained by the user, for example the owner of

a mobile phone or a PDA. Subsequently, the word graph is packetized and
transmitted over a network to a central server. The server may then utilize
the selected language model to process the phonetic word graph
linguistically and produce a recognized word sequence.

[1024] Referring now to Figure 1, an exemplary DSR system is
illustrated. Client 1, Client 2, and C1-C4 are examples of different client
devices which employ the new DSR methods pursuant to one embodiment
of the invention. Client 1 is a Personal Digital Assistant 110. Client 2 is a
mobile phone 120, and C1-C4 are computer terminals serving as nodes in
an exemplary LAN 138. In each case, the client devices are configured to
capture human speech. For example, human speech 112 with regards to
PDA 110, or human speech 122 with regards to the mobile phone 120. The
captured signals are then acoustically processed and a resulting data
packet containing a sequence of phonetic word graphs are generated at
the client device.

[1025] Subsequently, the data packets are transmitted over the network
100 e.g., the internet. With regards to the speech made at the PDA 110,
process server 150 receives the data packet (not shown) and after
performing linguistic processing on the data contained in the packet,
generates the recognized word sequence 152. Similarly, host 180 and host
160 receive data packets from mobile phone 120 (client 2) and C1 130 and
generate the recognized word sequences 182 and 162, respectively. Client
1 can train PDA 110 by initially uttering a series of words and training the
PDA. Similarly Client 2 can train mobile phone 120 by uttering a series of
words and providing the mobile phone with a text of what is said. Once the
client device has been trained, it can form a personalized acoustic model
which can be used by the client device as a basis for a search and
comparison of what has been said.

[1026] Referring now to Figure 2, a block diagram of an exemplary DSR
system is shown. The Figure illustrates how a human speech signal 200,
spoken at client device 220, is converted into the recognized word
sequence 260 at the server device 252. The signal 200 is captured at a
client 220 node of a client-server based system and acoustic processing

5
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and recognition 230 is performed at the client device 220. As shown in

Figure 2, client 220 may be a computer terminal 210. But, client 220, could
also be a mobile phone, a PDA, etc.... In fact, the client device is any
device having the capability of receiving human speech signal 200;
processing it acoustically and recognizing its phonetic make up; and
preparing the resulting phonetic data for transmission over a network 242,
such as the communication network 240.

[1027] Referring still to Figure 2, the process server 254, handles the
language processing 250 phase of the new DSR system. The process
server 254 may be a server computer system 252, capable of receiving
phonetic data and analyzing it linguistically in order to arrive at word
sequence 260. Once the server 252 has completed the language
processing 250, the server 252 generates a recognized word sequence
260, which may then be transmitted back to client 220 over the network
242.

[1028) Referring now to Figure 3, a schematic representation of the new
DSR system which is designed according to the methods pursuant to one
embodiment of the invention is illustrated. The Figure presents an
exemplary sequence of operations that human speech signal 300 is put
through when the new DSR methodology is applied.

[1029] At functional block 310, human speech signal 300 is received at
the client device 340. For example, a person may speak into a microphone
which will capture the human speech signal 300. In an exemplary
embodiment, the person may be limited to single word commands to be
used as control commands, i.e., an Automatic Speech Recognition (ASR)
system. In another embodiment, the system may include Large Vocabulary
Continuous Speech Recognition (LVCSR). The methods pursuant to this
embodiment apply to both ASR and LVCSR.

[1030] At functional block 310, the captured human speech signal 300 is
converted into a digital signal by an analog-to-digital converter. In functional
block 320, the features of the resulting digitalized signal are extracted, for
example by a feature parameter extraction module 820 (See Figure 8).
Functional block 320 may further be further broken down into: end-point
detection as shown at functional block 322, pre-emphasizing filtration as
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shown in functional block 324, and feature computation as shown at

functional block 326. During end-point detection, a determination is made
as to the beginning and ending of a speech feature. In other words, a
determination is made as to when one feature ends and another feature
begins. During pre-emphasizing filtration, the speech signal is filtered in
order to amplify the speech signal's important features. Finally, during the
feature computation, features of the speech signal are computed to
develop a sequence of possible candidates.

[1031] Accordingly, after the speech features have been extracted,
acoustic processing of the captured human speech signal takes place at
functional block 342. Acoustic processing is a process to provide a match
of the speech features identified at functional block 320 with known
phonetic units. Thus, acoustic processing comprises receiving a human
speech signal and using an acoustic model to recreate a sequence of
sounds which most closely represent the input speech. The acoustic model
may be organized by sub-word units such as phonetic-level, demi-syllable,
or syllable-level units. However, acoustic models using other phonetic units
may also be implemented.

[1032] One method to perform acoustic processing is by utilizing Hidden
Markov Models (HMMs). HMMs, which are well known in the art, are
stochastic finite-state automata which comprise of a Markov chain of
acoustic states. These states model the temporal structure of speech, i.e.,
how the states vary with time. A probabilistic function for each of these
states, modeling the emission and observation of acoustic vectors are what
is represented by HMMs.

[1033] Once an HMM is used to represent the speech features, a search
space is defined and a search may be conducted against a previously
formed HMM within an acoustic model. The HMM may be formed during a
training phase of a client device which may occur the first time a person
uses the client device 340. For example, when a person purchases a
mobile phone, the phone may have a button which when pressed may
place the phone in training mode. During this mode, the person may be
asked to utter words, phonemes, or other units of speech as they appear
on the screen. The mobile phone can then capture the sounds produced by

7
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the user and run it through functional blocks 322-326 of Figure 3 in order to

extract the features associated with the sounds and form an HMM. Since,
during the training phase, the client device 340 knows exactly what words
the sounds represents, it is able to store the two pieces of information (the
word uttered and its extracted features) and create an acoustic model
which is personalized for the owner of the mobile phone.

[1034] By creating a personalized acoustic-phonetic model, the mobile
phone can take advantage of an SD acoustic model which has a 2-3 times
better WER than an S| acoustic model.

[1035] In functional block 334, an optimization procedure is deployed.
The decision on the spoken word may be made using any number of
knowledge sources. For example, an acoustic-phonetic model of single |
phonemes as trained by the owner of client device might be used either
alone or in combination with other knowledge sources such as a
pronunciation lexicon. However, if the owner is not the person actually
using the client device, then the person who does actually use the device
should train the device because it is this person’s voice characteristics
which results in a more accurate recognition process.

[1036] At functional block 336, an N-best hypothesis is determined after
a search of the acoustic model is completed. However, instead of an N-
best hypothesis, a single-best hypothesis strategy may be utilized. In
functional block 338, a phonetic word graph (Pword graph) is generated.
The main idea of a pword graph is to come up with phonetic alternatives in
regions of speech signal, where the ambiguity about the actually spoken
phoneme is high. The expected advantage is that the acoustic recognition
process is decoupled from the application of a complex language model.

| is language model can be applied in subsequent post processing whicn
takes place at a server computer according to the methodology pursuant to
this embodiment of the invention. The number of word alternatives is a
design parameter which can vary according to the level of ambiguity or
accuracy that the user desireé.

[1037] Once a Pword graph has been generated at functional block 338,
the Pword graph may be packetized and transmitted to the server device.
Any transmission medium and any packeting scheme may be used to
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transmit the Pword graph to the server. For example, an Internet Protocol

datagram may be generated as illustrated at functional block 354 by
packetizing the Pword graph onto the datagram. This datagram can then
be transmitted over the network 350, as shown at functional block 352. In a
preferred embodiment of the invention, network 350 may be the internet,
but any other type of networks such as a Local Area Network will suffice.
[1038] In functional block 356, the datagram containing the Pword graph
is received by a server and the Pword graph is removed from the
datagram. At functional block 382, language processing may take place on
the Pword graph. Language processing involves taking the sequence of
sounds as organized in a Pword graph and transforming it into an actual
word. The received Pword graph is analyzed node-by-node. For each node
the dictionary and grammar rules are checked for the specific language
model available and chosen by the user. In one embodiment, the client
device may have a language selector key allowing the user to speak in
English or Chinese or any other language that the system may support. At
functional block 390, a true Pword graph is formed according to the Pword
gfaph transmitted by the client device. (See Figure 5). Finally, at functional
block 386 a search algorithfn is deployed to determine the recognized word
sequence by using a dictionary and grammar lexicon.

[1039] Referring now to Figure 4, a block diagram of a client device is
shown. The client device may be a variety of portable devices such as a
mobile phone, a PDA, a portable computer, or any other device which may
be used by a person to communicate with another device located at a
different geographical location.

[1040] Once a person decides to communicate with a remote server, the
person will have the option of talking into a receiver module, such as a
microphone, of a client device. The client device, however, performs a
series of operations on the captured human speech signal 400. These
operations are shown at functional blocks 420 and 450 in Figure 4. The
operations performed on the human speech signal 400 can be generally
divided into two types. During the first series of functions indicated at
functional block 422, 424, 426, and 428, the human speech signal is put
through a process wherein the human speech signal is converted into a



WO 02/103675 PCT/CN01/01030
digital signal according to well known methods as is known in the prior art.

Subsequently, the digitalized signal at functional block 412, is presented to
a feature extraction module which extracts the features present in the
human speech signal. These features may represent the energy
concentrated in the speech signal as measured periodically and can be
represented as a sum of acoustic vectors, for example as is shown at
functional block 428, as x1, X2, .....xT. However, other features of the
acoustic signal, as is well known in the art, may also be extracted.

[1041] At functional block 450, acoustic vectors x1,x2,...... xT are
presented to an acoustic processor whose function may be to recognize
the speech that caused the x1, x2,.....xT acoustic vectors. To accomplish
this task, the acoustic processor may consult an acoustic model which
contains acoustic vectors for a variety of speeches previously made by the
person using the client device. This model can be easily trained by the
person who will be primarily using the client device. For example, the client
device can be programmed or trained when the person first purchases it.
The device could have a “train me” switch, which when activated by the
user, will flash words on its screen and prompt the user to prohounce them.
The device may , for example, flash words, phonemes, syllables, demi-
syllables or any other units of words according to a specific design
parameter. The choice of the phonetic units does not affect the
methodologies pursuant to this embodiment of the invention.

[1042] Thus for example, the device flashes the word, “apple” and the
user says, “apple”. The device will capture the speech signal that is
generated by the speech made by the user for example by a microphone.
Those skilled in the art know that this signal will be an analog signal which
when viewed on an oscilloscope may look like, speech signal 400. After
capturing the signal, the acoustic processor may apply functions at
functional blocks 412, 422, 424, 426, and 428 in order to extract the
features of the signal generated by the user uttering the word, “apple”,
resulting in the generation of a set of acoustic vectors. This representation
is then stored at a data base together with an indication of the word apple.
This process can continue for word after word. The more words presented

to the device the more complete of an acoustic model for the user or owner
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of the device. Once this model is complete, the device is ready for acoustic

recognition which occurs at functional block 450.

[1043] The acoustic processor is now charged with the task of
recognizing the uttered speech. It accomplishes this task by conducting a
search of the data base containing the trained acoustic model. At functional
block 446, a search is done to find one or more matches for the speech.
The decision on the spoken word may be done by an optimization
procedure. Several searching schemes have been developed and are well
known in the art. For example, a beam search strategy with a pruning
option may be used. Alternatively, a tree lexicon or a one-pass algorithm
may be applied. The choice of the specific search strategy does not
influence or alter the methods pursuant to this embodiment of the invention.
[1044] At functional block 442 the data base containing the acoustic-
phonetic model is gathered. The training phase of the speech recognition
system of this embodiment takes place at this functional block. At functional
block 444, a language model is consulted in connection to the search
strategy deployed at functional block 446. However, the addition of a
language model at the client side may be a design choice. It is not |
necessary to include a language model in order to implement the methods
pursuant to this embodiment.

[1045] The result of the search is generated at functional block 448.
Here, an N-best hypothesis is generated. Although, a single best
hypothesis could also be used, in a preferred embodiment, an N-best
hypothesis yields a higher accuracy since it provides not just a single guess
as to what was uttered, but a multiple of guesses. From this information, at
functional block 452, a word graph may be generated. The main idea of a
word graph is to come up with word alternatives. Word graphs have proven
to be effective where there is a need for high accuracy. In effect, a word
graph as illustrated in Figure 5, presents words that have similar sounds, or
features, or acoustic vectors. This similarity can cause confusion. For
example, the words, “duo” and “dao” and “yao” in Mandarin Chinese look
nearly identical on a spectrum analyzer. Similarly, with reference to Figure
5, the words, “dai” , “nai” and “mai” are alike but for a single letter or
phoneme. These similarities which are prevalent in most languages, can be

11
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further analyzed by use of a grammar lexicon presented in a language

model as will be discussed with reference to Figure 7A.

[1046] Referring back to Figure 4, once the word graph representing
word alternatives of what has been uttered, is generated, the device may
transmit this information as a binary file to a remote server. The word graph
can be represented in a datagram as shown in Figure 6B. However, any
other form of packetizing of this data may be implemented.

[1047] Referring now to Figure 5, an example of a word graph having a
two-level alternative capacity is illustrated. The actually uttered words in
this example are in Chinese Mandarin: “wo yao mai zhong ke jian” which
means, “| want to buy zhong ke jian (China Science Healthy)” (zhongkejian
is the name of a stock in Chinese stock market). This word graph is the
output of the acoustic processor as was illustrated in Figure 4, at functional
block 452. The acoustic processor, compares the acoustic vectors of what
the device captured with the acoustic model and presents the acoustic
processor with three alternatives for each word. Words 512, 511, and 510
represent “yao” and its alternatives. Words 514, 515, and 516 represent
‘mai” and its alternatives. Accordingly, the word graph depicted in Figure 5,
may be used in conjunction with a language model whiéh comprises a
dictionary lexicon and a grammar lexicon in order to determine the single
best sentence represented by the word graph. The application of a
language model to the word graph may take place at a server node since
the language processing is a rather complex process and is independent of
the acoustic recognition process. Thus, the methods pursuant to this
embodiment takes advantage of the SD acoustic model by generating a
word graph with a two-level word alternative. The word graph will be
transmitted to a server which will then complete the recognition process
and determine the single best sentence.

[1048] Referring now to Figure 6A, the transmission process according
to one embodiment of the invention is illustrated. At functional biock 602. a
phonetic word graph is generated by the client device. At functional block
604, the word graph is transformed into a binary file, and packetized for
transmission over the network. For example, at functional block 604, a
TCP/IP datagram is used as a vehicle for transmission. However, any other

12
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method of packetizing the word graph for transmission is possible and the

specific choice does not impact the methods pursuant to this embodiment
of the invention. At functional block 606, the datagram is transmitted to the
server, and at functional block 608, the datagram is received at the server.
[1049] Referring now to Figure 6B, an exemplary Internet Protocol
datagram is illustrated. In the header 612 segment of the datagram 600 a
client device's logical address and a server device's logical address and
any other control information, as is well known in the art, is included. The
data area 610 may include a binary representation of the phonetic word
graph as generated by the client device.

[1050] Referring now to Figure 7a, an exemplary block diagram of the
server node 700 is illustrated. At functional block 710, the TCP/IP datagram
as shown in Figure 6B is received by the server 700. At functional block
712, the word graph is decoded from its binary form and a true word graph
representation of what was uttered at the corresponding client node (not
shown) is formed. At this point the server is equipped with the equivalent of
an N-hypothesis representation of the speech. The server may use a
language model as at functional block 720, and a dictionary lexicon as
shown at functional block 718, to conduct a search and make decisions as
to the most likely speech as is well known in the art.

[1051] In this procedure, for each phonetic word graph node (See Figure
7b and 7c¢) the server 700 finds all those words that correspond to the
chosen Phonetic word by checking the dictionary and the grammar lexicon.
However, the invention is not limited to the dictionary and grammar model.
Any other language model, for example, cache-based language models,
trigger-based language models, and long-range trigram language models
(lexical zed context-free grammars) may also be used. Regardless of the
specific language model used, the result at functional block 720 is a
recognized word sequence which can be stored, or may be used as a
command to the server 700.

[1052] Referring now to Figure 7b, an exemplary true phonetic word
graph is illustrated. The phonetic word graph represents “wo yao mai zhong
ke jian” as the uttered word sequence. From this word graph a
corresponding word graph can be generated as shown in Figure 7c. In this

13
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procedure, for each phonetic word node (such as “yao”) the server

searches for those words that sound just like “Yao”. As another example,
for the phonetic word, “zhong” , the true word may be “china” or “heavy” or
“seed” (these are translations of words that sound similar to “zhong” .
These words do not sound alike in English, but in Chinese Mandarin they
do. The methods pursuant to this embodiment is not limited to English, or
Chinese. Any language for which a language model may be constructed
can be used.

[10563] Still referring to Figure 7b, once word alternatives are arrived at,
for each phonetic word node, the server may generate multi true word
nodes based on those words that are checked out. Then the topology
relation is duplicated in the phonetic word graph in order to arrive at an
expanded phonetic word graph as illustrated in Figure 7c which illustrates
the resulting phonetic word graph from the word graph shown in Figure 7b.
[1054] Referring now to Figure 7c, the expanded phonetic word graph is
illustrated. Here, the server will consider the different possibilities of the
uttered sequence in accordance to a language model. For example,

llI ”

following the word, “I", a subject, the Iangua'ge model may dictate a verb,

such as “want” and not a noun. Accordingly, a pruning strategy may take

place where nouns that follow “I" are dropped from further consideration,

for example, the word “medicine” a noun may not follow the word “I", which
is a subject. This way the resulting search space may be considerably
reduced. Similarly, a dictionary lexicon may be used to eliminate other
similarly sounding words. Here, a language model based on a bigram
language model or a trigram language model may be used. The choice of a
bigram or trigram language model does not effect the methodologies
pursuant to this embodiment.

[1055] Referring now to Figure 8, an exemplary block diagram of a
speech recognition system including a client device, a server device and a
communication network is illustrated. Speech input 800 may be words of a
human user, for exémple, John. The speech input 800 may be captured by
a microphone coupled to a client device belonging to John, for example,
John's mobile phone, or PDA. John can use the training mode of his device

to train his device to recognize his speech. The acoustic model 824,
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located at the client device 810 is utilized in the training mode. As john is

prompted to utter different words, phrases, or sentences, the acoustic
model collects the data corresponding to each speech. When John is ready
to communicate with a remote server 850 over a communication network,
840, he may switch off the training mode, and begin speaking as if he were
carrying a normal conversation with another human. The client device 810
will capture John's speech and runs through feature extraction module 822
in order to perform a series of front end processes on the analog human
speech signal 800 as is well known in the art. Whereas, in the prior art
models, the extracted features are transmitted to the server for linguistic
processing, according to one embodiment of the invention, an additional
function takes place at the client device, i.e., acoustic processing which
results in the generation of a phonetic word graph. By doing'so, one
embodiment takes advantage of an SD acoustic model, since John is able
to train the device personally thus resulting in a SD personalized acoustic
model. The prior art, is not able to take advantage of the lower WER
associated with SD models since in the prior art, the features gathered at
the client are transmitted directly to the server, and the server performs the
acoustic recognition and analysis at the server. It is not pfactical touse a
SD model with the prior art because the server services many users
without knowing their identities. Thus the prior art is limited to Sl models
which are prone to higher error rates.

[1056] Once the acoustic processor receives the extracted features, it
searches the speaker-dependent acoustic model trained by John's voice.
The resulting matches are known phonetic units 830 which can be
transmitted in a datagram to the server 850. The package is received at
server850 and presented to a language processor 855 which in conjunction
with pronunciation lexicon 857, and language model 859 determines a

recognized word sequence.

15
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CLAIMS

What is claimed is:
1. A method comprising:
receiving a human speech signal at a client node;
identifying features of said human speech signal;
identifying known phonetic units corresponding to said identified features;
forming a data packet containing at least one of said known phonetic units; ahd,

transmitting said data packet to a server node.

2. The method of claim 1 wherein said client node is selected from a group
consisting of a mobile phone, a Personal Digital Assistant, and a portable

computer system.

3.  The method of claim 1, wherein identifying features of said human speech

signal comprises:
performing end-point detection on said human speech signal;
performing pre-emphasizing filtration on said human speech signal; and
quantizing said human speech signél.

4. | The method of claim 1, wherein identifying known phonetic units
corresponding to said identified features comprises searching an acoustic

model comprising:

a sub-word unit modeled by Hidden Markov Model comprising a Markov chain of

acoustic states.

5. The method of claim 1, wherein identifying known phonetic-units
corresponding to said identified features comprises using a speaker-

dependent acoustic model.

16
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The method of claim 1, wherein said known phonetic units form a phonetic
word graph.

The method of claim 1, wherein said data packet comprises a source
address, a destination address and a binary representation of said known

phonetic unit.

The method of claim 1, wherein said data packet is transmitted over the

internet.

A system comprising:

a client node including:

a feature extraction module to identify features of a human speech signal,

an acoustic processing module coupled to said feature extraction modules,
the acoustic processing module to identify known phonetic units from said
identified features, and

a sender module coupled to said acoustic processor module, the sender
module to form a data packet containing at least one of said phonetic units

and transmit said data packet to a server; and

a server comprising:

10.

a receiver module to receive said data packet and remove said at least
one of said known phonetic units from said data packet, and

a language processing module to identify a word associated with said at
least one of said known phonetic units.

The system of claim 9, wherein said client node is selected from a group
consisting of a mobile phone, a Personal Digital Assistant, and a portable
computer system.

17
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11.

12.

13.

14.

15.

The system of claim 9 wherein said feature extraction module is also
configured to perform end-point detection, pre-emphasizing filtration and

quantization on said human speech signal.

The system of claim 9, wherein said acoustic processing module includes
a speaker-dependent acoustic model.

The system of claim 9, wherein said acoustic processing module forms a -

phonetic word graph according to said known phonetic units.

The system of claim 9, wherein said sender module forms a binary
representation of said word graph and places said binary representation
along with a source address and a destination address onto a datagram

before transmitting said word graph.

A client device comprising:

a receiver module for receiving a human speech signal;

a feature extraction module coupled to said receiver module to identify features of

said human speech signal;

an acoustic processing module coupled to said feature extraction module to

identify known phonetic units from said identified features and form a data

packet containing at least one of said phonetic units; and,

a sender module coupled to said acoustic processing module to send said data

16.

17.

packet to a server node.

The client device of claim 15, wherein said feature extraction module is
also configured to perform end-point detection, pre-emphasizing filtration,

and quantization of said human speech signal.

The client device of claim 15, wherein said acoustic processing module

includes a speaker-dependent acoustic model.

18
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18.  The client device of claim 15, wherein said acoustic processing module
forms a word graph from said identified known phonetic units.

19.  The ciient device of claim 18, wherein said word graph is a phonetic word

graph.
20. A server comprising:

a receiver module to receive a data packet containing at least one known
phonetic unit from a client node and removing said at least one known

phonetic unit from said data packet; and

a language processing module coupled to said receiver module to determine a
word associated with said at least one known phonetic unit.

21.  The server of claim 20, wherein said data packet is received over the

internet.

22.  The server of claim 20, wherein said data packet is a datagram

comprising:

a header section containing an address of said client node, an address of said

server, and said known phonetic units.

23. A computer-readable medium including a program executable by a

processor, comprising:
a first subroutine for receiving a human speech signal at a client node;
a second subroutine for identifying features of said human speech signal;

a third subroutine for identifying known phonetic units corresponding to said

identified features;

a fourth subroutine for forming a data packet containing at least one of said

known phonetic units; and
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a fifth subroutine for transmitting said data packet to a server node.
24.  The computer-readable medium of claim é3, wherein

said third subroutine forms a phonetic word graph from said known phonetic

units.

25. The computer-readable medium of claim 24, wherein said data packet is a
datagram containing said phonetic word graph, an address of said client
node, and an address of said server node.

26. The computer-readable medium of claim 23, wherein said third subroutine
also forms a speaker-dependent acoustic model.

27.  The computer-readable medium of claim 23, wherein said fifth subroutine

transmits said data packet to said server node over the internet.

28. A computer-readable medium including a program executable by a
processor, comprising:

a first subroutine for receiving a data packet containing at least one known

phonetic unit from a client node;

a second subroutine for removing said at least one known phonetic unit from said

data packet; and

a third subroutine for identifying a word associated with said at least one known

phonetic unit.

29. The computer-readable medium of claim 28, wherein said daté packet is

sent by a client node over the internet.

30. The computer-readable medium of claim 28, wherein said data packet is a
datagram containing said at least one known phonetic unit along with an

address of said client node.
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