A method comprises generating a hierarchy of data entities, comprising nodes (301-307) and connected by edges (127), each edge of the edges being assigned an edge weight value based on a dependency category, such as linked, nested, version, tagged etc. between the two data entities. Each node of the nodes (301-307) is assigned a first access rating value based on, for example, the number of visits, a rating etc. One of the nodes (301-307) is selected as a seed node (305), and for each edge of the linked data structure (126, 300) calculating a rating residue value as the difference between the two first access rating values of the nodes connected by the edge. The linked data structure (126, 300) is then traversed starting from the seed node and for each edge traversed starting from a source node to a destination node calculating for the destination node a second access rating value using the at least one edge weight value of the edge and the first access rating value of the destination node and the source node. This is repeated until the residue values converge. Nodes which have access values meeting a criterion are then removed. The data entities relate to media data which is shared between users, such as wikis, blogs, forums, profiles etc.
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1.) From Page B to Page A
\[ 1 + \frac{100}{(30+100)} \times (100-1) \]
\[ = 1 + 76.15 \]
\[ = 77.15 \]

2.) From Wiki to Page A
\[ 67.15 + 0.75 \times (77.5-67.15) \]
\[ = 67.15 + 7.76 \]
\[ = 74.91 \]

= 10 + 0.75 \times (100-10)
= 10 + 67.5
= 77.5

= 20 + (75-20)
= 20 + 55
= 75
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DESCRIPTION

Communication method and system for accessing media data

Field of the invention

The invention relates to communication systems, and more particularly to a communication method for providing access to media data.

Background

Media data content of, wikis, blogs, forums, profiles, shared files, images, videos, etc. is becoming more frequently used and more important not only in the internet with its consumer oriented social collaboration and media platforms but also in enterprises. However, media data content increases in volume over years of use. The increased volume of these media data needs to be managed.

Summary of the invention

It is an objective of embodiments of the invention to provide for an improved communication method for providing access to media data and a respective communication system. Said objective is solved by the subject matter of the independent claims. Advantageous embodiments are described in the dependent claims.

In one aspect, the invention relates to a communication method for providing access to media data shared by multiple users, the media data containing data entities having data dependencies between them. The method comprises:
a. classifying the data dependencies into one or more dependency categories,

b. generating a linked data structure representing a hierarchy of the data entities, the linked data structure comprising nodes representing the data entities and being connected by edges, each edge of the edges being associated with the dependency category of the data dependency between the two data entities represented by the two nodes connected by the edge,

c. assigning to each edge of the linked data structure at least one predefined edge weight value based on the dependency category of the edge,

d. assigning to each node of the nodes a first access rating value quantifying the access, by at least part of the multiple users, to the data entity represented by the node,

e. selecting a node of the nodes of the linked data structure as a seed node,

f. for each edge of the linked data structure calculating a rating residue value as the difference between the two first access rating values of the nodes connected by the edge,

g. traversing the linked data structure starting from the seed node and for each edge traversed starting from a source node to a destination node calculating for the destination node a second access rating value using the at least one edge weight value of the edge and the first access rating value of the destination node and the source node,
h. repeating steps e)–g) using the second access rating values as the first access rating values until at least part of the rating residue values meet a predefined convergence criterion,

i. selecting from the nodes of the linked data structure the nodes having access rating values meeting a predefined data removal criterion,

j. removing the data entities corresponding to the selected nodes.

In another aspect, the invention relates to a computer program product comprising computer executable instructions to perform the method steps of the method of any one of the preceding embodiments.

In another aspect, the invention relates to a communication system for providing access to media data shared by multiple users, the media data containing data entities having data dependencies between them. The communication system is adapted for performing the above described communication method.

**Brief description of the drawings**

In the following, preferred embodiments of the invention will be described in greater detail by way of example only making reference to the drawings in which:

Fig. 1 illustrates an exemplary communication system 100 for providing access to media data;
Fig. 2 is a flowchart of a method for scoring or rating media data;

Fig. 3 illustrates the steps of a method for traversing a linked data structure;

Fig. 4 is a flowchart of a method for removing at least part of media data; and

Fig. 5 is a flowchart of a method for an optimal access to media data.

**Detailed description**

In the following, like numbered elements in the figures either designate similar elements or designate elements that perform an equivalent function. Elements which have been discussed previously will not necessarily be discussed in later figures if the function is equivalent.

The features of the disclosed communication method may have the advantage of saving resources that would otherwise be used by the removed data entities. The separation of data entities into data entities to be removed and data entities to be maintained may have the advantage of allowing a flexible usage of the resources in the sense that the allocation of resources for the data to be removed may be less constrained than the allocation of resources for those data to be maintained. For example, any free or less performing storage or processing resources (e.g. slow processing or slow access storage resources) may be allocated for the data entities to be removed. This assignment of resources depending on the relevance of data may improve the overall performance of the system executing the communication method. For example, by giving a highest execution and/or a
storage priority to the data entities to be maintained, the system’s response to the user requests may be faster than running on the whole data including data entities to be removed without prioritization. This is especially important since the user requests or other system requests may mainly concern the data to be maintained as they are more relevant.

For example, the media data are generated using a mobile application being installed on mobile devices of the multiple users, the media data being shared via mobile social media networking, the mobile application comprising one of a SharePoint application and a social application. This may be advantageous as the present method may be seamlessly integrated in telecommunication systems.

For example, the classification of a data dependency between a first and a second data entity of the data entities comprises classifying the data dependency into at least one of the one or more categories: a data version dependency category in case the first data entity and the second data entity have different versions of the same content; a containment or nested data dependency category in case the content of the first data entity comprises at least part of the content of the second data entity; a tagging data dependency in case the first data entity is tagged similar to the second data entity; a link data dependency category in case the first data entity comprises a link pointing to the second data entity. This may be advantageous at it may provide an accurate method for determining dependencies between the data entities that may, for example, be subsequently used for an efficient storage of the data entities. E.g. in case the data dependency between two data entities comprises the containment data dependency category the two data entities may be stored in the same storage location.
For example, the assignment of at least one predefined edge weight value to an edge of the edges connecting a first and a second node representing the first and the second data entity respectively comprises: in case the dependency category of the edge comprises the containment data dependency category assigning the at least one predefined edge weight value as the first access rating value of the first node when the link data structure is traversed from the first node to the second node; in case the dependency category of the edge comprises the data version dependency category assigning the at least one predefined edge weight value as the percentage of the common content between the first data entity and the second data entity.

For example, the first access rating value of a data entity is derived from at least one of a total number of accesses to the data entity in a predefined time interval; an average number of accesses per user of the multiple users to the data entity in the predefined time interval; an assigned rating value from a user of the multiple users, the assigned rating value being indicative of a content quality of the data entity. This may be advantageous as it may provide a reliable classification of the data entities that may improve the performance of the system that manages such data entities based on that classification. Otherwise, managing data based on a wrong classification may lead to a wrong allocation of resources which may impact the performance of the system.

Data quality or content quality of a data entity may be characterized by the data freshness. For example, the first access rating value of a given node may be indicative of the data freshness of the data entity associated with the node. The data freshness of a data entity may be indicative of how stale is the data entity with respect to the source of the data entity.
(i.e. is the data entity has the same content as the corresponding data that is stored at the sources). This is in case the data entity has been copied from a certain data source. The data freshness of the data entity may further indicate how old the data entity is.

For example, the calculation of the second access rating value comprises: adding the at least one edge weight value multiplied by the rating residue value to the first access rating value of the destination node for obtaining the second access rating value. The rating residue value corresponds to the edge connecting the source and destination nodes.

For example, the data removal criterion comprises: the access rating value of a node of the nodes being different than a preset rating threshold value.

For example, the convergence criterion comprises at least one of the highest rating residue value in a given iteration being different than a predetermined residue threshold value; and the average rating residue values in a given iteration being different than the predetermined residue threshold value.

For example, the seed node is one of the node having the highest access rating value; and the node connected to an edge having the highest rating residue value.

For example, the traversing being performed using the Depth-first search, Breadth-first search or a combination thereof.

For example, the data entities are stored in a first storage system, wherein removing a data entity of the data entities to be removed comprises one of storing the data entity in a second storage system having lower performance characteristics than the
first storage system, wherein the performance characteristics comprise an I/O response time, and replacing the data entity by a stub file in the first storage system, the stub file indicating the storage destination of the data entity; flagging the data entity as a removable data entity for a predefined time period before removing the data entity; masking at least part of the data entity for user access.

For example, the storage system having highest frequency of access may be backed up independent and more frequently than the other storage system. This may prevent a high I/O penalty due to reading all data on the other storage system to determine if something is to be backed-up.

For example, removing a data entity of the selected data entities further comprises determining an edge connecting a first node, representing the data entity, and a second node; and modifying the data entity represented by the second node for indicating the removal of the data entity represented by the first node. This may be advantageous as it may preserve the quality of the remaining data for providing reliable results. For example, in case the data entity representing the second node comprises a link to the data entity represented by the first node, said link may be removed such that to prevent the generation of error messages by the system when such link is used, which may thus save resources used for the generation of the error messages.

For example, removing the data entities corresponding to the selected nodes comprises identifying a set of nodes of the selected nodes that are interconnected by edges; selecting a subset of nodes of the set of nodes based on the dependency category of the edges; requesting a feedback for removing the data entities represented by the subset of nodes; upon receiving the feedback for removing the data entities represented by the
subset of nodes removing the data entities represented by the set of nodes. This may be advantageous as it may save resources that would otherwise be required for accessing the data entities (in order to decide whether or not to remove these data entities) other than the data entities represented by the subset of nodes.

The term “data entity” as used herein refers to one of a computer file, container of documents and/or computer files such as a folder or a subfolder, a portion of information contained in a computer file, an image file and a combination thereof.

The term “linked data structure” as used herein refers to a data structure that is a representation of a set of nodes (data records) where some nodes are connected by links. The links that connect pairs of nodes are called edges. The edges may be directed or undirected.

Fig. 1 depicts an exemplary communication system 100 for providing access to media data by multiple users of communication devices 101. The media data may comprise the content available and/or provided from users of communication devices 101. A communication device 101 may comprise a laptop, smartphone, smart TV, video camera or any communication device able to communicate through a network 113 with one or more servers 105.

The network 113 communicatively connects between the various elements of the system 100. The network 113 may be a public network, such as the Internet, a private network, such as a wide area network (WAN), a local area network (LAN), a metro area network (MAN), be it wired or wireless, and any combinations thereof. The network 113 may connect the one or more servers 105
to the communication devices 101, e.g. for social media networking.

Server 105 may comprise a web server that provides, to the communication devices 101, access to a website such as Facebook, Twitter, YouTube, Flicker, Chowhound, Wikipedia, SharePoint MySpace, YahooGroups etc. The server 105 may also comprise an application server providing access to one or more applications, such as mobile applications (apps), native applications, or any applications that may be executed on a communication device e.g. a smartphone, tablets.

The components of server 105 may include, but are not limited to, one or more processors or processing units 115, a storage system 111, a memory system 107, and a bus 109 that couples various system components including memory system 107 to processor 115. Memory system 107 may include computer system readable media in the form of volatile memory, such as random access memory (RAM) and/or cache memory. Server 105 can communicate with network 113 via network adapter 117. As depicted, network adapter 117 communicates with the other components of server 105 via bus 109.

Storage system 111 may comprise one or more storage tiers. For example, the storage tiers may be included in a parallel network and coordinated by a network protocol or may be included in the same network. The storage tiers have different performance characteristics. The performance characteristics may be for example I/O response time and/or I/O throughput and/or a combination thereof. The storage tiers may be ranked or classified based on their performance characteristics. For example, the storage tier having the lowest I/O response time may be ranked first. Said storage tier may be realized with SSD storage. A second storage tier may have the second lowest I/O
response time and may be ranked second; said storage may be realized with fast DS8300 storage.

The term "storage tier" as used herein refers to a collection of one or more storage groups with similar characteristics. A storage group can be in exactly one storage tier. The storage group refers to a named set of areas of persistent and/or non-persistent physical storage available from the operating environment.

The server 105 and storage system 111 may be implemented in separate machines, or may be implemented as separate processes in a single machine.

Memory system 107 is configured to store applications that are executable on the processor 115. For example, the memory system 105 may comprise an operating system as well as application programs. Memory system 107 may comprise a feedback module 123.

The feedback module 123 may receive, request, collect or download data from communication devices 101 so as to form the content of the media data associated with the communication devices 101. For example, the content of the media data may be obtained or generated using a mobile application that is installed and run on communication devices 101. The mobile application may be for example WhatsApp, iMessage etc. In another example, the media data may comprise data shared between users of the communication devices 101 e.g. shared images via a web application such as Flicker, or Facebook etc.

Using the media data, the feedback module 123 may select communication devices 101a-f of the communication devices 101 for forming a group of devices 103a. The feedback module 123 may further select the communication devices 101g-1 of the
communication devices 101 for forming a second group of devices 103b. For simplicity of the description only two groups are shown; however, the skilled person will easily understand that one or more than two groups may be formed.

For simplicity of the description a communication device 101 may be associated or correspond to a single user such that when referring to a communication device only a single user is concerned. However, the skilled person in the art will easily understand that multiple users may use the same communication device 101 and may belong to different groups 103a-b. For example a first user and a second user may belong to the groups 103a and 103b respectively although they are using the same communication device 101a.

The selection of the communication devices for forming the groups may be based on at least one operational criterion of the communication devices 101. For example, the feedback module 123 may select into a single group communication devices that may be available within the same network. For example, communication devices of the group 103a may belong to a home network, while the communication devices of the group 103b may belong to another network type such as a company network.

In another example, the communication devices of the group 103a may belong to users using the same application e.g. a mobile application that is installed in the set of the communication devices 101a-f. Other operational criteria may comprise common language used for the communication of data between the communication devices 101 and the servers 105.

The communication devices 101 of a given group e.g. 103a may participate and collaborate via Blog, Wiki, or other peer-to-peer networks.
In a further example, all communication devices 101 that communicate through the network 113 with the servers 105 (to generate/provide the media data) may form or belong to a single group. In this case, a group formation act may not be performed by the feedback module 123.

The feedback module 123 may store the media data 125 in the storage system 111. The media data 125 may contain a hierarchy of data entities having data dependencies between them.

The hierarchy of the data entities may be explained with a simplified example of a Wiki or a Blog which is accessed/modified/used by the users of the communication devices 101. In this case, the data entities may comprise a group data or a community data entity associated with each of the groups 103a and 103b or associated with one of the groups 103a and 103b. The group data entity associated with the group 103a may comprise, for example, shared data between the users of the group 103a such as the content of the Wiki e.g. including computer text files and image files etc. that is accessed by the users of the group 103a for reading, modifying, deleting etc. operations. The group data entity may be stored, for example, as a main folder which contains subfolders (i.e. other data entities) that contain content of the Wiki and the Blog respectively. Further, the Wiki may comprise multiple pages e.g. associated with different topics e.g. a Wiki page describing a mobile phone and another Wiki page describing a car. Each Wiki page may be associated with a data entity that contains data related to that wiki page e.g. a computer file storing the text of the Wiki page and image files constituting the Wiki page. In addition, the Wiki page may have different versions, wherein a Wiki page version comprises at least part of a parent Wiki page version e.g. a wiki page version describes an old mobile phone.
generation while another Wiki page version describes the smartphone. Each of the Wiki page versions may be associated with a data entity. Further, a wiki page version may comprise multiple sub-contents e.g. comments provided by different users. And a comment may be associated with a data entity. In the end, the hierarchy of the data entities is formed starting from the group data entity and ending at the data entity of the comment.

In one embodiment, data dependencies between the data entities may be determined and classified by the feedback module 123 into one or more dependency categories. A data dependency category of a data dependency between a first and a second data entity may be for example a data version dependency category in case the first data entity and the second data entity have different versions for the same content e.g. Wiki page versions. The data dependency category may further comprise a containment or a nested data dependency category in case the content of the first data entity comprises at least part of the content of the second data entity e.g. the relation between the Wiki or the Blog (i.e. subfolders) and the community or group data entity as explained above. The data dependency category may further comprise a tagging data dependency in case the first data entity is tagged similar to the second data entity. The tag may be indicative of the content or the location etc. of the data entity that is tagged with said tag. The data dependency category may further comprise a link data dependency category in case the first data entity comprises a link pointing to the second data entity. This data classification may be advantageous as it may facilitate or provide an efficient access to the media data. For example, a request to access a first data entity that has a data dependency of containment dependency category with a second data entity may be efficiently satisfied by first accessing the second data entity and then the first data entity.
In one embodiment, the feedback module 123 may generate a linked data structure representing a hierarchy of the data entities. The linked data structure comprises nodes representing the data entities and being connected by edges. Each edge of the edges is associated with the dependency category of the data dependency between the two data entities represented by the two nodes connected by the edge.

Following the example of the Wiki, the linked data structure 126 as shown in Fig. 1 represents the hierarchy of the data entities associated with the Wiki. For example, a node 126a is associated to the group data entity, and another node 126b is associated to a Wiki page version. Each of the edges 127, is associated with a given dependency category. For example, the edges 127a, 127b, 127c, 127d, 127e are associated with a nested, link, embedding/containment, tagging, data version dependency categories respectively.

Providing such linked data structure representing the hierarchy of the data entities may be advantageous as it may facilitate the access to the media data e.g. as it may allow an easy and targeted access to a specific data entity of the media data.

Fig. 2 is a flowchart of a method for scoring or rating media data such as the media data stored in the storage system 111.

In step 201, the generated linked data structure e.g. 126 may be used for assigning to each edge of the linked data structure at least one predefined edge weight value based on the dependency category of the edge. The at least one edge weight value of an edge connecting a first and a second node representing a first and a second data entity respectively comprises: in case the dependency category of the edge comprises the containment data dependency category the at least one edge weight value may be a
fraction of the first access rating value of the first node when the link data structure is traversed from the first node to the second node. The fraction of the first access rating value is between 0 and 1 (i.e. 0% to 100%). In case the dependency category of the edge comprises the data version dependency category the at least one edge weight value may be the percentage of the common content between the first data entity and the second data entity.

The at least one edge weight value may comprise a value in the range [0, 1]. For example, in case the dependency category of the edge comprises the containment data dependency category the at least one edge value is equal to 1.

The at least one edge weight value may be constrained to a value less or equal to 1 so as to guarantee that the iteration process of the communication method may converge and the changes between the access rating values of each of the nodes get smaller with each iteration.

For example, an edge linking first and second nodes may be assigned two edge weight values. Each of the two edge weight values is associated with a direction of the traversal of the edge i.e. one edge weight value for the traversal direction from the first node to the second node and another edge weight value for a traversal direction from the second node to the first node.

In step 203, each node of the nodes is assigned a first access rating value (e.g. freshness of the data entity) quantifying the access, by at least part of the multiple users, to the data entity represented by the node. The first access rating value of a data entity is derived from at least one of: a total number of accesses to the data entity in a predefined time interval; an
average number of accesses per user of the multiple users to the data entity in the predefined time interval; and an assigned rating value from a user of the multiple users, the assigned rating value being indicative of a content quality of the data entity. For example, in case the content of a data entity relates to a description of a new electronic device the user may assign the data entity a higher access rating value compared to a content describing an outdated or old description of the electronic device.

The first access rating value may be the number of views or opening for reading a given data entity. In case of a Facebook application the first access rating value may be the number of “likes”. The first access rating value may depend on the user who accesses the data entity. For example, a ranked list of users may be used so as to assign to the highest ranked user a higher access rating value. The ranking may be based, for example, on the access right (i.e. access control list (ACL)) given to a user to access the data entity. For example, the administrator having all permissions to access the data entity may be first ranked (higher ranking), and the user having a read access only to the data entity may be last ranked (lowest ranking).

In step 205, a node of the nodes of the linked data structure is selected as a seed node. The seed node may be the node having the highest access rating value, or the node connected to an edge having the highest rating residue value as defined below.

In step 207, for each edge of the linked data structure a rating residue value is calculated as the difference between the two first access rating values of the nodes connected by the edge.
In step 209, the linked data structure is traversed starting from the seed node and for each edge traversed starting from a source node to a destination node a second access rating value is calculated for the destination node using the at least one edge weight value of the edge and the first access rating value of the destination node and the source node.

The steps 205-209 are repeated using the second access rating values as the first access rating values until at least part of the rating residue values meet a predefined convergence criterion. The convergence criterion comprises at least one of: the highest rating residue value in a given iteration being different than a predetermined residue threshold value; and the average rating residue values in a given iteration being different than the predetermined residue threshold value. For example, rating residues values of all the edges may be compared and the highest rating residue value is selected. Then the highest rating residue value may be compared to a predetermined residue threshold value e.g. if the highest rating residue value is smaller than 0.1 the convergence criterion is met.

The fact that the at least one edge weight value is always chosen within the range of values [0, 1] may ensure together with the chosen convergence criterion that the repeated process of steps 205-209 converges. Convergence may be achieved, as the sum of access rating values of all nodes of a graph (i.e. linked data structure) cannot be higher than the number of nodes times the highest access rating value in the graph (assuming all edges use the highest edge weight value of one).

A simplified example is showed with reference to Fig. 3a - Fig. 3d, where a linked data structure 300 comprising four nodes is shown. Node 301 represents a Wiki data entity. Nodes 303 and 305 represent different pages of the Wiki respectively. Node 307
represents a data entity which is a comment (i.e. text) in the Wiki page represented by the node 307.

Edge 309 is associated with the nested data dependency category since the two Wiki pages A and B represented by nodes 303, 305 are nested from the main Wiki represented by node 301. Edge 311 is associated with an embedding data dependency category since the comment is part of the Wiki page A. Edge 313 is associated with a link data dependency category since for example Wiki page B contains a link to the wiki page A. The Edges 309, 311 and 313 are associated with predefined edge weight values 0.75, 1 and \( x/(30+x) \) respectively.

\((a \times x) / (b+x)\) is a hyperbole function that may converge to \(a\), where \(a=1\), where \(b\) is the \(x\) where half of the access rating value (e.g. freshness, number of views etc.) of a given first node is originated from a second node connected to the first node via an edge. For example, the half number of views of a first web page represented by the first node is originated from the views of a second web page having a link to the first web page and represented by the second node (i.e. half of the views of the first web pages is originated from a click on the link of the second web page that is contained in the first web page). \(b = 30\) for this example.

As shown in Fig. 3a, nodes 301-307 are associated with respective access rating values 10, 1, 100 and 20. These access rating values (e.g. freshness values) are calculated from attributes over time like E.g. view count of the Wiki: 10 views in last week, Page A: 1 view in last week, Page B: 100 views in last week and comment: 20 views in last week.

In a first iteration, the linked data structure 300 may be traversed starting from node 305 having the highest access
rating value i.e. 100. For each node of nodes 301, 303 and 307 a second access rating value may be calculated.

For example, the second access rating value of node 301 may be calculated as shown in Fig. 3b by first calculating the absolute difference between the access rating values of the nodes 301 and 305 (i.e. 100 -10) and then using the edge weight value i.e. 0.75 to calculate the second access rating value as follows 10 + 0.75 * (100-10) = 77.5. The same method may be used for the other nodes 303 and 307 to reach the values 75 for node 303 and 75 for node 307. The node 303 has two connections to node 301 and node 305. And, determining the second access rating values of page A that is represented by node 303 involves two calculations which are performed iteratively. For example, since the starting node of the traversal was node 305 and since node 303 was reached by passing through node 301, only the calculation of the second access rating value that involves the nodes 301 and node 303 is used. In another example, one of the two calculated values shown in Fig 3b for the node 303 may be arbitrarily chosen.

Since the highest access rating change done in the second iteration is at Page A represented by node 303 (i.e. 74 which is the absolute difference between the first i.e. 1 and second access rating values i.e. 75) is higher than the predetermined residue threshold value of value 5, a second iteration is to be performed starting from node 305 since it still has the highest access rating value for calculating third access rating values for the nodes 301, 303 and 307.

Using the method above for calculating the third access rating values from the second access rating values for obtaining values 94.38, 94.34 and 94.34 for nodes 301, 303 and 307 respectively (cf. Fig. 3c). Since the highest access rating change done in
the first iteration is at Page A (i.e. 19.34 which is the absolute difference between the second 75 and third access rating values 94.34) is higher than the predetermined residue threshold value of value 5, a third iteration is to be performed starting from node 305 since it still has the highest access rating value for calculating fourth access rating values for the nodes.

Using the method above for calculating the fourth access rating values from the third access rating values for obtaining values 98.6, 98.59 and 98.59 for nodes 301, 303 and 307 respectively (cf. Fig. 3d). However, the highest access rating change done in the third iteration is at Page A (i.e. 4.35 which is the absolute difference between the third i.e. 94.34 and fourth access rating values i.e. 98.59) is smaller than the predetermined residue threshold value of value 5. Thus, the conversion criterion is met.

The removal criterion according to which, the node having an access rating value below a preset access rating threshold value e.g. 98.6 must be removed, is verified. Since nodes 303 and 307 have access rating values below 98.6 they may be selected for removal.

Fig. 4 is a flowchart of a method for removing at least part of media data such as the media data stored in the storage system 111.

In step 321, a linked data structure such as the linked data structure created with the reference to Fig. 1 and Fig. 2 is used to select from the nodes of the linked data structure the nodes having access rating values meeting a predefined data removal criterion. The access rating values associated with the nodes of the linked data structure may be the values obtained
after the convergence criterion of the method of Fig. 2 is met. In another example, access rating values associated with the nodes of the linked data structure may be any predefined values. The data removal criterion comprises the access rating value of a node of the nodes being different than a preset rating threshold value. For example, all nodes having an access rating value smaller than 90% are selected.

In step 323, the data entities corresponding to the selected nodes may be removed. For example, the data entities may be stored in a first storage tier of the storage system 111 having the lowest I/O response time. The data entities to be removed may be moved to a second storage tier of the storage system 111 having the highest I/O response time. This may save resources useful for running other data that are e.g. more frequently used by the users i.e. data having high access rating values.

For example, the removed data entities may be replaced by respective stub files in the first storage tier. Each stub file indicates the storage destination (i.e. in the second storage tier) of the corresponding data entity. This may facilitate the access to the removed data since the new destination may not be known to the system. The stub file may also indicate alternative data entities for the removed data entities. The alternative data entities may be the data entities that are maintained and not selected for removal. The content of the alternative data entities may comprise, for example, at least part of the content of the removed data entities. In another example, a selection of the alternative data entities may be received from a user e.g. when the user could not find or have an easy access to the removed data entities he/she may have immediately after that event an access to the alternative data entities.
For example, the data entities to be removed may be flagged as removable data entities for a predefined time period before removing the data entity, such that the user may be aware of that removal. After that, at least part of a data entity to be removed may be masked for user access.

In another example, removing a data entity of the selected data entities comprises: determining an edge connecting a first node, representing the data entity, and a second node; and modifying the data entity represented by the second node for indicating the removal of the data entity represented by the first node.

In another example, removing the data entities corresponding to the selected nodes comprises: identifying a set of nodes of the selected nodes that are interconnected by edges; selecting a subset of nodes of the set of nodes based on the dependency category of the edges; requesting a feedback for removing the data entities represented by the subset of nodes; upon receiving the feedback for removing the data entities represented by the subset of nodes removing the data entities represented by the set of nodes.

For example, in case the selected nodes represent Wiki page A, B,C,D,E,F, File G, Wiki H, an analysis of the relation (data dependency categories) of the selected nodes allows an efficient and easy labeling of the action to be performed on the selected nodes to be removed. Some relations, like nested and embedding/containment data dependency categories can be characterized as containment relations. For the given example, this means, that by traversing the graph (i.e. the linked data structure) to find the order containment nodes (i.e. nodes linked via edges having containment data dependency category), the labeling may be appropriately performed. For example, if Wiki pages A,B,C,D,E and File G are part of the Wiki H and are
the only content of Wiki H, the appropriate label for the action is: "Remove Wiki H and all it's contents", (i.e. the subset of nodes of the above embodiment represent the Wiki H).

The algorithm for this is to look at the set of candidates, and iteratively remove all candidates that are elements of a container that is also part of the set of candidates until no more candidate labels can be removed. E.g. first iteration: wiki page A, B,C,D,E,F, Wiki H // File G is contained in wiki page F and thus it's redundant to be named in a label for the action Second iteration: Wiki H // Wiki page A,B,C,D,E,F is contained in wiki H and they are the only pages of that wiki. In other terms, if a complete Wiki to be deleted, there is no need to provide for the names of all contained wiki pages, nor there is a need to provide the names of the files that are solely associated with the wiki pages that are to be deleted.

Fig. 5 is a flowchart of a method for an optimal access to media data shared by multiple users, the media data containing data entities having data dependencies between them.

In step 401, the data dependencies are classified into one or more dependency categories.

In step 403, a linked data structure representing a hierarchy of the data entities is generated, the linked data structure comprising nodes representing the data entities and being connected by edges, each edge of the edges being associated with the dependency category of the data dependency between the two data entities represented by the two nodes connected by the edge.
In step 405, at least one predefined edge weight value is assigned to each edge of the linked data structure based on the dependency category of the edge.

In step 407, a first access rating value is assigned to each node of the nodes. The first access rating value quantifies the access, by at least part of the multiple users, to the data entity represented by the node.

In step 409, a node of the nodes of the linked data structure is selected as a seed node.

In step 411, for each edge of the linked data structure a rating residue value is calculated as the difference between the two first access rating values of the nodes connected by the edge.

In step 413, the linked data structure is traversed starting from the seed node and for each edge traversed starting from a source node to a destination node a second access rating value is calculated for the destination node using the at least one edge weight value of the edge and the first access rating value of the destination node and the source node.

Steps 411-413 are repeated using the second access rating values as the first access rating values until at least part of the rating residue values meet a predefined convergence criterion.

In step 415, the nodes having access rating values meeting a predefined data removal criterion are selected from the nodes of the linked data structure.

In step 417, the data entities corresponding to the selected nodes are removed.
Methods to remove the data entities may minimize and mitigate the impact of content phase-out/removal to keep the linked data structure representing the remaining content/data entities intact. Such methods may comprise:

- offering a phase-out method which does not completely delete the data entities corresponding to the selected nodes but keeps active "stubs" of these data entities in the active content (the active content refers to the data entities that are not to be removed i.e. not selected in step 417). Phased-out documents/data entities may already be transferred to archival storage to realize the intended space/cost savings on primary storage e.g. storage system 111. Still a place holder/stub remains in the active content. Stubs that are kept for removed content/data entities may indicate which content (i.e. data entities) is the best replacement, alternate source for the stale information (i.e. data entities represented by the selected nodes) that has been removed. The information which active document(s) (i.e. data entities that are not to be removed or not selected in step 417) are the best alternatives for phased-out/removed content (the phased-out content refers to the data entities to be removed and represented by the selected nodes) can be determined either based on direct user input or automatically by observing user behavior. One specific way to determine alternate content is by correlating "successful" user interactions (e.g. "like", "recommend", download, close inspection,...) with content shortly after a user has navigated to the phased-out content. This assumes that since the user could not find the information in the phased-out content he/she will typically keep on searching for the next best place holding the data entities that may thus be used as replacement or alternatives of the data entities to be removed.
- Marking or re-positioning the content before it is actually phased-out/removed. (e.g. content can be moved to a section that is marked as containing presumably stale documents that are phase-out/removal candidates). This prepares the user for the upcoming phase-out/removal.

- Instead of globally phasing-out a unit of the content to be removed, a user-centric "tune out" feature may be used. Said feature makes specified content invisible only for a certain user who has decided to tune out content to be removed but said content to be removed is still available in the regular fashion to other users. For example, assuming that a content is to be removed from the system. Then any integrated search may no longer find the content. But the present method may do this search if these searches are transparently federated. Alternatively, if a wiki page is partially removed (E.g. removing old versions of the wiki page) these removed pages may be automatically brought back into the system, when someone wants to list all page versions.

- Mitigate the impact of missing content by adjusting search and browse actions for the media data to automatically widen the search/browse operation to include phased-out/removed content when search context indicates that the remaining content is not sufficient to satisfy the information need.

- Proposing or automatically providing alternatives to phased-out/removed content by user action behavior evaluation: e.g., if a user marks a search result entry as outdated but continues to access other search results up to a certain other entry, this last entry could be more relevant or if the user accesses similar content (based on
e.g., keywords, tags, metadata) within the same user session after he has flagged content as outdated, this content is candidate for an alternative.

A 'computer-readable storage medium' as used herein encompasses any tangible storage medium which may store instructions which are executable by a processor of a computing device. The computer-readable storage medium may be referred to as a computer-readable non-transitory storage medium. The computer-readable storage medium may also be referred to as a tangible computer readable medium. In some embodiments, a computer-readable storage medium may also be able to store data which is able to be accessed by the processor of the computing device. Examples of computer-readable storage media include, but are not limited to: a floppy disk, a magnetic hard disk drive, a solid state hard disk, flash memory, a USB thumb drive, Random Access Memory (RAM), Read Only Memory (ROM), an optical disk, a magneto-optical disk, and the register file of the processor. Examples of optical disks include Compact Disks (CD) and Digital Versatile Disks (DVD), for example CD-ROM, CD-RW, CD-R, DVD-ROM, DVD-RW, or DVD-R disks. The term computer readable-storage medium also refers to various types of recording media capable of being accessed by the computer device via a network or communication link. For example a data may be retrieved over a modem, over the internet, or over a local area network. Computer executable code embodied on a computer readable medium may be transmitted using any appropriate medium, including but not limited to wireless, wireline, optical fiber cable, RF, etc., or any suitable combination of the foregoing.

A computer readable signal medium may include a propagated data signal with computer executable code embodied therein, for example, in baseband or as part of a carrier wave. Such a propagated signal may take any of a variety of forms, including,
but not limited to, electro-magnetic, optical, or any suitable combination thereof. A computer readable signal medium may be any computer readable medium that is not a computer readable storage medium and that can communicate, propagate, or transport a program for use by or in connection with an instruction execution system, apparatus, or device.

‘Computer memory’ or ‘memory’ is an example of a computer-readable storage medium. Computer memory is any memory which is directly accessible to a processor. ‘Computer storage’ or ‘storage’ is a further example of a computer-readable storage medium. Computer storage is any non-volatile computer-readable storage medium. In some embodiments computer storage may also be computer memory or vice versa.

A ‘processor’ as used herein encompasses an electronic component which is able to execute a program or machine executable instruction or computer executable code. References to the computing device comprising “a processor” should be interpreted as possibly containing more than one processor or processing core. The processor may for instance be a multi-core processor. A processor may also refer to a collection of processors within a single computer system or distributed amongst multiple computer systems. The term computing device should also be interpreted to possibly refer to a collection or network of computing devices each comprising a processor or processors. The computer executable code may be executed by multiple processors that may be within the same computing device or which may even be distributed across multiple computing devices.

Computer executable code may comprise machine executable instructions or a program which causes a processor to perform an aspect of the present invention. Computer executable code for carrying out operations for aspects of the present invention may
be written in any combination of one or more programming languages, including an object oriented programming language such as Java, Smalltalk, C++ or the like and conventional procedural programming languages, such as the "C" programming language or similar programming languages and compiled into machine executable instructions. In some instances the computer executable code may be in the form of a high level language or in a pre-compiled form and be used in conjunction with an interpreter which generates the machine executable instructions on the fly.

The computer executable code may execute entirely on the user's computer, partly on the user's computer, as a stand-alone software package, partly on the user's computer and partly on a remote computer or entirely on the remote computer or server. In the latter scenario, the remote computer may be connected to the user's computer through any type of network, including a local area network (LAN) or a wide area network (WAN), or the connection may be made to an external computer (for example, through the Internet using an Internet Service Provider).

Aspects of the present invention are described with reference to flowchart illustrations and/or block diagrams of methods, apparatus (systems) and computer program products according to embodiments of the invention. It will be understood that each block or a portion of the blocks of the flowchart, illustrations, and/or block diagrams, can be implemented by computer program instructions in form of computer executable code when applicable. It is further understood that, when not mutually exclusive, combinations of blocks in different flowcharts, illustrations, and/or block diagrams may be combined. These computer program instructions may be provided to a processor of a general purpose computer, special purpose computer, or other programmable data processing apparatus to
produce a machine, such that the instructions, which execute via the processor of the computer or other programmable data processing apparatus, create means for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

These computer program instructions may also be stored in a computer readable medium that can direct a computer, other programmable data processing apparatus, or other devices to function in a particular manner, such that the instructions stored in the computer readable medium produce an article of manufacture including instructions which implement the function/act specified in the flowchart and/or block diagram block or blocks.

The computer program instructions may also be loaded onto a computer, other programmable data processing apparatus, or other devices to cause a series of operational steps to be performed on the computer, other programmable apparatus or other devices to produce a computer implemented process such that the instructions which execute on the computer or other programmable apparatus provide processes for implementing the functions/acts specified in the flowchart and/or block diagram block or blocks.

As will be appreciated by one skilled in the art, aspects of the present invention may be embodied as an apparatus, method or computer program product. Accordingly, aspects of the present invention may take the form of an entirely hardware embodiment, an entirely software embodiment (including firmware, resident software, micro-code, etc.) or an embodiment combining software and hardware aspects that may all generally be referred to herein as a "circuit," "module" or "system." Furthermore, aspects of the present invention may take the form of a computer
program product embodied in one or more computer readable medium(s) having computer executable code embodied thereon.

It is understood that one or more of the aforementioned embodiments may be combined as long as the combined embodiments are not mutually exclusive.
List of Reference Numerals

100 communication system
101 communication device
103 group
105 server
107 memory
109 bus
111 storage
113 network
115 processor
123 feedback module
125 media data
126 linked data structure
126a-b node
127 edge
300 linked data structure
301-307 node
309-311 edge.
CLAIMS

1. A communication method for providing access to media data (125) shared by multiple users, the media data (125) containing data entities having data dependencies between them, the method comprising:

   a. classifying the data dependencies into one or more dependency categories;

   b. generating a linked data structure (126, 300) representing a hierarchy of the data entities, the linked data structure (126, 300) comprising nodes (301-307) representing the data entities and being connected by edges (127), each edge of the edges being associated with the dependency category of the data dependency between the two data entities represented by the two nodes connected by the edge;

   c. assigning to each edge (127) of the linked data structure (126, 300) at least one predefined edge weight value based on the dependency category of the edge;

   d. assigning to each node of the nodes (301-307) a first access rating value quantifying the access, by at least part of the multiple users, to the data entity represented by the node;

   e. selecting a node of the nodes of the linked data structure as a seed node (305);

   f. for each edge of the linked data structure calculating a rating residue value as the difference between the two
first access rating values of the nodes connected by the edge;

g. traversing the linked data structure (126, 300) starting from the seed node and for each edge traversed starting from a source node to a destination node calculating for the destination node a second access rating value using the at least one edge weight value of the edge and the first access rating value of the destination node and the source node;

h. repeating steps e)-g) using the second access rating values as the first access rating values until at least part of the rating residue values meet a predefined convergence criterion;

i. selecting from the nodes (301-307) of the linked data structure the nodes having access rating values meeting a predefined data removal criterion;

j. removing the data entities corresponding to the selected nodes.

2. The method of claim 1, wherein the media data are generated using a mobile application being installed on mobile devices of the multiple users, the media data being shared via mobile social media networking, the mobile application comprising one of a SharePoint application, and a social application.

3. The method of claim 1, wherein classifying a data dependency between a first and a second data entity of the data entities comprises classifying the data dependency into at least one of the one or more categories:
- a data version dependency category in case the first data entity and the second data entity have different versions of the same content;
- a containment or nested data dependency category in case the content of the first data entity comprises at least part of the content of the second data entity;
- a tagging data dependency category in case the first data entity is tagged similar to the second data entity;
- a link data dependency category in case the first data entity comprises a link pointing to the second data entity.

4. The method of claim 2, wherein assigning at least one predefined edge weight value to an edge of the edges connecting a first and a second node representing the first and the second data entity respectively comprises:
   - in case the dependency category of the edge comprises the containment data dependency category assigning the at least one predefined edge weight value as a fraction of the first access rating value of the first node when the link data structure is traversed from the first node to the second node;
   - in case the dependency category of the edge comprises the data version dependency category assigning the at least one predefined edge weight value as the percentage of the common content between the first data entity and the second data entity
   - assigning the at least one predefined edge weight value a value in the range $[0, 1]$.

5. The method of claim 1, wherein the first access rating value of a data entity is derived from at least one of:
- a total number of accesses to the data entity in a predefined time interval;
- an average number of accesses per user of the multiple users to the data entity in the predefined time interval;
- an assigned rating value from a user of the multiple users, the assigned rating value being indicative of a content quality of the data entity.

6. The method of claim 1, the calculation of the second access rating value comprising: adding the at least one edge weight value multiplied by the rating residue value to the first access rating value of the destination node for obtaining the second access rating value.

7. The method of claim 1, the data removal criterion comprising: the access rating value of a node of the nodes being different than a preset rating threshold value.

8. The method of claim 1, wherein the convergence criterion comprises at least one of:

- the highest rating residue value in a given iteration being different than a predetermined residue threshold value;
- the average rating residue values in a given iteration being different than the predetermined residue threshold value.

9. The method of claim 1, wherein the seed node is one of:
- the node having the highest access rating value; and
- the node connected to an edge having the highest rating residue value.
10. The method of claim 1, the traversing being performed using the Depth-first search, Breadth-first search or a combination thereof.

11. The method of claim 1, the data entities being stored in a first storage system, removing a data entity of the data entities to be removed comprises one of:

- storing the data entity in a second storage system having lower performance characteristics than the first storage system, wherein the performance characteristics comprise an I/O response time, and replacing the data entity by a stub file in the first storage system, the stub file indicating the storage destination of the data entity;
- flagging the data entity as a removable data entity for a predefined time period before removing the data entity;
- masking at least part of the data entity for user access.

12. The method of claim 1, wherein removing a data entity of the selected data entities further comprises:

- determining an edge connecting a first node, representing the data entity, and a second node; and
- modifying the data entity represented by the second node for indicating the removal of the data entity represented by the first node.

13. The method of claim 1, wherein removing the data entities corresponding to the selected nodes comprises:

- identifying a set of nodes of the selected nodes that are interconnected by edges;
- selecting a subset of nodes of the set of nodes based on the dependency category of the edges;
- requesting a feedback for removing the data entities represented by the subset of nodes;
- upon receiving the feedback for removing the data entities represented by the subset of nodes removing the data entities represented by the set of nodes.

14. A computer program product comprising computer executable instructions to perform the method steps of the method of any one of the preceding claims.

15. A communication system (100) for providing access to media data (125) shared by multiple users, the media data containing data entities having data dependencies between them. The communication system (100) is adapted for:

a. classifying the data dependencies into one or more dependency categories,

b. generating a linked data structure (126, 300) representing a hierarchy of the data entities, the linked data structure (126, 300) comprising nodes (301-307) representing the data entities and being connected by edges (127), each edge of the edges (127) being associated with the dependency category of the data dependency between the two data entities represented by the two nodes connected by the edge,

c. assigning to each edge of the linked data structure (126, 300) at least one predefined edge weight value based on the dependency category of the edge,

d. assigning to each node of the nodes (301-307) a first access rating value quantifying the access, by at least part of the multiple users, to the data entity represented by the node,
e. selecting a node of the nodes (301-307) of the linked data structure as a seed node,

f. for each edge of the linked data structure (126, 300) calculating a rating residue value as the difference between the two first access rating values of the nodes connected by the edge,

g. traversing the linked data structure starting from the seed node and for each edge traversed starting from a source node to a destination node calculating for the destination node a second access rating value using the at least one edge weight value of the edge and the first access rating value of the destination node and the source node,

h. repeating steps e)-g) using the second access rating values as the first access rating values until at least part of the rating residue values meet a predefined convergence criterion,

i. selecting from the nodes (301-307) of the linked data structure (126, 300) the nodes having access rating values meeting a predefined data removal criterion,

j. removing the data entities corresponding to the selected nodes.
**Patents Act 1977: Search Report under Section 17**

**Documents considered to be relevant:**

<table>
<thead>
<tr>
<th>Category</th>
<th>Relevant to claims</th>
<th>Identity of document and passage or figure of particular relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-</td>
<td>US 2009/0132519 A1 (RATHOD ET AL) see whole document, esp. fig 2</td>
</tr>
<tr>
<td>A</td>
<td>-</td>
<td>WO 2009/077789 A1 (BAE SYSTEMS PLC) see whole document, esp. abstract</td>
</tr>
<tr>
<td>A</td>
<td>-</td>
<td>US 2010/0095164 A1 (KAMEI ET AL) see whole document, esp. abstract and figs</td>
</tr>
</tbody>
</table>

**Categories:**

| X | Document indicating lack of novelty or inventive step |
| Y | Document indicating lack of inventive step if combined with one or more other documents of same category. |
| & | Member of the same patent family |
| A | Document indicating technological background and/or state of the art. |
| P | Document published on or after the declared priority date but before the filing date of this invention. |
| E | Patent document published on or after, but with priority date earlier than, the filing date of this application. |

**Field of Search:**

Search of GB, EP, WO & US patent documents classified in the following areas of the UKC:

- Worldwide search of patent documents classified in the following areas of the IPC
- G06F: G06Q

The following online and other databases have been used in the preparation of this search report:

- WPI, EPODOC

**International Classification:**

<table>
<thead>
<tr>
<th>Subclass</th>
<th>Subgroup</th>
<th>Valid From</th>
</tr>
</thead>
<tbody>
<tr>
<td>G06F</td>
<td>0017/30</td>
<td>01/01/2006</td>
</tr>
<tr>
<td>G06Q</td>
<td>0050/00</td>
<td>01/01/2012</td>
</tr>
</tbody>
</table>