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(57) ABSTRACT 
Systems and methods for optimizing energy consumption in 
multi-energy sources sites are provided. These techniques 
include developing a real-time model and a virtual model of 
the electrical system of a multi-energy source site. Such as a 
microgrid. The real-time model represents a current state of 
the electrical system can be developed by collecting data from 
sensors interfaced with the various components of the elec 
trical system. The virtual model of the electrical system mir 
rors the real-time model of the electrical system and can be 
used to generate predictions regarding the performance, 
availability, and reliability of cost and reliability of various 
distributed energy sources and to predict the price of acquir 
ing energy from these sources. The virtual model can be used 
to test “what if scenarios, such as routine maintenance, sys 
tem changes, and unplanned events that impact the utilization 
and capacity of the microgrid. 
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BEGIN 

Process real-time data indicative of the monitored system status to 6O2 
enable a virtual system model of the monitored system under 

management to be calibrated and synchronized with the real-time 
data. 

Update the virtual system model of the monitored system under 
management in response to the real-time data. 

Compare the processed real-time data indicative of the monitored 606 
System status with Corresponding output values of the updated 

virtual system model to generate a real-time report of the monitored 
System status in response to the Comparison. 

END 

FIGURE 6 
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BEGIN 

Receive real-time data output from a sensor interfaced with the 
monitored system. 

704 

Process the real-time data output into a defined format. 

Generate predicted system data for the monitored system using a 
virtual system model of the monitored system. 

Determine whether a difference between the real-time data output 708 
and the predicted system data falls between a set value and an 

alarm Condition value, wherein, if the difference falls between the Set 
value and the alarm condition value, a virtual system model 

calibration request is generated. 

END 

FIGURE 7 
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804 

Update a predicted system output value for the virtual system model 
with a real-time system output value from the monitored system. 

806 
Determine a difference between a real-time Sensor value 

measurement from a sensor integrated with the monitored system 
and a predicted sensor value for the sensor. 

808 

Adjust operating parameters of the virtual system model to minimize 
the difference. 

END 

FIGURE 8 
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MICROGRID MODEL BASED AUTOMATED 
REAL TIME SIMULATION FOR MARKET 
BASED ELECTRIC POWER SYSTEM 

OPTIMIZATION 

CROSS-REFERENCES TO RELATED 
APPLICATIONS 

0001. This application is a continuation of U.S. applica 
tion Ser. No. 12/895,597 filed Sep. 30, 2010, which claims the 
benefit of U.S. Provisional Application No. 61/247,915, filed 
Oct. 1, 2009, each of which is herein incorporated by refer 
ence in its entirety. 
0002 This application is also related to U.S. patent appli 
cation Ser. No. 12/895,586, now U.S. Pat. No. 8,321,194, 
filed Sep. 30, 2010, which in turn claims the benefit of U.S. 
Provisional Application Ser. No. 61/247,917, filed Oct. 1, 
2009, both of which are incorporated herein by reference in 
their entirety as if set forth in full. 

BACKGROUND OF THE INVENTION 

0003 1. Field of the Invention 
0004. The present invention relates generally to computer 
modeling and management of systems and, more particularly, 
to computer simulation techniques with real-time system 
monitoring and prediction of electrical system performance. 
0005 2. Background 
0006 Electric generation has traditionally been per 
formed by large-scale centralized facilities that are powered 
by fossil fuels or nuclear power or hydropower. Distributed 
generation is an alternative approach to centralized systems. 
Distributed generation systems include Smaller-scale power 
generation facilities that can be used in addition to or instead 
of the traditional centralized facilities. 
0007. A microgrid is a localized grouping of electrical 
resources and loads that are typically connected to and Syn 
chronized with the traditional centralized electrical grid (also 
referred to herein as the macrogrid). A microgrid is typically 
connected to the macrogrid at a single point of connection, 
and the microgrid can typically disconnect from the macro 
grid and function as an autonomous power system. The 
microgrid typically includes control independent of the mac 
rogrid that allows the microgrid to be adjusted for changes in 
operating parameters, such as local load levels, independently 
of the macrogrid. Microgrids can be used as part of a distrib 
uted energy system where energy is generation is decentral 
ized and energy is generated from many Small sources. For 
example, a microgrid may be a smaller generation station that 
is designed to Supply power to a single building or set of 
buildings, such as a hospital or office building complex. A 
microgrid might also be designed to power a larger area, Such 
as a university campus or industrial complex that includes a 
larger number of buildings and can include greater load. 
Depending upon the specific implementation, the microgrid 
can have varying reliability requirements. For example, an 
implementation of a microgrid at a hospital or an industrial 
complex may have greater reliability requirements than a 
microgrid Supplying power to a residential dormitories and 
classrooms on a university campus. 
0008 Microgrids can provide a hybrid power infrastruc 
ture where power from the conventional macrogrid is used in 
combination with the power generated onsite by the micro 
grid. Electrical power is often sold on complex market, and 
distributed energy systems. Such as microgrids, add addi 
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tional complexity to the market. Microgrids can sell excess 
power to the macrogrid and can purchase power from the 
macrogrid in order to meet local demand in excess of the 
generation capacity of the microgrid. 
0009 Optimization of market-based power systems is a 
critical component of distributed energy generation manage 
ment. Demand for electricity and market conditions. Such as 
pricing and availability of electrical power, create a complex 
market, and consideration must be taken for overall availabil 
ity and reliability of the system. Various scenarios under 
consideration can impact or be impacted by external events, 
Such as routine maintenance, system changes, or unplanned 
events that impact the electrical power network. Conventional 
approaches to market-based optimization do not take into 
account these potential effects on the power market. 
0010 Conventional systems provide market-based pric 
ing of distributed energy off-line and do not consider real 
time power network conditions. Conventional systems also 
do not provide for real-time evaluation of microgrid data to 
generated predicted impacts on availability and reliability of 
the microgrids. 
0011 Computer models of complex systems, such as 
microgrids, enable improved system design, development, 
and implementation through techniques for off-line simula 
tion of the system operation. That is, system models can be 
created that computers can “operate' in a virtual environment 
to determine design parameters. All manner of systems can be 
modeled, designed, and virtually operated in this way, includ 
ing machinery, factories, electrical power and distribution 
systems, processing plants, devices, chemical processes, bio 
logical systems, and the like. Such simulation techniques 
have resulted in reduced development costs and Superior 
operation. 
0012 Design and production processes have benefited 
greatly from Such computer simulation techniques, and Such 
techniques are relatively well developed, but such techniques 
have not been applied in real-time, e.g., for real-time opera 
tional monitoring and management. In addition, predictive 
failure analysis techniques do not generally use real-time data 
that reflect actual system operation. Greater efforts at real 
time operational monitoring and management would provide 
more accurate and timely suggestions for operational deci 
sions, and Such techniques applied to failure analysis would 
provide improved predictions of system problems before they 
occur. With Such improved techniques, operational costs 
could be greatly reduced. 
0013 For example, mission critical electrical systems, 
e.g., for data centers or nuclear power facilities, must be 
designed to ensure that power is always available. Thus, the 
systems must be as failure proof as possible, and many layers 
of redundancy must be designed in to ensure that there is 
always a backup in case of a failure. It will be understood that 
Such systems are highly complex, a complexity made even 
greater as a result of the required redundancy. Computer 
design and modeling programs allow for the design of Such 
systems by allowing a designer to model the system and 
simulate its operation. Thus, the designer can ensure that the 
system will operate as intended before the facility is con 
structed. 
0014. Once the facility is constructed, however, the design 

is typically only referred to when there is a failure. In other 
words, once there is failure, the system design is used to trace 
the failure and take corrective action; however, because such 
design are complex, and there are many interdependencies, it 



US 2015/015.3757 A1 

can be extremely difficult and time consuming to track the 
failure and all its dependencies and then take corrective action 
that does not result in other system disturbances. 

SUMMARY 

0015 Systems and methods for optimizing energy con 
Sumption in multi-energy sources sites are provided. Tech 
niques are provided for developing a real-time model and a 
virtual model of the electrical system of a multi-energy source 
site. Such as a microgrid. The real-time model represents a 
current state of the electrical system can be developed by 
collecting data from sensors interfaced with the various com 
ponents of the electrical system. The virtual model of the 
electrical system mirrors the real-time model of the electrical 
system and can be used to generate predictions regarding the 
performance, availability, and reliability of cost and reliabil 
ity of various distributed energy sources and to predict the 
price of acquiring energy from these sources. The virtual 
model can be used to test “what if scenarios, such as routine 
maintenance, system changes, and unplanned events that 
impact the electrical power network. The virtual model can 
also be used to predict the effect of various scenarios on 
microgrid utilization and capacity. 
0016. According to an embodiment, a system for real-time 
modeling of electrical system performance of a microgrid 
electrical system is provided. The system includes a data 
acquisition component communicatively connected to a sen 
sor configured to acquire real-time data output from the elec 
trical system. The system also includes an analytics server 
communicatively connected to the data acquisition compo 
nent. The analytics server comprises a virtual system model 
ing engine, analytics engine, and a network optimization 
simulation engine. The virtual system modeling engine is 
configured to generate predicted data output for the electrical 
system utilizing a first virtual system model of the electrical 
system. The analytics engine is configured to monitor the 
real-time data output and the predicted data output of the 
electrical system. The analytics engine is further configured 
to initiate a calibration and synchronization operation to 
update the first virtual system model when a difference 
between the real-time data output and the predicted data 
output exceeds a threshold. The network optimization simu 
lation engine is configured to use the virtual system model 
updated based on the real-time data to forecast the cost of 
operating the microgrid electrical system and the reliability 
and availability of the microgrid electrical system. 
0017. According to one embodiment, a computer imple 
mented method for real-time modeling of the performance of 
a microgrid electrical system wherein one or more processors 
are programmed to perform steps of the method. The method 
includes the steps of creating a first virtual system model of 
the microgrid electrical system, acquiring real-time data from 
sensors interfaced with components of the electrical system, 
calculating predicated data forecasting the cost of operating 
the microgrid electrical system and the reliability and avail 
ability of the microgrid electrical system, the predicted data 
being calculated using the first virtual system model of the 
microgrid electrical system, initiating a calibration and Syn 
chronization calibration and synchronization operation to 
update the first virtual system model when a difference 
between the real-time data and the predicted data exceeds a 
threshold, and recalculating the predicated data forecasting 
the cost of operating the microgrid electrical system and the 
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reliability and availability of the microgrid electrical system 
using the calibrated first virtual system model of the micro 
grid electrical system. 
0018. These and other features, aspects, and embodiments 
of the invention are described below in the section entitled 
“Detailed Description.” 

BRIEF DESCRIPTION OF THE DRAWINGS 

0019 For a more complete understanding of the principles 
disclosed herein, and the advantages thereof, reference is now 
made to the following descriptions taken in conjunction with 
the accompanying drawings, in which: 
0020 FIG. 1 is an illustration of a system for utilizing 
real-time data for predictive analysis of the performance of a 
monitored system, in accordance with one embodiment; 
0021 FIG. 2 is a diagram illustrating a detailed view of an 
analytics server included in the system of FIG. 1; 
0022 FIG. 3 is a diagram illustrating how the system of 
FIG. 1 operates to synchronize the operating parameters 
between a physical facility and a virtual system model of the 
facility; 
0023 FIG. 4 is an illustration of the scalability of a system 
for utilizing real-time data for predictive analysis of the per 
formance of a monitored system, in accordance with one 
embodiment; 
0024 FIG. 5 is a block diagram that shows the configura 
tion details of the system illustrated in FIG. 1, in accordance 
with one embodiment; 
(0025 FIG. 6 is an illustration of a flowchart describing a 
method for real-time monitoring and predictive analysis of a 
monitored system, in accordance with one embodiment; 
0026 FIG. 7 is an illustration of a flowchart describing a 
method for managing real-time updates to a virtual system 
model of a monitored system, in accordance with one 
embodiment; 
0027 FIG. 8 is an illustration of a flowchart describing a 
method for synchronizing real-time system data with a virtual 
system model of a monitored system, in accordance with one 
embodiment; 
0028 FIG.9 is a flow chart illustrating an example method 
for updating the virtual model in accordance with one 
embodiment; 
0029 FIG. 10 is a diagram illustrating how a network 
optimization simulation engine works in conjunction with 
other elements of the analytics system to make predictions 
about various scenarios related to distributed energy solu 
tions; and 
0030 FIG. 11 is another diagram illustrating how a net 
work optimization simulation engine works in conjunction 
with other elements of the analytics system to make predic 
tions about various scenarios related to distributed energy 
Solutions in an electric; and 
0031 FIG. 12 is a flow chart illustrating an example pro 
cess for predicting, in real-time, various aspects associated 
with distributed energy Solutions, in accordance with one 
embodiment. 

DETAILED DESCRIPTION 

0032 Systems and methods for optimizing energy con 
Sumption in multi-energy source sites, such as a microgrid, 
are provided. Techniques are provided for developing a real 
time model and a virtual model of the electrical system of a 
multi-energy source site. Such as a microgrid. The real-time 
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model represents a current state of the electrical system can be 
developed by collecting data from sensors interfaced with the 
various components of the electrical system. The virtual 
model of the electrical system mirrors the real-time model of 
the electrical system and can be used to generate predictions 
regarding the performance, availability, and reliability of cost 
and reliability of various distributed energy sources and to 
predict the price of acquiring energy from these sources. The 
virtual model can be used to test “what if scenarios, such as 
routine maintenance, system changes, and unplanned events 
that impact the electrical power network. The virtual model 
can also be used to predict the effect of various scenarios on 
microgrid utilization and capacity. 
0033 Conventional systems provide market-based pric 
ing of distributed energy off-line and do not consider real 
time power network conditions. Conventional systems also 
do not provide for real-time evaluation of microgrid or other 
distributed energy source data to predict impacts on availabil 
ity and reliability of the microgrids or other distributed energy 
Source. For example, the generation capacities of some 
microgrid distributed energy generation Solutions. Such as 
Solar power generation system and wind turbine generation 
systems, that can be influenced by changing weather condi 
tions. For example, Solar power generation systems can be 
impacted by cloudy days and wind turbine generation sys 
tems can be impacted by changing wind conditions or a lack 
of wind. Both of these examples can impact the availability 
and reliability of the microgrid system. 
0034. The advanced power system modeling and analytics 
techniques provided herein address the shortcomings of con 
ventional systems. These techniques include utilize a real 
time model and a virtual model of a microgrid. The real-time 
model represents a current state of the electrical system can be 
developed by collecting data from sensors interfaced with the 
various components of the electrical system. The virtual 
model of the electrical system mirrors the real-time model of 
the electrical system and can be used to generate predictions 
regarding the performance, availability, and reliability of cost 
and reliability of various distributed energy sources and to 
predict the price of acquiring energy from these sources. This 
advanced power system modeling and associated analytics 
are vital to determining what power network constraints may 
exist that would negatively impact the microgrid. As these 
potential constraints are dynamic, iteratively monitoring the 
state of the microgrid using real-time data is essential to 
achieving a reliable and Sustainable market forecast. For 
example, a typical microgrid includes local power generation 
Sources, and these local generation sources are an important 
aspect of market optimization considerations. The operator of 
the microgrid can define a desired use or mix of generation 
Sources that includes locally generated power from local 
power generation sources as well as power from other elec 
trical providers from the macrogrid. However, the desired 
market optimizations cannot be realized if the desired mix of 
generation sources cannot be maintained for the duration of 
the period of time used to calculate the market optimizations. 
For example, some operators may use a rolling 24-hour 
period or rolling 12-hour period on which market optimiza 
tions are based, but if the desired mix of energy resources 
cannot be achieved throughout that entire period, the market 
optimizations cannot be realized. As described above, con 
ventional systems for making market predictions do not 
include these real-time modeling of the microgrid, which can 
result in the inaccurate market forecasts. For example, if 
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critical elements of the microgrid are already overloaded or 
unavailable (e.g., due to maintenance or other localized 
events), the conventional solutions may not recognize this 
problem because they do not use a real-time model of the 
microgrid as well as a virtual model of the microgrid when 
making forecasts. The systems and methods disclosed herein 
overcome these problems by using both a real-time model of 
the system that represents the current state of the system as 
well as a virtual model of the system can be adapted and 
synchronized to the changing conditions on the microgrid. As 
a result, the market forecasts generated by the techniques 
disclosed herein are more accurate and reliable than those 
generated by conventional systems. 
0035 Embodiments of the systems and methods disclosed 
herein can also be used to monitor operation of the Smart grid 
and to control electricity trading with the macrogrid. For 
example, if the microgrid has excess capacity, electricity can 
be sold to the macrogrid. Conversely, if the utilization of the 
microgrid exceeds the microgrid capacity, electricity can be 
purchased from the macrogrid to meet the current utilization. 
The capacity of the microgrid can be monitored in real-time to 
determine whether electricity can be sold or electricity needs 
to be purchased from a utility company via the macrogrid. All 
transactions between the public electric service on the mac 
rogrid and the microgrid infrastructure are closely monitored, 
and rate and pricing information for the management of elec 
tricity exchange are also maintained. Closely monitoring this 
information and updating the virtual and real time models 
accordingly allows the systems and methods disclosed herein 
to optimize energy consumption to meet various objectives of 
the microgrid operator. For example, objectives of a micro 
grid operator might include minimizing the annual cost of 
operation, minimizing the carbon footprint, minimizing the 
peak load, minimizing public utility consumption, or a com 
bination thereof. These objectives can vary based on time, 
energy source reliability, or other factors that can impact the 
operating objectives of the microgrid operator. 
0036. As used herein, a system denotes a set of compo 
nents, real or abstract, comprising a whole where each com 
ponent interacts with or is related to at least one other com 
ponent within the whole. Examples of systems include 
machinery, factories, electrical systems, processing plants, 
devices, chemical processes, biological systems, data centers, 
aircraft carriers, and the like. An electrical system can desig 
nate a power generation and/or distribution system that is 
widely dispersed, i.e., power generation, transformers, and/or 
electrical distribution components distributed geographically 
throughout a large region, or bounded within a particular 
location, e.g., a power plant within a production facility, a 
bounded geographic area, on board a ship, etc. 
0037. A network application is any application that is 
stored on an application server connected to a network, e.g., 
local area network, wide area network, etc., in accordance 
with any contemporary client/server architecture model and 
can be accessed via the network. In this arrangement, the 
network application programming interface (API) resides on 
the application server separate from the client machine. The 
client interface would typically be a web browser, e.g. 
INTERNET EXPLORERTM, FIREFOXTM, NETSCAPETM, 
etc., that is in communication with the network application 
server via a network connection, e.g., HTTP, HTTPS, RSS, 
etc. 

0038 FIG. 1 is an illustration of a system for utilizing 
real-time data for predictive analysis of the performance of a 
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monitored system, in accordance with one embodiment. As 
shown herein, the system 100 includes a series of sensors, i.e., 
Sensor A 104, Sensor B 106, Sensor C 108, interfaced with 
the various components of a monitored system 102, a data 
acquisition hub 112, an analytics server 116, and a thin-client 
device 128. In one embodiment, the monitored system 102 is 
an electrical power generation plant. In another embodiment, 
the monitored system 102 is an electrical power transmission 
infrastructure. In still another embodiment, the monitored 
system 102 is an electrical power distribution system. In still 
another embodiment, the monitored system 102 includes a 
combination of one or more electrical power generation plant 
(s), power transmission infrastructure(s), and/or an electrical 
power distribution system. It should be understood that the 
monitored system 102 can be any combination of compo 
nents whose operations can be monitored with conventional 
sensors and where each component interacts with or is related 
to at least one other component within the combination. For a 
monitored system 102 that is an electrical power generation, 
transmission, or distribution system, the sensors can provide 
data Such as Voltage, frequency, current, power, power factor, 
and the like. In an embodiment, the monitored system 102 is 
a microgrid system. The microgrid system can comprise elec 
trical power generation components as well as electrical 
power distribution elements. The microgrid system can also 
be interfaced with the macrogrid. The microgrid can be moni 
tored for excess capacity that can be used to generate elec 
tricity that can be sold over the public grid and/or for utiliza 
tion that requires electricity to be purchased off of the 
macrogrid. 
0039. The sensors 104, 106 and 108 can be configured to 
provide output values for system parameters that indicate the 
operational status and/or “health' of the monitored system 
102. For example, in an electrical power generation system, 
the current output or Voltage readings for the various compo 
nents that comprise the power generation system is indicative 
of the overall health and/or operational condition of the sys 
tem. In one embodiment, the sensors are configured to also 
measure additional data that can affect system operation. For 
example, for an electrical power distribution system, the sen 
sor output can include environmental information, e.g., tem 
perature, humidity, etc., which can impact electrical power 
demand and can also affect the operation and efficiency of the 
power distribution system itself. 
0040 Continuing with FIG. 1, in one embodiment, the 
sensors 104,106 and 108 can be configured to output data in 
an analog format. For example, electrical power sensor mea 
Surements, e.g., Voltage, current, etc., are sometimes con 
veyed in an analog format as the measurements may be con 
tinuous in both time and amplitude. In another embodiment, 
the sensors 104,106 and 108 can be configured to output data 
in a digital format. For example, the same electrical power 
sensor measurements can be taken in discrete time incre 
ments that are not continuous in time or amplitude. In still 
another embodiment, the sensors 104, 106 and 108 can be 
configured to output data in either an analog format, digital 
format, or both, depending on the sampling requirements of 
the monitored system 102. 
0041. The sensors 104,106 and 108 can be configured to 
capture output data at split-second intervals to effectuate “real 
time' data capture. For example, in one embodiment, the 
sensors 104,106 and 108 can be configured to generate hun 
dreds of thousands of data readings per second. It should be 
appreciated, however, that the number of data output readings 
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taken by a particular sensor can be set to any value as long as 
the operational limits of the sensor and the data processing 
capabilities of the data acquisition hub 112 are not exceeded. 
0042 Still referring to FIG. 1, each sensor 104, 106 and 
108 can be communicatively connected to the data acquisi 
tion hub 112 via an analog or digital data connection 110. The 
data acquisition hub 112 can be a standalone unitorintegrated 
within the analytics server 116 and can be embodied as a 
piece of hardware, Software, or some combination thereof. In 
one embodiment, the data connection 110 is a "hard wired 
physical data connection, e.g., serial, network, etc. For 
example, a serial or parallel cable connection between the 
sensor and the hub 112. In another embodiment, the data 
connection 110 is a wireless data connection. For example, a 
radio frequency (RF), BLUETOOTHTM, infrared or equiva 
lent connection between the sensor and the hub 112. 

0043. The data acquisition hub 112 can be configured to 
communicate “real-time data from the monitored system 
102 to the analytics server 116 using a network connection 
114. In one embodiment, the network connection 114 is a 
“hardwired physical connection. For example, the data 
acquisition hub 112 can be communicatively connected, e.g., 
via Category 5 (CAT5), fiber optic, or equivalent cabling, to a 
data server (not shown) that is communicatively connected, 
e.g., via CAT5, fiber optic, or equivalent cabling, through the 
Internet and to the analytics server 116 server. The analytics 
server 116 can also be communicatively connected with the 
Internet, e.g., via CAT5, fiber optic, or equivalent cabling. In 
another embodiment, the network connection 114 can be a 
wireless network connection, e.g., Wi-Fi, WLAN, etc. For 
example, utilizing an 802.11b/g or equivalent transmission 
format. In practice, the network connection used is dependent 
upon the particular requirements of the monitored system 
102. 

0044) Data acquisition hub 112 can also be configured to 
Supply warning and alarms signals as well as control signals 
to monitored system 102 and/or sensors 104,106, and 108 as 
described in more detail below. 

0045. As shown in FIG. 1, in one embodiment, the analyt 
ics server 116 can host an analytics engine 118, Virtual system 
modeling engine 124, and several databases 126, 130, and 
132. The virtual system modeling engine 124 can, e.g., be a 
computer modeling system, Such as described above. In this 
context, however, the modeling engine 124 can be used to 
precisely model and mirror the actual electrical system. Ana 
lytics engine 118 can be configured to generate predicted data 
for the monitored system and analyze difference between the 
predicted data and the real-time data received from hub 112. 
In an embodiment, if the monitored system is a microgrid, the 
predicted data can include predictions on capacity and utili 
zation. These predictions can be used to project whether the 
microgrid operations may meet the objectives of the micro 
grid operator, such as minimizing the annual cost of opera 
tions, minimizing the carbon footprint of the microgrid sys 
tem, minimizing the peak load on the microgrid, minimizing 
public utility consumption, or a combination thereof. The 
microgrid operator can define a set of operational objectives. 
For example, a microgrid operator could define an objective 
that requires that utility power from the macrogrid only be 
used during off-peak hours in order to reduce operational 
costs, unless system reliability falls below 99.99%, at which 
time utility power can be used to ensure that the system 
reliability objectives are met. 
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0046 FIG. 2 is a diagram illustrating a more detailed view 
of analytic server 116. As can be seen, analytic server 116 is 
interfaced with a monitored facility 102 via sensors 202, e.g., 
sensors 104, 106, and 108. Sensors 202 are configured to 
supply real-time data from within monitored facility 102. The 
real-time data is communicated to analytic server 116 via a 
hub 204. Hub 204 can be configured to provide real-time data 
to server 116 as well as alarming, sensing, and control fea 
tures for facility 102. 
0047. The real-time data from hub 204 can be passed to a 
comparison engine 210, which can form part of analytics 
engine 118. Comparison engine 210 can be configured to 
continuously compare the real-time data with predicted val 
ues generated by simulation engine 208. Based on the com 
parison, comparison engine 210 can be further configured to 
determine whether deviations between the real-time and the 
expected values exists, and if so to classify the deviation, e.g., 
high, marginal, low, etc. The deviation level can then be 
communicated to decision engine 212, which can also com 
prise part of analytics engine 118. 
0048 Decision engine 212 can be configured to look for 
significant deviations between the predicted values and real 
time values as received from the comparison engine 210. If 
significant deviations are detected, decision engine 212 can 
also be configured to determine whether an alarm condition 
exists, activate the alarm and communicate the alarm to 
Human-Machine Interface (HMI) 214 for display in real-time 
via, e.g., thin client 128. Decision engine 212 can also be 
configured to perform root cause analysis for significant 
deviations in order to determine the interdependencies and 
identify the parent-child failure relationships that may be 
occurring. In this manner, parent alarm conditions are not 
drowned out by multiple children alarm conditions, allowing 
the user/operator to focus on the main problem, at least at first. 
0049. Thus, in one embodiment, and alarm condition for 
the parent can be displayed via HMI 214 along with an indi 
cation that processes and equipment dependent on the parent 
process or equipment are also in alarm condition. This also 
means that server 116 can maintain a parent-child logical 
relationship between processes and equipment comprising 
facility 102. Further, the processes can be classified as criti 
cal, essential, non-essential, etc. 
0050 Decision engine 212 can also be configured to deter 
mine health and performance levels and indicate these levels 
for the various processes and equipment via HMI 214. All of 
which, when combined with the analytic capabilities of ana 
lytics engine 118 allows the operator to minimize the risk of 
catastrophic equipment failure by predicting future failures 
and providing prompt, informative information concerning 
potential/predicted failures before they occur. Avoiding cata 
strophic failures reduces risk and cost, and maximizes facility 
performance and up time. 
0051 Simulation engine 208 operates on complex logical 
models 206 of facility 102. These models are continuously 
and automatically synchronized with the actual facility status 
based on the real-time data provided by hub 204. In other 
words, the models are updated based on current Switch status, 
breaker status, e.g., open-closed, equipment on/off status, etc. 
Thus, the models are automatically updated based on Such 
status, which allows simulation engine to produce predicted 
databased on the current facility status. This in turn, allows 
accurate and meaningful comparisons of the real-time data to 
the predicted data. 
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0.052 Example models 206 that can be maintained and 
used by server 116 include power flow models used to calcu 
late expected kW. kVAR, power factor values, etc., short 
circuit models used to calculate maximum and minimum 
available fault currents, protection models used to determine 
proper protection schemes and ensure selective coordination 
of protective devices, power quality models used to determine 
Voltage and current distortions at any point in the network, to 
name just a few. It will be understood that different models 
can be used depending on the system being modeled. 
0053. In certain embodiments, hub 204 is configured to 
Supply equipment identification associated with the real-time 
data. This identification can be cross referenced with identi 
fications provided in the models. 
0054. In one embodiment, if the comparison performed by 
comparison engine 210 indicates that the differential between 
the real-time sensor output value and the expected value 
exceeds a Defined Difference Tolerance (DDT) value, i.e., the 
“real-time' output values of the sensor output do not indicate 
an alarm condition, but below an alarm condition, i.e., alarm 
threshold value, a calibration request is generated by the 
analytics engine 118. If the differential exceeds the alarm 
condition, an alarm or notification message can be generated 
by the analytics engine 118. If the differential is below the 
DTT value, the analytics engine can do nothing and continues 
to monitor the real-time data and expected data. 
0055. In one embodiment, the alarm or notification mes 
sage can be sent directly to the client or user) 128, e.g., via 
HMI 214, for display in real-time on a web browser, pop-up 
message box, e-mail, or equivalent on the client 128 display 
panel. In another embodiment, the alarm or notification mes 
sage can be sent to a wireless mobile device, e.g., BLACK 
BERRYTM, laptop, pager, etc., to be displayed for the user by 
way of a wireless router or equivalent device interfaced with 
the analytics server 116. In still another embodiment, the 
alarm or notification message can be sent to both the client 
128 display and the wireless mobile device. The alarm can be 
indicative of a need for a repair event or maintenance to be 
done on the monitored system. It should be noted, however, 
that calibration requests should not be allowed if an alarm 
condition exists to prevent the models from being calibrated 
to an abnormal state. 
0056. Once the calibration is generated by the analytics 
engine 118, the various operating parameters or conditions of 
model(s) 206 can be updated or adjusted to reflect the actual 
facility configuration. This can include, but is not limited to, 
modifying the predicted data output from the simulation 
engine 208, adjusting the logic/processing parameters used 
by the model(s) 206, adding/subtracting functional elements 
from model(s) 206, etc. It should be understood that any 
operational parameter used by models 206 can be modified as 
long as the resulting modifications can be processed and 
registered by simulation engine 208. 
0057 Referring back to FIG. 1, models 206 can be stored 
in the virtual system model database 126. As noted, a variety 
of conventional virtual model applications can be used for 
creating a virtual system model, so that a wide variety of 
systems and system parameters can be modeled. For example, 
in the context of an electrical power distribution system, the 
virtual system model can include components for modeling 
reliability, modeling Voltage stability, and modeling power 
flow. In addition, models 206 can include dynamic control 
logic that permits a user to configure the models 206 by 
specifying control algorithms and logic blocks in addition to 
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combinations and interconnections of generators, governors, 
relays, breakers, transmission line, and the like. The Voltage 
stability parameters can indicate capacity in terms of size, 
Supply, and distribution, and can indicate availability interms 
of remaining capacity of the presently configured system. The 
power flow model can specify Voltage, frequency, and power 
factor, thus representing the “health' of the system. 
0058 All of models 206 can be referred to as a virtual 
system model. Thus, a virtual system model database 130 can 
be configured to store the virtual system model. A duplicate, 
but synchronized copy of the virtual system model can be 
stored in a virtual simulation model database 130. This dupli 
cate model can be used for what-if simulations. In other 
words, this model can be used to allow a system designer to 
make hypothetical changes to the facility and test the result 
ing effect, without taking down the facility or costly and time 
consuming analysis. Such hypothetical can be used to learn 
failure patterns and signatures as well as to test proposed 
modifications, upgrades, additions, etc., for the facility. The 
real-time data, as well as trending produced by analytics 
engine 118 can be stored in a real-time data acquisition data 
base 132. 

0059. As discussed above, the virtual system model is 
periodically calibrated and synchronized with “real-time” 
sensor data outputs so that the virtual system model provides 
data output values that are consistent with the actual “real 
time' values received from the sensor output signals. Unlike 
conventional systems that use virtual system models prima 
rily for system design and implementation purposes, i.e., 
offline simulation and facility planning, the virtual system 
models described herein are updated and calibrated with the 
real-time system operational data to provide better predictive 
output values. A divergence between the real-time sensor 
output values and the predicted output values generate either 
an alarm condition for the values in question and/or a calibra 
tion request that is sent to the calibration engine 134. 
0060 Continuing with FIG. 1, the analytics engine 118 
can be configured to implement pattern/sequence recognition 
into a real-time decision loop that, e.g., is enabled by a new 
type of machine learning called associative memory, or hier 
archical temporal memory (HTM), which is a biological 
approach to learning and pattern recognition. Associative 
memory allows storage, discovery, and retrieval of learned 
associations between extremely large numbers of attributes in 
real time. At a basic level, an associative memory stores 
information about how attributes and their respective features 
occur together. The predictive power of the associative 
memory technology comes from its ability to interpret and 
analyze these co-occurrences and to produce various metrics. 
Associative memory is built through “experiential learning 
in which each newly observed state is accumulated in the 
associative memory as a basis for interpreting future events. 
Thus, by observing normal system operation over time, and 
the normal predicted system operation over time, the associa 
tive memory is able to learn normal patterns as a basis for 
identifying non-normal behavior and appropriate responses, 
and to associate patterns with particular outcomes, contexts 
or responses. The analytics engine 118 is also better able to 
understand component mean time to failure rates through 
observation and system availability characteristics. This tech 
nology in combination with the virtual system model can be 
characterized as a “neocortical model of the system under 
management 
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0061 This approach also presents a novel way to digest 
and comprehend alarms in a manageable and coherent way. 
The neocortical model could assist in uncovering the patterns 
and sequencing of alarms to help pinpoint the location of the 
(impending) failure, its context, and even the cause. Typi 
cally, responding to the alarms is done manually by experts 
who have gained familiarity with the system through years of 
experience. However, at times, the amount of information is 
So great that an individual cannot respond fast enough or does 
not have the necessary expertise. An “intelligent' system like 
the neocortical system that observes and recommends pos 
sible responses could improve the alarm management process 
by either Supporting the existing operator, or even managing 
the system autonomously. 
0062 Current simulation approaches for maintaining 
transient stability involve traditional numerical techniques 
and typically do not testall possible scenarios. The problem is 
further complicated as the numbers of components and path 
ways increase. Through the application of the neocortical 
model, by observing simulations of circuits, and by compar 
ing them to actual system responses, it may be possible to 
improve the simulation process, thereby improving the over 
all design of future circuits. 
0063. The virtual system model database 126, as well as 
databases 130 and 132, can be configured to store one or more 
virtual system models, virtual simulation models, and real 
time data values, each customized to a particular system 
being monitored by the analytics server 118. Thus, the ana 
lytics server 118 can be used to monitor more than one system 
at a time. As depicted herein, the databases 126, 130, and 132 
can be hosted on the analytics server 116 and communica 
tively interfaced with the analytics engine 118. In other 
embodiments, databases 126, 130, and 132 can be hosted on 
a separate database server (not shown) that is communica 
tively connected to the analytics server 116 in a manner that 
allows the virtual system modeling engine 124 and analytics 
engine 118 to access the databases as needed. 
0064. Therefore, in one embodiment, the client 128 can 
modify the virtual system model stored on the virtual system 
model database 126 by using a virtual system model devel 
opment interface using well-known modeling tools that are 
separate from the other network interfaces. For example, 
dedicated Software applications that run in conjunction with 
the network interface to allow a client 128 to create or modify 
the virtual system models. 
0065. The client 128 can use a variety of network inter 
faces, e.g., web browser, CITRIXTM, WINDOWSTERMI 
NAL SERVICESTM, telnet, or other equivalent thin-client 
terminal applications, etc., to access, configure, and modify 
the sensors, e.g., configuration files, etc., analytics engine 
118, e.g., configuration files, analytics logic, etc., calibration 
parameters, e.g., configuration files, calibration parameters, 
etc., virtual system modeling engine 124, e.g., configuration 
files, simulation parameters, etc., and virtual system model of 
the system under management, e.g., virtual system model 
operating parameters and configuration files. Correspond 
ingly, data from those various components of the monitored 
system 102 can be displayed on a client 128 display panel for 
viewing by a system administrator or equivalent. 
0066. As described above, server 116 is configured to 
synchronize the physical world with the virtual and report, 
e.g., via visual, real-time display, deviations between the two 
as well as system health, alarm conditions, predicted failures, 
etc. This is illustrated with the aid of FIG. 3, in which the 
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synchronization of the physical world (left side) and virtual 
world (right side) is illustrated. In the physical world, sensors 
202 produce real-time data 302 for the processes 312 and 
equipment 314 that make up facility 102. In the virtual world, 
simulations 304 of the virtual system model 206 provide 
predicted values 306, which are correlated and synchronized 
with the real-time data 302. The real-time data can then be 
compared to the predicted values so that differences 308 can 
be detected. The significance of these differences can be 
determined to determine the health status 310 of the system. 
The health stats can then be communicated to the processes 
312 and equipment 314, e.g., via alarms and indicators, as 
well as to thin client 128, e.g., via web pages 316. 
0067 FIG. 4 is an illustration of the scalability of a system 
for utilizing real-time data for predictive analysis of the per 
formance of a monitored system, in accordance with one 
embodiment. As depicted herein, an analytics central server 
422 is communicatively connected with analytics server A 
414, analytics server B 416, and analytics server n 418, i.e., 
one or more other analytics servers, by way of one or more 
network connections 114. Each of the analytics servers 414, 
416, and 418 is communicatively connected with a respective 
data acquisition hub, i.e., Hub A408, Hub B 410, Hub in 412, 
which communicates with one or more sensors that are inter 
faced with a system, i.e., Monitored System A 402, Moni 
tored System B 404, Monitored System in 406, which the 
respective analytical server monitors. For example, analytics 
server A 414 is communicative connected with data acquisi 
tion hub. A 408, which communicates with one or more sen 
sors interfaced with monitored system A 402. According to an 
embodiment, the Monitored System A 402, Monitored Sys 
tem B 404, Monitored System in 406 can be distributed gen 
eration systems, such as microgrid systems. In an embodi 
ment, multiple distributed energy generation systems might 
be used by a microgrid system. For example, a university 
campus might include multiple distributed energy generation 
Sources, such as Solar panel arrays, wind turbines, and other 
on-premise power generation systems. Each of the distributed 
energy solutions could be treated as separate monitored sys 
tems that are managed via the analytics central server 422. In 
another example, a university might have multiple campuses 
that each have their own microgrid for on-site power genera 
tion and each campus can be treated a separate monitored 
system that is administered from a central location. 
0068. Each analytics server, i.e., analytics server A 414, 
analytics server B 416, analytics server n 418, can be config 
ured to monitor the sensor output data of its corresponding 
monitored system and feed that data to the central analytics 
server 422. Additionally, each of the analytics servers 414, 
416 and 418 can function as a proxy agent of the central 
analytics server 422 during the modifying and/or adjusting of 
the operating parameters of the system sensors they monitor. 
For example, analytics server B 416 can be configured as a 
proxy to modify the operating parameters of the sensors inter 
faced with monitored system B 404. 
0069. Moreover, the central analytics server 422, which is 
communicatively connected to one or more analytics server 
(s), can be used to enhance the scalability. For example, a 
central analytics server 422 can be used to monitor multiple 
electrical power generation facilities, i.e., monitored system 
A 402 can be a power generation facility located in city A 
while monitored system B 404 is a power generation facility 
located in city B, on an electrical power grid. In this example, 
the number of electrical power generation facilities that can 
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be monitored by central analytics server 422 is limited only 
by the data processing capacity of the central analytics server 
422. As described above, central analytics server 422 can be 
used to monitor multiple distributed electrical power genera 
tion facilities that are part of a microgrid. 
0070 The central analytics server 422 can be configured 
to enable a client 128 to modify and adjust the operational 
parameters of any the analytics servers communicatively con 
nected to the central analytics server 422. Furthermore, as 
discussed above, each of the analytics servers 414, 416 and 
418 can be configured to serve as proxies for the central 
analytics server 422 to enable a client 128 to modify and/or 
adjust the operating parameters of the sensors interfaced with 
the systems that they respectively monitor. For example, the 
client 128 can use the central analytics server 422, and vice 
Versa, to modify and/or adjust the operating parameters of 
analytics server A 414 and use the same to modify and/or 
adjust the operating parameters of the sensors interfaced with 
monitored system A 402. Additionally, each of the analytics 
servers can be configured to allow a client 128 to modify the 
virtual system model through a virtual system model devel 
opment interface using well-known modeling tools. 
0071. In one embodiment, the central analytics server 422 
can function to monitor and control a monitored system when 
its corresponding analytics server is out of operation. For 
example, central analytics server 422 can take over the func 
tionality of analytics server B 416 when the server 416 is out 
of operation. That is, the central analytics server 422 can 
monitor the data output from monitored system B 404 and 
modify and/or adjust the operating parameters of the sensors 
that are interfaced with the system 404. 
0072. In one embodiment, the network connection 114 is 
established through a wide area network (WAN) such as the 
Internet. In another embodiment, the network connection is 
established through a local area network (LAN) such as the 
company intranet. In a separate embodiment, the network 
connection 114 is a “hardwired physical connection. For 
example, the data acquisition hub 112 can be communica 
tively connected, e.g., via Category 5 (CAT5), fiber optic, or 
equivalent cabling, to a data server that is communicatively 
connected, e.g., via CAT5, fiber optic, or equivalent cabling, 
through the Internet and to the analytics server 116 server 
hosting the analytics engine 118. In another embodiment, the 
network connection 114 is a wireless network connection, 
e.g., Wi-Fi, WLAN, etc. For example, utilizing an 802.11b/g 
or equivalent transmission format. 
0073. In certain embodiments, regional analytics servers 
can be placed between local analytics servers 414, 416, 418 
and central analytics server 422. Further, in certain embodi 
ments a disaster recovery site can be included at the central 
analytics server 422 level. 
0074 FIG. 5 is a block diagram that shows the configura 
tion details of analytics server 116 illustrated in FIG. 1 in 
more detail. It should be understood that the configuration 
details in FIG. 5 are merely one embodiment of the items 
described for FIG. 1, and it should be understood that alter 
nate configurations and arrangements of components could 
also provide the functionality described herein. 
0075. The analytics server 116 includes a variety of com 
ponents. In the example of FIG. 5, the analytics server 116 is 
implemented in a Web-based configuration, so that the ana 
lytics server 116 includes, or communicates with, a secure 
web server 530 for communication with the sensor systems 
519, e.g., data acquisition units, metering devices, sensors, 
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etc., and external communication entities 534, e.g., web 
browser, “thin client' applications, etc. A variety of user 
views and functions 532 are available to the client 128 such 
as: alarm reports, Active X controls, equipment views, view 
editor tool, custom user interface page, and XML parser. It 
should be appreciated, however, that these are just examples 
of a few in a long list of views and functions 532 that the 
analytics server 116 can deliver to the external communica 
tions entities 534 and are not meant to limit the types of views 
and functions 532 available to the analytics server 116 in any 
way. 

0076. The analytics server 116 also includes an alarm 
engine 506 and messaging engine 504, for the aforemen 
tioned external communications. The alarm engine 506 is 
configured to work in conjunction with the messaging engine 
504 to generate alarm or notification messages 502, in the 
form of text messages, e-mails, paging, etc., in response to the 
alarm conditions previously described. The analytics server 
116 determines alarm conditions based on output data it 
receives from the various sensor systems 519 through a com 
munications connection, e.g., wireless 516, TCP/IP 518. 
Serial 520, etc., and simulated output data from a virtual 
system model 512, of the monitored system, processed by the 
analytics engines 118. In one embodiment, the virtual system 
model 512 can be created by a user through interacting with 
an external communication entity 534 by specifying the com 
ponents that comprise the monitored system and by specify 
ing relationships between the components of the monitored 
system. In another embodiment, the virtual system model 512 
can be automatically generated by the analytics engines 118 
as components of the monitored system are brought online 
and interfaced with the analytics server 508. 
0077 Continuing with FIG. 5, a virtual system model 
database 526 can be communicatively connected with the 
analytics server 116 and can be configured to store one or 
more virtual system models 512, each of which represents a 
particular monitored system. For example, the analytics 
server 116 can conceivably monitor multiple electrical power 
generation systems, e.g., system A, system B, System C, etc., 
spread across a wide geographic area, e.g., City A, City B, 
City C, etc. Therefore, the analytics server 116 can use a 
different virtual system model 512 for each of the electrical 
power generation systems that it monitors. Virtual simulation 
model database 538 can be configured to store a synchro 
nized, duplicate copy of the virtual system model 512, and 
real-time data acquisition database 540 can store the real-time 
and trending data for the system(s) being monitored. 
0078 Thus, in operation, analytics server 116 can receive 
real-time data for various sensors, i.e., components, through 
data acquisition system 202. As can be seen, analytics server 
116 can comprise various drivers configured to interface with 
the various types of sensors, etc., comprising data acquisition 
system 202. This data represents the real-time operational 
data for the various components. For example, the data can 
indicate that a certain component is operating at a certain 
Voltage level and drawing certain amount of current. This 
information can then be fed to a modeling engine to generate 
a virtual system model 512 that is based on the actual real 
time operational data. 
0079 Analytics engine 118 can be configured to compare 
predicted data based on the virtual system model 512 with 
real-time data received from data acquisition system 202 and 
to identify any differences. In some instances, analytics 
engine can be configured to identify these differences and 
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then update, i.e., calibrate, the virtual system model 512 for 
use in future comparisons. In this manner, more accurate 
comparisons and warnings can be generated. 
0080. But in other instances, the differences will indicate a 
failure, or the potential for a failure. For example, when a 
component begins to fail, the operating parameters will begin 
to change. This change may be Sudden or it may be a progres 
sive change over time. Analytics engine 118 can detect Such 
changes and issue warnings that can allow the changes to be 
detected before a failure occurs. The analytic engine 118 can 
be configured to generate warnings that can be communicated 
via interface 532. 

I0081 For example, a user can access information from 
server 116 using thin client 534. For example, reports can be 
generate and served to thin client 534 via server 540. These 
reports can, for example, comprise schematic or symbolic 
illustrations of the system being monitored. Status informa 
tion for each component can be illustrated or communicated 
for each component. This information can be numerical, i.e., 
the Voltage or current level, or it can be symbolic, i.e., green 
for normal, red for failure or warning. In certain embodi 
ments, intermediate levels of failure can also be communi 
cated, i.e., yellow can be used to indicate operational condi 
tions that project the potential for future failure. It should be 
noted that this information can be accessed in real-time. 
Moreover, via thin client 534, the information can be accessed 
from anywhere and anytime. 
I0082 Continuing with FIG. 5, the Analytics Engine 118 is 
communicatively interfaced with a HTM pattern recognition 
and machine learning engine 551. The HTM engine 551 can 
be configured to work in conjunction with the analytics 
engine 118 and a virtual system model of the monitored 
system to make real-time predictions, i.e., forecasts, about 
various operational aspects of the monitored system. The 
HTM engine 551 works by processing and storing patterns 
observed during the normal operation of the monitored sys 
tem over time. These observations are provided in the form of 
real-time data captured using a multitude of sensors that are 
imbedded within the monitored system. In one embodiment, 
the virtual system model can also be updated with the real 
time data Such that the virtual system model 'ages' along 
with the monitored system. Examples of a monitored system 
can include machinery, factories, electrical systems, process 
ing plants, devices, chemical processes, biological systems, 
data centers, aircraft carriers, and the like. It should be under 
stood that the monitored system can be any combination of 
components whose operations can be monitored with conven 
tional sensors and where each component interacts with or is 
related to at least one other component within the combina 
tion. 

I0083 FIG. 6 is a flowchart describing a method for real 
time monitoring and predictive analysis of a monitored sys 
tem, in accordance with one embodiment. Method 600 begins 
with operation 602 where real-time data indicative of the 
monitored system status is processed to enable a virtual 
model of the monitored system under management to be 
calibrated and synchronized with the real-time data. In one 
embodiment, the monitored system 102 is a mission critical 
electrical power system. In another embodiment, the moni 
tored system 102 can include an electrical powertransmission 
infrastructure. In still another embodiment, the monitored 
system 102 includes a combination of thereof. It should be 
understood that the monitored system 102 can be any com 
bination of components whose operations can be monitored 
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with conventional sensors and where each component inter 
acts with or is related to at least one other component within 
the combination. 
I0084 Method 600 moves on to operation 604 where the 
virtual system model of the monitored system under manage 
ment is updated in response to the real-time data. This may 
include, but is not limited to, modifying the simulated data 
output from the virtual system model, adjusting the logic/ 
processing parameters utilized by the virtual system model 
ing engine to simulate the operation of the monitored system, 
adding/subtracting functional elements of the virtual system 
model, etc. It should be understood, that any operational 
parameter of the virtual system modeling engine and/or the 
virtual system model may be modified by the calibration 
engine as long as the resulting modifications can be processed 
and registered by the virtual system modeling engine. 
I0085 Method 600 proceeds on to operation 606 where the 
simulated real-time data indicative of the monitored system 
status is compared with a corresponding virtual system model 
created at the design stage. The design stage models, which 
may be calibrated and updated based on real-time monitored 
data, are used as a basis for the predicted performance of the 
system. The real-time monitored data can then provide the 
actual performance over time. By comparing the real-time 
time data with the predicted performance information, differ 
ence can be identified a tracked by, e.g., the analytics engine 
118. Analytics engines 118 can then track trends, determine 
alarm states, etc., and generate a real-time report of the sys 
tem status in response to the comparison. 
I0086. In other words, the analytics can be used to analyze 
the comparison and real-time data and determine if there is a 
problem that should be reported and what level the problem 
may be, e.g., low priority, high priority, critical, etc. The 
analytics can also be used to predict future failures and time to 
failure, etc. In one embodiment, reports can be displayed on a 
conventional web browser (e.g. INTERNET EXPLORERTM, 
FIREFOXTM, NETSCAPETM, etc., which can be rendered on 
a standard personal computing (PC) device. In another 
embodiment, the “real-time' report can be rendered on a 
“thin-client” computing device, e.g., CITRIXTM, WINDOWS 
TERMINAL SERVICESTM, telnet, or other equivalent thin 
client terminal application. In still another embodiment, the 
report can be displayed on a wireless mobile device, e.g., 
BLACKBERRYTM, laptop, pager, etc. For example, in one 
embodiment, the “real-time' report can include such infor 
mation as the differential in a particular power parameter, i.e., 
current, Voltage, etc., between the real-time measurements 
and the virtual output data. 
0087 FIG. 7 is a flowchart describing a method for man 
aging real-time updates to a virtual system model of a moni 
tored system, in accordance with one embodiment. Method 
700 begins with operation 702 where real-time data output 
from a sensor interfaced with the monitored system is 
received. The sensor is configured to capture output data at 
split-second intervals to effectuate “real time data capture. 
For example, in one embodiment, the sensor is configured to 
generate hundreds of thousands of data readings per second. 
It should be appreciated, however, that the number of data 
output readings taken by the sensor may be set to any value as 
long as the operational limits of the sensor and the data 
processing capabilities of the data acquisition hub are not 
exceeded. 

I0088 Method 700 moves to operation 704 where the real 
time data is processed into a defined format. This would be a 
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format that can be used by the analytics server to analyze or 
compare the data with the simulated data output from the 
virtual system model. In one embodiment, the data is con 
Verted from an analog signal to a digital signal. In another 
embodiment, the data is converted from a digital signal to an 
analog signal. It should be understood, however, that the 
real-time data may be processed into any defined format as 
long as the analytics engine can utilize the resulting data in a 
comparison with simulated output data from a virtual system 
model of the monitored system. 
I0089 Method 700 continues on to operation 706 where 
the predicted, i.e., simulated, data for the monitored system is 
generated using a virtual system model of the monitored 
system. As discussed above, a virtual system modeling engine 
uses dynamic control logic stored in the virtual system model 
to generate the predicted output data. The predicted data is 
supposed to be representative of data that should actually be 
generated and output from the monitored system. 
(0090 Method 700 proceeds to operation 708 where a 
determination is made as to whether the difference between 
the real-time data output and the predicted system data falls 
between a set value and analarm condition value, where if the 
difference falls between the set value and the alarm condition 
value a virtual system model calibration and a response can be 
generated. That is, if the comparison indicates that the differ 
ential between the “real-time' sensor output value and the 
corresponding “virtual model data output value exceeds a 
Defined Difference Tolerance (DDT) value, i.e., the “real 
time output values of the sensor output do not indicate an 
alarm condition, but below an alarm condition, i.e., alarm 
threshold value, a response can be generated by the analytics 
engine. In one embodiment, if the differential exceeds, the 
alarm condition, an alarm or notification message is gener 
ated by the analytics engine 118. In another embodiment, if 
the differential is below the DTT value, the analytics engine 
does nothing and continues to monitor the “real-time' data 
and “virtual data. Generally speaking, the comparison of the 
set value and alarm condition is indicative of the functionality 
of one or more components of the monitored system. 
0091 FIG. 8 is a flowchart describing a method for syn 
chronizing real-time system data with a virtual system model 
of a monitored system, in accordance with one embodiment. 
Method 800 begins with operation 802 where a virtual system 
model calibration request is received. A virtual model cali 
bration request can be generated by an analytics engine when 
ever the difference between the real-time data output and the 
predicted system data falls between a set value and an alarm 
condition value. 

0092 Method 800 proceeds to operation 804 where the 
predicted system output value for the virtual system model is 
updated with a real-time output value for the monitored sys 
tem. For example, if sensors interfaced with the monitored 
system outputs a real-time current value of A, then the pre 
dicted system output value for the virtual system model is 
adjusted to reflect a predicted current value of A. 
(0093 Method 800 moves on to operation 806 where a 
difference between the real-time sensor value measurement 
from a sensor integrated with the monitored system and a 
predicted sensor value for the sensor is determined. As dis 
cussed above, the analytics engine is configured to receive 
“real-time' data from sensors interfaced with the monitored 
system via the data acquisition hub, or, alternatively directly 
from the sensors, and “virtual data from the virtual system 
modeling engine simulating the data output from a virtual 
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system model of the monitored system. In one embodiment, 
the values are in units of electrical power output, i.e., current 
or Voltage, from an electrical power generation or transmis 
sion system. It should be appreciated, however, that the values 
can essentially be any unit type as long as the sensors can be 
configured to output data in those units or the analytics engine 
can convert the output data received from the sensors into the 
desired unit type before performing the comparison. 
0094) Method 800 continues on to operation 808 where 
the operating parameters of the virtual system model are 
adjusted to minimize the difference. This means that the logic 
parameters of the virtual system model that a virtual system 
modeling engine uses to simulate the data output from actual 
sensors interfaced with the monitored system are adjusted so 
that the difference between the real-time data output and the 
simulated data output is minimized. Correspondingly, this 
operation will update and adjust any virtual system model 
output parameters that are functions of the virtual system 
model sensor values. For example, in a power distribution 
environment, output parameters of power load or demand 
factor might be a function of multiple sensor data values. The 
operating parameters of the virtual system model that mimic 
the operation of the sensor will be adjusted to reflect the 
real-time data received from those sensors. In one embodi 
ment, authorization from a system administrator is requested 
prior to the operating parameters of the virtual system model 
being adjusted. This is to ensure that the system administrator 
is aware of the changes that are being made to the virtual 
system model. In one embodiment, after the completion of all 
the various calibration operations, a report is generated to 
provide a Summary of all the adjustments that have been made 
to the virtual system model. 
0095. As described above, virtual system modeling engine 
124 can be configured to model various aspects of the system 
to produce predicted values for the operation of various com 
ponents within monitored system 102. These predicted values 
can be compared to actual values being received via data 
acquisition hub 112. If the differences are greater than a 
certain threshold, e.g., the DTT, but not in analarm condition, 
then a calibration instruction can be generated. The calibra 
tion instruction can cause a calibration engine 134 to update 
the virtual model being used by System modeling engine 124 
to reflect the new operating information. 
0096. It will be understood that as monitored system 102 
ages, or more specifically the components comprising moni 
tored system 102 age, then the operating parameters, e.g., 
currents and Voltages associated with those components will 
also change. Thus, the process of calibrating the virtual model 
based on the actual operating information provides a mecha 
nism by which the virtual model can be aged along with the 
monitored system 102 so that the comparisons being gener 
ated by analytics engine 118 are more meaningful. 
0097. At a high level, this process can be illustrated with 
the aid of FIG.9, which is a flow chart illustrating an example 
method for updating the virtual model in accordance with one 
embodiment. In step 902, data is collected from, e.g., sensors 
104,106, and 108. For example, the sensors can be configured 
to monitor protective devices within an electrical distribution 
system to determine and monitor the ability of the protective 
devices to withstand faults, which is describe in more detail 
below. 

0098. In step 904, the data from the various sensors can be 
processed by analytics engine 118 in order to evaluate various 
parameters related to monitored system 102. In step 905, 
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simulation engine 124 can be configured to generate pre 
dicted values for monitored system 102 using a virtual model 
of the system that can be compared to the parameters gener 
ated by analytics engine 118 in step 904. If there are differ 
ences between the actual values and the predicted values, then 
the virtual model can be updated to ensure that the virtual 
model ages with the actual system 102. 
(0099. It should be noted that as the monitored system 102 
ages, various components can be repaired, replaced, or 
upgraded, which can also create differences between the 
simulated and actual data that is not an alarm condition. Such 
activity can also lead to calibrations of the virtual model to 
ensure that the virtual model produces relevant predicted 
values. Thus, not only can the virtual model be updated to 
reflect aging of monitored system 102, but it can also be 
updated to reflect retrofits, repairs, etc. 
0100 FIG. 10 is a diagram illustrating how a network 
optimization simulation engine 1005 for optimizing energy 
consumption in a multi-energy source site can work in con 
junction with other elements of the analytics system in order 
to make predictions about the cost and availability of various 
distributed energy resources. The system illustrated in FIG. 
10 is similar to the configured illustrated in FIG. 1, except that 
network optimization simulation engine 1005 is implemented 
on the analytics server 116. 
0101 The network optimization simulation engine 1105 
can be configured to allow an operator to run simulations to 
determine how the selection of various distributed energy 
sources can be used to optimize the performance of the micro 
grid being monitored. For example, the operator can define 
one or more scenarios to be tested, such as changing the 
operating parameters of one or more of the distributed energy 
Sources, adding or removing distributed energy generations 
Sources, taking portions of existing energy generation Sources 
offline, or changing the mix of energy obtained from distrib 
uted energy sources of the microgrid and energy from the 
macrogrid can be changed to forecast how those changes 
could impact the reliability of the electrical network, capacity 
of the microgrid, and the cost of operation. 
0102) According to an embodiment, the network optimi 
zation simulation engine 1105 can allow the operator to select 
an option to test multiple scenarios in parallel. Multiple cop 
ies of the virtual model of the microgrid system can be gen 
erated and each scenario tested on a copy of the virtual model. 
Predicted data from each scenario can then be presented to the 
operator on a display of the client 128. The predicted data can 
include predicted utilization, capacity, and reliability infor 
mation for each scenario. The predicted data can also include 
predicted operating costs for each scenario based on the cost 
of generating power using the microgrid system, the cost of 
purchasing power from the macrogrid, and any cost offsets 
that might available due to the sale of electricity generated by 
excess capacity of the microgrid. The operator can review the 
information presented and determine whether to change the 
operating parameters of the components of the microgrid in 
response to the predicted data. 
0103 FIG. 11 is another diagram illustrating how a net 
work optimization simulation engine 1105 works in conjunc 
tion with other elements of the analytics system in order to 
make predictions about the cost and availability of various 
distributed energy resources. While the embodiment illus 
trated in FIG.10 is of a similar configuration as that of FIG.4, 
the analytics central server 422 in the embodiment illustrated 
in FIG.11 includes a market-based optimization engine 1105. 



US 2015/015.3757 A1 

As described above, a virtual model of a microgrid can be 
created that includes various distributed energy generation 
solutions. The network optimization simulation engine 1105 
works similarly to that of network optimization simulation 
engine 1005 illustrated in FIG. 10. The network optimization 
simulation engine 1105 allows an operator to define one or 
more scenarios to generate predicted data for those scenarios. 
The network optimization simulation engine 1105 can create 
multiple copies of the virtual model of the electrical system in 
order to execute the simulations. 
0104. The embodiment illustrated in FIG. 11 illustrates a 
configuration that is similar to the electrical network configu 
ration illustrated in FIG. 4 where multiple electrical systems 
are monitored. The network optimization simulation engine 
1105 can be implemented on the analytics central server 422, 
and the monitored systems can comprise microgrid systems. 
According to Some embodiments, the microgrid systems can 
be located at different geographic locations. For example, a 
state university system can use microgrid systems on multiple 
campuses. Sensors coupled to components of each microgrid 
system can provide real-time data regarding the operational 
characteristics of each of the microgrids. 
0105. The central analytics server 422 can be configured 

to enable a client 128 to modify and adjust the operational 
parameters of any the analytics servers communicatively con 
nected to the central analytics server 422 based on the data 
collected from the monitored systems. Additionally, each of 
the analytics servers can be configured to allow a client 128 to 
modify the virtual system model through a virtual system 
model development interface using well-known modeling 
tools. 
0106 FIG. 12 is a flow chart illustrating an example pro 
cess for operating a real-time simulation for market-based 
electric power system optimization according to an embodi 
ment. According to an embodiment, the analytics server 116 
or the analytic servers 414, 416, and 418, or central analytics 
server 422 illustrated in FIGS. 1, 4, 10, and 11. 
0107. A virtual system model of a microgrid can be cre 
ated that includes logical models of the components of the 
microgrid including distributed energy generation solutions 
(step 1702). According to embodiment, the virtual system 
model can be created using virtual system modeling engine 
124. The virtual system model can include components for 
modeling reliability, modeling Voltage stability, and model 
ing power flow of the microgrid. According to Some embodi 
ments, a plurality of virtual system models that represent 
discrete parts of the electrical power system can be created. In 
an example, the distributed energy generation solutions 
included in a microgrid might include Solar panels, wind 
turbines, other on-premise energy generation Solutions, or a 
combination thereof. The virtual model of the microgrid can 
be used to generate predicted data for the microgrid, includ 
ing predicted capacity and utilization. Based on predicted 
capacity and utilization, predictions regarding the cost of 
operation can also be generated using the cost of generating 
power at the microgrid and the cost of purchasing power from 
the macrogrid. These costs can be offset by the sale of elec 
tricity generated by excess capacity to the public utilities on 
the macrogrid. 
0108. Once the virtual model or models of the electrical 
system have been created, real-time data can be collected 
from sensors interfaced with various components of the elec 
trical system (step 1704). As described above, the sensors can 
be configured to provide output values for system parameters 
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that indicate the operational status and/or health of the moni 
tored systems. In some embodiments, data can be collected 
from multiple monitored systems. Each monitored system 
can have a data acquisition hub that collects data from the 
sensor interfaced with components of that system and that 
sends the data across a network connection to a central ana 
lytics server. 
0109 The virtual model or models of the electrical system 
can be used to calculate predicted operational values for the 
electrical system (step 1706). For example, the virtual model 
can be used for modeling reliability, modeling Voltage stabil 
ity, and modeling power flow of the electrical system. The 
predicted data can be used to generate market-based pricing 
predictions based on the performance of the components of 
the electrical system. For example, if the predicted utilization 
exceeds the predicted capacity of the microgrid, electricity 
from the macrogrid may need to be purchased to meet the 
excess utilization. Alternatively, utilization might need to be 
curtailed to prevent utilization from exceeding the generation 
capacity of the microgrid. 
0110. The predicted data generated by the virtual system 
model can be compared with real-time sensor data collected 
from the electrical system and the virtual model can be cali 
brated with the real-time data to ensure that the virtual system 
model provide data output that is consistent with the actual 
real-time data (step 1708). According to an embodiment, 
decision engine 212 can be configured to look for significant 
deviations between the predicted values and the real-time 
values as received. According to an embodiment, if the real 
time sensor data and the predicted values generated by the 
virtual system model diverge beyond a predetermined thresh 
old, an alarm condition can be generated to alert a system 
administrator that the virtual system model is out of synch 
with the real-time model of the network. According to an 
embodiment, if the real-time sensor data and the predicted 
values generated by the virtual system model diverge beyond 
a predetermined threshold, a calibration request can be gen 
erated that is sent to the calibration engine 134, which will 
cause the calibration engine 134 to calibrate the virtual 
model. For example, the predicted capacity for a microgrid 
could vary from the real-time data collected from the micro 
grid if system changes have been made to a distributed gen 
eration resource, components of a distributed generation 
resource are undergoing routing maintenance, or an 
unplanned outage of one or more components of the distrib 
uted generation resource has occurred. Calibrating the virtual 
model of the electrical system to match the real-time model of 
the system can result in increasingly accurate prediction data 
being generated using the virtual model. 
0111. The calibrated virtual system model can then be 
used to generate predicted data for various “what if sce 
narios. The network optimization simulation engine can be 
configured to receive one or more modified operational vari 
ables related to distributed energy sources and mixes of 
energy sources in calibrated model to optimize cost (step 
1710). The network optimization simulation engine can 
update the virtual model of the electrical system being used 
by the simulation engine 208 using the modified parameters 
For example, the operating parameters of one or more of the 
distributed energy sources can be changed, additional distrib 
uted energy sources can be added, existing energy sources can 
be taken offline, or the mix of energy obtained from distrib 
uted energy sources of the microgrid and energy from the 
macrogrid can be changed to forecast how those changes 
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could impact the reliability of the electrical network, capacity 
of the microgrid, and the cost of operation. The cost of opera 
tion can included the cost of generating electricity using the 
microgrid and the cost of purchasing electricity from the 
macrogrid. These costs can be offset by the sale of electricity 
generated by the microgrid based on excess capacity. 
0112 In another example, the generation capacities of 
Some microgrid distributed energy generation Solutions that 
can be influenced by changing weather conditions, such as 
Solar power generation system and wind turbine generation 
systems. Various weather scenarios can be tested to determine 
what the effects of these conditions might be on the cost of 
operation and the availability and reliability of the network. If 
generation capacity is decreased due to weather conditions, 
additional power may be needed from the macrogrid. Alter 
natively, a particularly clear and Sunny period of weather 
could resultina Solar power generation system generate more 
power, but higher temperatures caused by the clear weather 
could result in these gains could be offset by additional loads 
on the system due to increased air conditioning system opera 
tions. The virtual model allows the operator to test complex 
scenarios Such as these to determine what the impact of these 
scenarios might be. 
0113. According to another embodiment, the what-ifsce 
narios can be used for disaster or emergency preparedness 
simulations. The operator can define various scenarios where 
one or more distributed energy sources have been damaged or 
rendered unavailable. Various scenarios can be tested to pre 
dict the affects on capacity and utilization might be for these 
scenarios. An administrator can utilize the predictions to pre 
pare contingency plans for dealing with these scenarios. 
0114. In other words, the virtual model can be used to 
allow an administrator to make hypothetical changes to the 
operating parameters of one or more distributed energy 
Sources and test the resulting effect, without taking down any 
of the facilities or having to perform costly and time consum 
ing analysis. According to Some embodiments, multiple cop 
ies of the virtual model can be created and a different scenario 
can be modeled using a copy of the virtual model. The pre 
dicted data generated using the virtual model or models can 
be used estimate price and availability of electricity based on 
the various changes the made by the administrator. 
0115 The simulation engine 208 can then generate pre 
dicted data for each of the modified virtual model or models 
using the parameters provided in step 1710 (step 1711). 
According to Some embodiments, the original virtual model 
of the electrical system is not modified when performing 
“what-if analysis for various scenarios. Instead, one or more 
copies of the virtual model are created to test each of the 
scenarios. 
0116. The predicted data generated by each of the sce 
narios being tested can then be compared to real-time data 
associated with the real-time model of the electrical system to 
identify optimal scenarios (step 1712). The comparison of the 
predicted data to the actual real-time data can be used to 
identify which solutions might provide the optimal pricing 
and availability of electrical resources. The results of these 
simulations as well as real-time status information can be 
presented to the administrator/operator (step 1714). The 
operator may then opt to make changes to one or more vari 
ables related to the distributed energy sources (step 1710) in 
order to see how these changes may further optimize cost and 
availability of the system. According to an embodiment, the 
system can provide a user interface. Such as a web page or a 
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graphical user interface that an operator can access to display 
a view a representation of the real-time status of the electrical 
system as well as predicted data for one or more virtual 
models of the system. The user interface may also enable the 
operator to select a particular model that provides optimal 
results and the system will update the operating parameters of 
the electrical system to match those of the selected virtual 
model. 

0117 The embodiments described herein, can be prac 
ticed with other computer system configurations including 
hand-held devices, microprocessor Systems, microprocessor 
based or programmable consumer electronics, minicomput 
ers, mainframe computers and the like. The embodiments can 
also be practiced in distributing computing environments 
where tasks are performed by remote processing devices that 
are linked through a network. 
0118. It should also be understood that the embodiments 
described herein can employ various computer-implemented 
operations involving data stored in computer systems. These 
operations are those requiring physical manipulation of 
physical quantities. Usually, though not necessarily, these 
quantities take the form of electrical or magnetic signals 
capable of being stored, transferred, combined, compared, 
and otherwise manipulated. Further, the manipulations per 
formed are often referred to in terms, such as producing, 
identifying, determining, or comparing. 
0119) Any of the operations that form part of the embodi 
ments described herein are useful machine operations. The 
embodiment also relates to a device or an apparatus for per 
forming these operations. The systems and methods 
described herein can be specially constructed for the required 
purposes, such as the carrier network discussed above, or it 
may be a general purpose computer selectively activated or 
configured by a computer program Stored in the computer. In 
particular, various general purpose machines may be used 
with computer programs written in accordance with the 
teachings herein, or it may be more convenient to construct a 
more specialized apparatus to perform the required opera 
tions. 

0.120. The embodiments described herein can also be 
embodied as computer readable code on a computer readable 
medium. The computer readable medium is any data storage 
device that can store data, which can thereafter be read by a 
computer system. Examples of the computer readable 
medium include hard drives, network attached storage 
(NAS), read-only memory, random-access memory, 
CD-ROMs, CD-Rs, CD-RWs, magnetic tapes, and other opti 
cal and non-optical data storage devices. The computer read 
able medium can also be distributed over a network coupled 
computer systems so that the computer readable code is 
stored and executed in a distributed fashion. 

0121 Certain embodiments can also be embodied as com 
puter readable code on a computer readable medium. The 
computer readable medium is any data storage device that can 
store data, which canthereafter be read by a computer system. 
Examples of the computer readable medium include hard 
drives, network attached storage (NAS), read-only memory, 
random-access memory, CD-ROMs, CD-Rs, CD-RWs, mag 
netic tapes, and other optical and non-optical data storage 
devices. The computer readable medium can also be distrib 
uted over a network coupled computer systems so that the 
computer readable code is stored and executed in a distributed 
fashion. 
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0122 Although a few embodiments of the present inven 
tion have been described in detail herein, it should be under 
stood, by those of ordinary skill, that the present invention 
may be embodied in many other specific forms without 
departing from the spirit or scope of the invention. Therefore, 
the present examples and embodiments are to be considered 
as illustrative and not restrictive, and the invention is not to be 
limited to the details provided therein, but may be modified 
and practiced within the scope of the appended claims. 

1-20. (canceled) 
21. A system for optimizing operation of an electric power 

system of multiple distributed energy sources, comprising: 
a data acquisition component configured to acquire real 

time output data from sensors interfaced with compo 
nents of the electric power system; 

an analytics server communicatively connected to the data 
acquisition component, comprising: 
a virtual system modeling engine configured to generate 

simulated output data for the electric power system 
utilizing a first virtual system model of the electric 
power system; 

an analytics engine configured to monitor the real-time 
output data and the simulated output data of the elec 
tric power system; and 

a network optimization simulation engine configured to 
forecast the cost of operation and reliability and avail 
ability of various distributed energy sources in the 
electric power system and optimize the performance 
of the electric power system. 

22. The system of claim 21, wherein the analytics engine 
further configured to initiate a calibration and synchroniza 
tion operation to update the first virtual system model when a 
difference between the real-time output data and the simu 
lated output data exceeds a threshold. 

23. The system of claim 22, wherein the threshold is a 
Defined Difference Tolerance (DDT) value for at least one of 
the frequency deviation, Voltage deviation, power factor 
deviation, and other deviations between the real-time output 
data and simulated output data. 

24. The system of claim 21, wherein the network optimi 
Zation simulation engine is further configured to receive 
modified operational parameters for the first virtual system 
model to create a second virtual system model and to forecast 
the cost of operation and the reliability and availability of 
various distributed energy sources operating under the modi 
fied parameters of the second virtual system model. 

25. The system of claim 24, wherein the modified param 
eters include changing a mix of distributed energy sources 
being used to generate power for the electric power system. 

26. The system of claim 24, wherein the modified param 
eters include changing an electricity output of a distributed 
energy source being used to generate power for the electric 
power system. 

27. The system of claim 24, wherein the modified param 
eters include changing a mix of energy obtained from distrib 
uted energy sources of the electric power system and energy 
from energy sources outside of the electric power system. 

28. The system of claim 24, further comprising a client 
terminal configured to allow a system administrator to modify 
the parameters of the first virtual system model when the 
network optimization simulation engine is operating in the 
scenario builder mode and display a report of the forecasted 
aspects. 
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29. The system of claim 28, wherein the forecasted cost of 
operation and reliability and availability of various distrib 
uted energy sources in the electric power system is commu 
nicated by way of graphics on a display interfaced with the 
client terminal. 

30. The system of claim 28, wherein the forecasted cost of 
operation and reliability and availability of various distrib 
uted energy sources in the electric power system is commu 
nicated by way of text on a display interfaced with the client 
terminal. 

31. The system of claim 28, wherein the forecasted cost of 
operation and reliability and availability of various distrib 
uted energy sources in the electric power system is commu 
nicated by way of synthesized speech generated by the client 
terminal. 

32. A system for optimizing operation of an electric power 
system of multi-energy source sites, comprising: 

a data acquisition component configured to acquire real 
time output data from sensors interfaced with compo 
nents of the electric power system; 

an analytics server communicatively connected to the data 
acquisition component, comprising: 
a virtual system modeling engine configured to generate 

simulated output data for the electric power system 
utilizing a first virtual system model of the electric 
power system; 

an analytics engine configured to monitor the real-time 
output data and the simulated output data of the elec 
tric power System, the analytics engine further con 
figured to initiate a calibration and synchronization 
operation to update the first virtual system model 
when a difference between the real-time output data 
and the simulated output data exceeds a threshold; 
and 

a network optimization simulation engine configured to 
generate predicated data based on the updated first 
virtual system model with the one or more iteratively 
received modified operational parameters and iden 
tify an optimal operating configuration based on the 
predicted data. 

33. The system of claim 32, wherein the threshold is a 
Defined Difference Tolerance (DDT) value for at least one of 
the frequency deviation, Voltage deviation, power factor 
deviation, and other deviations between the real-time output 
data and simulated output data. 

34. The system of claim 32, wherein the predicted data 
comprises predicted utilization, capacity, and reliability 
information. 

35. The system of claim 32, wherein the network optimi 
Zation simulation engine is further configured to create a 
second virtual model based on the updated first virtual model 
and the modified operational parameters. 

36. The system of claim 35, the network optimization 
simulation engine is further configured to identifying an opti 
mal operating configuration for the electric power system 
based on comparison of a first set of predicted data generated 
from the updated first virtual model and a second set of 
predicted data generated from the second virtual model to the 
real-time output data. 

37. The system of claim 36, further comprising a client 
terminal configured to display the comparison. 

38. The system of claim 37, wherein the client terminal is 
configured to display the comparison as a set of graphics on a 
display interface of the client terminal. 
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39. The system of claim 37, wherein the client terminal is 
configured to display the comparison as text on a display 
interface of the client terminal. 

40. The system of claim 32, wherein the modified opera 
tional parameters include changing a mix of distributed 
energy sources being used to generate power for the electric 
power system. 

41. The system of claim 32, wherein the modified opera 
tional parameters include changing an electricity output of a 
distributed energy source being used to generate powerfor the 
electric power system. 

42. The system of claim 32, wherein the modified opera 
tional parameters include changing a mix of energy obtained 
from distributed energy sources of the electric power system 
and energy from energy sources outside of the electric power 
system. 


