Office de la Propriete Canadian CA 2892273 A1 2014/06/26

Intellectuelle Intellectual Property
du Canada Office (21) 2 892 273
- organisme An agency of 12y DEMANDE DE BREVET CANADIEN
d'Industrie Canada Industry Canada
CANADIAN PATENT APPLICATION
(13) A1
(86) Date de depot PCT/PCT Filing Date: 2013/12/20 (51) ClL.Int./Int.Cl. GO6F 17/30 (2006.01)
(87) Date publication PCT/PCT Publication Date: 2014/06/26 (71) Demandeur/Applicant:
(85) Entree phase nationale/National Entry: 2015/05/21 MICROSOFT TECHNOLOGY LICENSING, LLC, US
(86) N° demande PCT/PCT Application No.: US 2013/077036 (72) Inventeur/inventor:

ORMONT, JUSTIN, US

(87) N° publication PCT/PCT Publication No.: 2014/100641
(74) Agent: SMART & BIGGAR

(30) Priorite/Priority: 2012/12/21 (US13/723,475)

(54) Titre : AMELIORATION DES RECHERCHES DE PERSONNES A L'AIDE D'IMAGES
(54) Title: IMPROVING PEOPLE SEARCHES USING IMAGES

B WEBSERVER E 212 201
Z i

| WEB CONTENT 220 ~ ;

| — FRONT END | | 235 SERP

I ; - I

I Q Cf 9241 MECRANISM : PRESENTATION DEVICE

| | \ ,

| SEARCH 270 | " /

l 71 ENGINE :ﬁ\‘\__‘ : — 215 /

i 240 | . ,

I 4,'\282 2827 " NETWORK

| |

| MERGING ;280 _ : £280f282/284

| | ENGINE <! '

| #00 284 : RZ/YR

: IMAGE ENGINE — :

: 252 4//{2/70/ S |

i RFCFIVING ~250 i

. COMPONENT IMAGE INDEX |

| 254 232~ ~236 |

l IDENTIFICATION g€ RECEIVING IMAGE i

: COMPONENT 43—> COMPONENT COMPONENT @ | WwEB |

i 256 [CF | 234N ~238 “ (L1 IMAGES i

| COMIMUNICATING 284 DETERMINING COMMUNICATING |

I COMPONENT COMPONENT COMPONENT \W\ i

| qu |

| I

(57) Abrege/Abstract:

Methods, systems, and computer-readable media for resolving a search gquery for a person using an image of the person are
provided. An Image Index containing web images and links to the web images Is created. |dentifiers of the web images are mapped
to the links to the web images and stored in the iImage index. A search query for a person Is recelived. Upon recognizing the intent
of the search query Is to find information about the person, at least one digital image related to the person Is selected, and an
identifier of the digital iImage Is submitted to the image index. The identifier of the digital image Is compared against the identifiers of
the stored web images and determined to correspond to an identifier of a web image. A link mapped to the identifier of the web
iImage Is read and distributed for presentation to a user.
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(57) Abstract: Methods, systems, and computer-readable media for resolving a search query for a person using an image of the per -
son are provided. An image index containing web images and links to the web images 1s created. Identifiers of the web 1mages are
mapped to the links to the web 1mages and stored in the 1mage index. A search query for a person 1s received. Upon recognizing the
intent of the search query 1s to find mformation about the person, at least one digital image related to the person 1s selected, and an
identifier of the digital image 1s submitted to the image index. The identifier of the digital image 1s compared against the identifiers
of the stored web 1mages and determined to correspond to an identifier of a web image. A link mapped to the identifier of the web
image 1s read and distributed for presentation to a usetr.
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IMPROVING PEOPLE SEARCHES USING IMAGES

BACKGROUND
[0001] Internet search engines were developed to assist users in quickly and effectively
finding information on the Internet. In recent years, the amount of information about
people that 1s available on the Internet has grown, leading users to increasingly rely on
search engines to locate such information. Frequently, however, search engines return
many more results than a user 1s actually interested 1in viewing. In turn, the burden of
uncovering relevant search results 1s sometimes placed on the user. For instance, users
may be forced to scroll through many search results or repeatedly alter their search terms
betore finding a relevant web document.
[0002] There are multiple reasons for search engines failing to locate, or properly rank,
search results related to a specific known person. One reason involves the breadth of
some users’ search queries. For instance, many users search for people using only
common names. Because many people share common names, these search queries often
return results that relate to incorrect people. Another reason 1s that search engines fail to
accurately determine the relevance of search results. As a result, additional improvements
are needed.

SUMMARY

[0003] This summary is provided to introduce a selection of concepts in a simplified
form that are further described below in the Detailed Description. This summary 1s not
intended to 1dentify key features or essential features of the claimed subject matter, nor 1s
it intended to be used as an aid 1n determining the scope of the claimed subject matter.
[0004] Embodiments of the present invention relate to systems, computerized methods,
and computer media for resolving a search query for a person using an image of the
person. Using the methods described herein, an 1mage index containing web images and
links to the web 1mages 1s created. Identifiers of the web 1mages are mapped to the links
to the web 1mages and stored in the image index. A search query for a person is received.
Upon recognizing that the intent of the search query is to find information about the
person, at least one digital image related to the person 1s selected, and an 1dentifier of the
digital image 1s submitted to the image index where i1t 1s compared against the identifiers
of the stored web 1mages. Based on the comparison, the 1dentifier of the digital image 1s
determined to correspond to an identifier of a web 1mage. The original search query is

resolved by reading a link mapped to the identifier of the web 1mage that corresponds to
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the i1dentifier of the digital image, and a representation of the link 1s distributed for
presentation to a user within a set of search results.

BRIEF DESCRIPTION OF THE DRAWINGS
[0005] Embodiments of the present invention are described in detail below with
reference to the attached drawing figures, wherein:
[0006] FIG. 1 is a block diagram of an exemplary computing environment suitable for
use 1n implementing embodiments of the present invention;
[0007] FIG. 2 1s a graphical representation illustrating an exemplary system for
resolving a search query for a person using an image of the person and distributing for
presentation a link that 1s responsive to the search query within a set of search results, in
accordance with embodiments of the present invention;
[0008] FIG. 3 is an illustrative screen display of an exemplary user interface for
identifying and selecting a specific known person from a drop down menu, 1n accordance
with embodiments of the present invention;
[0009] FIG. 4 i1s an illustrative screen display of an exemplary user interface for
identifying and selecting a specific known person using a people disambiguation tool, 1n
accordance with embodiments of the present invention;
[0010] FIG. 5 is an illustrative screen display of an exemplary user interface for
identifying and selecting a specific known person from a social networking bar, in
accordance with embodiments of the present invention;
[0011] FIG. 6 1s a flow diagram showing an overall method for building an 1image index,
in accordance with an embodiment of the present invention;
[0012] FIG. 7 is a flow diagram showing an overall method for retrieving a digital
image of a person to resolve a search query for the person, in accordance with an
embodiment of the present invention; and
[0013] FIG. 8 is a flow diagram showing an overall method for employing an image
index to satisty a search query for a person, in accordance with an embodiment of the
present invention.

DETAILED DESCRIPTION

[0014] 'fhe subject rpatter of embodiments of the present imveniion s described with
speciiicily hergin (o meet statutory requirements. However, the description stscll 8 not
tended o it the scope of this patent. Kather, the mpveniors have conternplated that the

claimed subject matier might aiso be embodied in other wayvs, (o mclude different steps or
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combinations of steps simudar (O the ones desernbed 1n this document, i conjunction with
other present oy future technoiogies.

[0015] Embodiments of the present invention provide systems and computerized
methods for resolving a search query for a person using an image of the person. An image
index containing web 1mages and links to the web 1mages 1s created. Identitiers of the
web 1mages are mapped to the links to the web 1mages and stored in the 1mage index. A
search query for a person 1s received. Upon recognizing that the intent of the search query
1s to find information about the person, a digital image related to or of the person 1s
selected, and an 1dentifier of the digital image 1s submitted to the 1mage index where 1t 1S
compared against the i1dentifiers ot the stored web 1mages. Based on the comparison, the
identitfier of the digital image 1s determined to correspond to an identifier of a web 1mage.
The original search query is resolved by reading a link mapped to the 1dentitier of the web
image that corresponds to the i1dentifier of the digital image, and a representation of the
link 1s distributed for presentation to a user within a set ot search results.

[0016] Accordingly, in one embodiment, an image index i1s built. A web-crawling
mechanism that mines a plurality of online locations for web 1mages and links to the web
images 1s initiated. Identifiers of the web 1mages are mapped to links to the web images,
and the mapped 1dentifiers and links are stored in the image index. If desired, the
identifiers of the web images are mapped to a proper name of each person appearing 1n the
web 1mages and the mapped identitiers and the proper name are stored 1n the image 1ndex.
[0017] In another embodiment, a search query for a person is received. The intent of the
search query to find information about the person 1s recognized. A digital image of the
person 1s automatically selected. An 1dentifier of the digital image 1s submitted to an
image index, which stores mapped 1dentifiers of web 1mages and links to the web 1mages.
The search query 1s resolved by returning a link mapped to an identifier of a web 1mage
that corresponds with the identifier of the digital image. A representation of the link 1s
presented for distribution within a set of search results that are responsive to the search
query.

[0018] Embodiments of the present invention also provide computerized methods for
employing the 1image index to satisfy a search query from a user. In one embodiment, the
method includes accessing the 1mage index to compare the identifier of the digital image
against identifiers of the web 1mages collected at the image index. In particular, the digital
image 1s selected as a function of the content of the search query. Based on the

comparison, a determination 1s made that the identifier of the digital image corresponds
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with one or more 1dentifiers of the web i1mages. Links mapped to the corresponding
identifiers of the web i1mages are read and distributed for presentation within a set of
search results.

[0019] Having briefly described an overview of embodiments of the present invention,
an exemplary operating environment suitable for implementing the present invention 1s
described below.

[0020] Referring to the drawings in general, and initially to FIG. 1 in particular, an
exemplary operating environment for implementing the present invention 1s shown and
designated generally as computing device 100. Computing device 100 1s but one example
of a suitable computing environment and is not intended to suggest any limitation as to the
scope of use or functionality of the invention. Neither should the computing device 100
be interpreted as having any dependency or requirement relating to any one oOr
combination of components/modules illustrated.

[0021] The invention may be described in the general context of computer code or
machine-useable instructions, including computer-executable instructions such as program
components, being executed by a computer or other machine, such as a personal data
assistant or other handheld device. Generally, program components including routines,
programs, objects, components, data structures, and the like, refer to code that performs
particular tasks, or implement particular abstract data types. 'The invention may be
practiced 1n a variety of system configurations, including hand-held devices, consumer
electronics, general-purpose computers, specialty computing devices, etc. The invention
may also be practiced in distributed computing environments where tasks are pertormed
by remote-processing devices that are linked through a communications network.

[0022] With continued reference to FIG. 1, computing device 100 includes a bus 110
that directly or indirectly couples the following devices: memory 112, one or more
processors 114, one or more presentation components 116, input/output (I/0) ports 118,
[/O components 120, and an illustrative power supply 122. Bus 110 represents what may
be one or more busses (such as an address bus, data bus, or combination thereof).
Although the various blocks of FIG. 1 are shown with lines for the sake of clarity, 1n
reality, delineating various components 1s not so clear, and metaphorically, the lines would
more accurately be grey and fuzzy. For example, one may consider a presentation
component such as a display device to be an I/O component. Also, processors have
memory. The inventors recognize that such 1s the nature of the art, and reiterate that the

diagram of FIG. 1 1s merely illustrative of an exemplary computing device that can be
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used 1n connection with one or more embodiments of the present invention. Distinction 1s

b R Y 4

not made between such categories as “‘workstation,” “server,” “laptop,” ‘“hand-held
device,” etc., as all are contemplated within the scope of FIG. 1 and reference to
“computing device.

[0023] Computing device 100 typically includes a variety of computer-readable media.
Computer-readable media can be any available media that can be accessed by computing
device 100 and 1ncludes both volatile and nonvolatile media, removable and
nonremovable media. By way of example, and not limitation, computer-readable media
may comprise computer storage media and communication media. Computer storage
media include volatile and nonvolatile, removable and nonremovable media implemented
in any method or technology for storage of information such as computer-readable
instructions, data structures, program modules, or other data. Computer storage media
include, but are not limited to, RAM, ROM, EEPROM, flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other optical disk storage,
magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage
devices, or any other medium, which can be used to store the desired intormation and
which can be accessed by computing device 100. Communication media typically
embody computer-readable instructions, data structures, program modules or other data in
a modulated data signal such as a carrier wave or other transport mechanism and include
any information delivery media. The term “modulated data signal” means a signal that has
one or more of 1ts characteristics set or changed in such a manner as to encode information
in the signal. By way of example, and not limitation, communication media include wired
media such as a wired network or direct-wired connection, and wireless media such as
acoustic, R, infrared, and other wireless media. Combinations of any of the above should
also be 1included within the scope of computer-readable media.

[0024] Memory 112 includes computer-storage media in the form of volatile and/or
nonvolatile memory. The memory may be removable, nonremovable, or a combination
thereof. Exemplary hardware devices include solid-state memory, hard drives, optical-
disk drives, etc. Computing device 100 includes one or more processors that read data
from various entities such as memory 112 or I/O components 120. Presentation
component(s) 116 present data indications to a user or other device. Exemplary

presentation components include a display device, speaker, printing component, vibrating

COI’IlpOI’IGIlt, ctC.
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[0025] I/O ports 118 allow computing device 100 to be logically coupled to other
devices including I/O components 120, some of which may be built in. Illustrative
components include a microphone, joystick, game pad, satellite dish, scanner, printer,
wireless device, etc.

[0026] Turning now to FIG. 2, a graphical representation illustrating an exemplary
system for resolving a search query for a person using an image of the person 1s provided.
[t wiii be vndersicod and gppreciated by those of ordipary skl in the art thal the
computing system 200 shown i PHo. 2 s merely an example of one suiiable portion of an
crviromment for resolving 4 scarch guery for a person and 1S pot intended 0 suggest any
hnutstion as to the scope of the use or funchionaidy of the present invention.,  Nemther
should the computing systein architecture 200 be mterpreted 4s having any dependency oF
reguireiment related {0 any single resoorce or combination of resources tllustrated herein,
[0027] The system architecture for implementing the method of resolving a search query
for a person using an image of the person will now be discussed with reference to FIG. 2.
Initially, FIG. 2 1s a block diagram 1illustrating a distributed computing environment 200
suitable for use 1n 1mmplementing embodiments of the present invention. The exemplary
computing environment 200 1ncludes a user device 210, a front end mechanism 220, an
image engine 230, a search engine 240, an image index 250, a merging engine 260, and a
network 215 that interconnects each of these items. Each of the user device 210 and the
web server 260 shown 1n FIG. 2, may take the form of various types of computing devices,
such as, for example, the computing device 100 described above with reference to FIG. 1.
By way of example only and not limitation, the user device 310 and/or the web server 260
may be a personal computer, desktop computer, laptop computer, consumer electronic
device, handheld device (e.g., personal digital assistant), various servers, processing
equipment, and the like. It should be noted, however, that the invention 1s not limited to
implementation on such computing devices but may be implemented on any of a variety of
ditfferent types of computing devices within the scope of embodiments of the present
invention.

[0028] Typically, the user device 210 includes, or is linked to, some form of computing
unit (e.g., central processing unit, microprocessor, etc.) to support operations of the
component(s) running thereon. As utilized herein, the phrase “computing unit” generally
refers to a dedicated computing device with processing power and storage memory, which
supports operating software that underlies the execution of software, applications, and

computer programs thereon. In one 1nstance, the computing unit 1s configured with
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tangible hardware elements, or machines, that are integral, or operably coupled, to the user
device 210 to enable the device to perform communication-related processes and other
operations. In another instance, the computing unit may encompass a processor (not
shown) coupled to the computer-readable medium accommodated by the user device 210.
[0029] Generally, the computer-readable medium includes physical memory that stores,
at least temporarily, a plurality of computer software components that are executable by
the processor. As utilized herein, the term “processor” 1s not meant to be limiting and may
encompass any elements of the computing unit that act in a computational capacity. In
such capacity, the processor may be configured as a tangible article that processes
instructions. In an exemplary embodiment, processing may involve fetching,
decoding/interpreting, executing, and writing back instructions.

[0030] Also, beyond processing instructions, the processor may transfer information to
and from other resources that are integral to, or disposed on, the user device 210.
Generally, resources refer to software components or hardware mechanisms that enable
the user device 210 or the web server 260 to perform a particular function. By way of
example only, resource(s) accommodated by a server operate to assist the search engine
240 or the 1image engine 230 1n receiving inputs from a user at the user device 210 and/or
providing an appropriate communication in response to the inputs.

[0031] The user device 310 may include an input device (not shown) and a presentation
device 211. Generally, the input device 1s provided to receive input(s) affecting, among
other things, search results rendered by the image engine 230, the search engine 240, or
the merging engine 260 and surfaced at a web browser on the presentation device 211.
[1lustrative input devices include a mouse, joystick, key pad, microphone, I/0 components
120 of FIG. 1, or any other component capable of receiving a user mput and
communicating an indication of that input to the user device 210. By way of example
only, the input device facilitates entry of a search query, which 1s communicated over the
network 215 to the front end mechanism 220 for processing by the 1mage engine 230 or
the search engine 240.

[0032] In embodiments, the presentation device 211 is configured to render and/or
present a search-engine results page (SERP) 212 thereon. The SERP 212 1s configured to
include a list of the search results 280, 282, 284 that the merging engine 260, the image
engine 230, or the search engine 240, respectively return 1n response to the search query

270. Within the SERP 212, a list of links, titles, images, and/or a short description of the
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results that have been returned by the 1mage engine 230, the search engine 240, and the
merging engine 260 may appear.

[0033] The presentation device 211, which 1s operably coupled to an output of the user
device 210, may be configured as any presentation component that 1s capable of
presenting information to a user, such as a digital monitor, electronic display panel, touch-
screen, analog set-top box, plasma screen, audio speakers, Braille pad, and the like. In one
exemplary embodiment, the presentation device 211 is configured to present rich content,
such as digital images and videos. In another exemplary embodiment, the presentation
device 211 1s capable of rendering other forms of media (1.e., audio signals).

[0034] This distributed computing environment 200 1s but one example of a suitable
environment that may be implemented to carry out aspects of the present invention and 1S
not intended to suggest any limitation as to the scope of use or functionality of the
invention. Neither should the illustrated distributed computing environment 200 be
interpreted as having any dependency nor requirement relating to any one or combination
of the devices 210 or 260, as illustrated. In other embodiments, one or more of the front
end mechanism 220 and the image engine 230, the search engine 240, and the merging
engine 260 and may be integrated directly into the web server 260, or on distributed nodes
that interconnect to form the web server 260.

[0035] Accordingly, any number of components may be employed to achieve the
desired functionality within the scope of embodiments of the present invention. Although
the various components of FIG. 2 are shown with lines for the sake of clarity, in reality,
delineating various components 1s not so clear, and, metaphorically, the lines would more
accurately be grey or fuzzy. Further, although some components of FIG. 2 are depicted as
single blocks, the depictions are exemplary in nature and in number and are not to be
construed as limiting (e.g., although only one presentation device 211 1s shown, many
more may be communicatively coupled to the user device 210).

[0036] Further, the devices of the exemplary system architecture may be interconnected
by any method known in the relevant field. For instance, the user device 210 and the web
server 260 may be operably coupled via a distributed computing environment that includes
multiple computing devices coupled with one another via one or more networks (e.g.,
network 215). In embodiments, the network may include, without limitation, one or more
local area networks (LLANs) and/or wide area networks (WANSs). Such networking
environments are commonplace in offices, enterprise-wide computer networks, intranets,

and the Internet. Accordingly, the network 1s not further described herein.
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[0037] Initially, the front end mechanism 220 is configured to receive a search query
2770 1ssued by a user from the user device 210 and to receive a set of search results 280
from the 1mage engine 230, the search engine 240, or the merging engine 260 that are
generated, 1in part, based upon the search query 270. In this way, the front end mechanism
220 serves as, 1n part, an interface between the user device 210 and each of the image
engine 230, the search engine 240, and the merging engine 260. In one aspect, the front
end mechanism 220 may itself represent a separate search engine within the web server
260.

[0038] The search query 270 1s distributed from the front end mechanism 220 to each of
the image engine 230 and/or the search engine 240. In operation, the search engine 240
performs a search using the keywords and/or characters entered as the search query 270.
The search engine 240 mines a plurality of web documents to find generic web content
241. The generic web content 241 1s responsive to the user’s search query 270, and
typically relates to the person who the user is searching for (i.e., contains information
about the user). The search engine 240 1s also contigured to communicate a representation
of the search results list 282 to the merging engine 260, the front end mechanism 220, or
both.

[0039] As shown in FIG. 2, the image engine 230 comprises a receiving component 222,
a determining component 224, an image component 236, and a communicating component
233. 'The mmage engine 230 typically includes, or has access to, a variety of computer-
readable material. In some embodiments, one or more of the components 232, 234, 236
and 238 may be implemented as stand-alone applications. In other embodiments, one or
more of the components 232, 234, 236 and 238 may be integrated directly into the
operating system of a computing device such as the remote computer 108 of FIG. 1. It
will be understood that the components 232, 234, 236 and 238 1illustrated in FIG. 2 are
exemplary in nature and in number and should not be construed as limiting. Any number
of components may be employed to achieve the desired functionality within the scope of
embodiments hereof.

[0040] The receiving component 232 is configured to receive the search query 270. The
search query 270 may contain keywords and/or combinations of characters that make up
the content of the search query 270. The receiving component 232 1s also configured to
recerve search results 282 from the 1mage index 250. The search results 282 may contain

headings, web 1mages, URL addresses, short descriptions, and the like.
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[0041] The determining component 234 utilizes the content of the search query 270 to
determine the intent of the user 1n running the search. For instance, the determining
component 234 1s configured to determine that the intent of the user 1s to retrieve
information about a specific known person. The determining component 234 makes such
a determination based, in part, on the content of the search query 270. For example, 1f the
search query 270 includes a person’s proper name, common name, alias, or other
identifying information (e.g., hometown, occupation, age, residency, tamilial information,
birth date, etc.), the determining component 224 might initially determine that the user
wants to search for a person. In another example, the determining component 234 1s
capable of recognizing that the intent of the user’s search query 270 1s directed to a person,
as opposed to a place or item, based on factors that are external to the content of the search
query 270. 'These external factors may include a previous user-initiated indication (e.g.,
selection of a control button on a toolbar) within a browser application that the user 1s
conducting a search session that targets or i1s limited to people. 'The determining
component 224 1s also configured to utilize the content of the search query 270 to
determine the 1dentity of the specific known person for whom the user 1s searching.

[0042] Turning to FIG. 3, an illustrative screen display of an exemplary user interface
300 for identifying and selecting a specific known person from a drop down menu 320 to
initiate a search tor the person 1s provided. In this example, a recerving component, such
as the receiving component 232 of FIG. 2, recerves information that the user 1s/has input
search terms 1nto the search query box 310. Upon receiving information about the user’s
input (e.g., “Sarah Smith™), a drop down menu 320, which suggests specific search terms,
1s presented to the user from the search query box 310. The drop down menu 320 can
include any variety of information that might be relevant to the search query term(s)
already entered 1n the search query box 310. For example, the information might contain a
list of suggested names, images, and/or additional 1dentifying information about a person,
such as where the person lives, what the person does for a living, who the person 1s related
to, or what hobbies the person has to assist the user 1n selecting additional or alternate
search query terms. As such, the information presented within the drop down menu 320
shows the user that the 1mage engine 230 of the FIG. 2 understands an intent of an
ongoing search and enhances the quality of the searching experience by offering
recommendations that are likely relevant to the user’s searching intent.

[0043] The suggested information provided in the drop down menu 320 may also be

selected based on a user profile. In one embodiment, the user profile might include a
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compilation of personal information that relates to the user. For example, the user profile
may contain information that 1s stored in a password-protected personal account on a
social media site, such as Twitter, Facebook, LinkedIn or MySpace. Exemplary
information contained in a user profile might include text, videos, images, audio files, and
the like.

[0044] As shown in FIG. 3, the user initially inputs a search query (e.g., “Sarah Smith™)
into the search query box 310. Once the user inputs the search query terms, the drop down
menu 320 suggests additional search query terms 322, 324, 326, 328, and 330. The user
can select any one of the suggested search query terms 322, 324, 326, 328, or 330 based
on the user’s perception that one of the search query terms 1s the most relevant (e.g.,
search query term 322 which depicts a picture of the “Sarah Smith” about whom the user
1s searching for information). If the user selects a suggested entry from the drop down
menu 320, a determining component, such as the determining component 234 of FIG. 2,
uses the suggested search query term to identify with particularity the identity of the
person for whom the user wishes to search.

[0045] In another embodiment, a determining component, such as the determining
component 234 of FIG. 2, can determine the 1dentity of the searched-for person based on a
user’s selection of information about the person from a people disambiguation search
result list 420. Turning to FIG. 4, an illustrative screen display of an exemplary user
interface 400 for providing a people disambiguation search result list 420 1s shown. The
people disambiguation search result list 420 i1s a search result list that 1s presented
separately from the generic search results list 430, but within the web page 440.

[0046] Once it 1s determined by the determining component that a select number of
people are significantly represented (e.g., a search query 410 for “Madonna” retrieves only
web  documents related to the singer/actress) in the search results list 430, the
disambiguation search results list 420 may be created and presented to the user. In one
embodiment, the disambiguation search results list parses the results for the significantly
represented person and presents the results, typically, to the right of the generic search
results list 430. While the people disambiguation search result list 420 1s depicted as only
one list in FIG. 4, it will be understood that it can include any number of lists for each
significantly-represented person in the generic search results list 430.

[0047] If the user selects information from the people disambiguation search result list
420, the determining component utilizes the information to determine the 1dentity of the

person the user 1s searching for. For example, if 1n the people disambiguation search
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results list 420, the user selects the name “Madonna” from the heading 422, the
determining component will determine that the user wants to find information about the
famous singer/actress.

[0048] In still another embodiment, a determining component, such as the determining
component 224 ot FIG. 2, can 1dentify the searched-for person based on the user’s
selection of a name and/or image of the person from a social bar, such as the social bar
520 of FIG. 5.

[0049] Turning to FIG. 5, an 1llustrative screen display of an exemplary user interface
500 for 1dentifying and selecting a specific known person from a social bar 1s provided.
The social bar 520 1s separate from the search results list 530, which may be presented
within the same web page 540 as the social bar 520. Within the social bar 520, there 1s a
list of friends 524. The list of friends 524 may include user-selected names and/or images
of people. The list of friends 524 may also include the names and/or images of people
associated with the user through a social media site or user profile, such as Twitter,
Facebook, LinkedIn or MySpace. Instead of inputting a search query (e.g., “Bob Jones™)
into the search query box 510, the user may simply search tor Bob Jones by selecting Bob
Jones’ name 522 from the social bar 520. The determining component will determine that
the user wants to narrow his search to only information about his Facebook friend, Bob
Jones.

[0050] The illustrative screen displays shown as FIGS. 3-5 are provided merely as
examples and not by way of limitation. It will be understood that many other mechanisms
exist for determining the i1dentity of the specific known person. For example, a specific
known person could be selected from a web page that 1s separate from the search engine
web pages depicted in FIGS. 3-5 (e.g., a user could use an application, such as the
Windows & Contacts List, to submit the name of the specific known person to the front
end mechanism 220 of FIG. 2). The specific known person can also be identified by
utilizing the content of the search query and/or factors external to the content of the search
query, as described above.

[0051] Returning to FIG. 2, once the identity of the specific known person is determined
by the determining component 234, an 1mage component 236 of the 1mage engine 230
searches for and retrieves a digital image of or relating to the specitic known person. As
referred to above with reference to FIGS. 3, 4, and 5, the digital image may be selected by
the user from, for example, a drop down menu, a people disambiguation search results list

or a social bar containing 1mages and/or names of persons associated with the user. In one
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embodiment, the 1image component 236 may retrieve the digital image from any location
on the Internet or a separate data store containing 1mages of the person, such as the 1mage
index 250. For example, the image component 236 may select a digital image ot the
person from the user’s account on a social networking website. In other embodiments, the
image component 236 may retrieve a digital image that 1s related to or representative of
the specific known person, but that does not contain an image of the person. For example,
the 1image component 236 might retrieve a sunset image that 1s contained in both the
person’s Facebook account and the person’s Twitter account because it relates to the
person (1.e., the person’s social media accounts). Further, while the digital 1image 1s
described herein as a single 1image, 1t will be understood that the 1mage component 236
may retrieve any number of digital images (e.g., every 1mage contained of the specific
known person contained 1n the specific known person’s Facebook profile).

[0052] Once at least one digital image of the person is selected by the 1image component
236, the image component 236 utilizes an algorithm to create and assign an identifier to
the digital image. One example of such an algorithm 1s the scale-invariant feature
transform (SIFT'), which 1s used in computer vision to detect and describe local features 1n
images. For example, local features within the digital image may include a person’s eyes
and ears that are depicted in the 1image. The algorithm can 1dentity those features (e.2., the
eyes and ears) and describe them using an identifier. In this way, the 1dentifier of the
image can be compared against identifiers of other web 1mages to determine whether the
images are similar or dissimilar.

[0053] In one embodiment, pre-computed identifiers may be assigned to every digital
image available on the Internet and stored in a data store (e.g2., the 1mage index 250) or
cached for future use. If the image component 236 retrieves a digital image that has
already been assigned a pre-computed identifier, the 1image component 236 1s configured
to automatically recognize and extract the pre-computed 1dentifier.

[0054] In another embodiment, the image component 236 retrieves only an identifier of
a digital image, and not the digital image 1tself. For example, digital images and/or pre-
computed 1dentifiers of the digital images may be stored 1n a data store (e.g., the image
index 250). In addition, the digital images and pre-computed 1dentifiers may be stored in
association with information that identifies a particular person (e.g., the person’s name or
a unique ID). The image component 236 1s thus configured to access the data store, locate
the identitiers of digital images that are associated with the specific known person, and

automatically recognize and extract the 1dentifiers.
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[0055] The communicating component 238 of the image engine 230 is configured to
communicate the one or more identifiers of the digital images to the image index 250. The
communicating component 238 1s contigured to also communicate the search results 234
back to the front end mechanism 220 for presentation to the user.

[0056] As shown in FIG. 2, the image index 250 comprises a receiving component 252,
an 1dentification component 254, and a communicating component 256. The image index
250 typically includes, or has access to, a variety of computer-readable material. In some
embodiments, one or more of the components 252, 254, and 256 may be implemented as
stand-alone applications. In other embodiments, one or more of the components 252, 254,
and 256 may be integrated directly into the operating system of a computing device such
as the remote computer 108 of FIG. 1. It will be understood that the components 252, 254,
and 256 1llustrated in FIG. 2 are exemplary in nature and in number and should not be
construed as limiting. Any number of components may be employed to achieve the
desired tunctionality within the scope of embodiments hereof.

[0057] The 1image index 250 1s configured to store mapped identifiers of web images
251 (1.e., 1images available on the web) and links to the web 1mages 251. Web crawlers
first locate the web 1mages 251 and corresponding links to the web 1mages 251. The web
crawlers may also retrieve the names of persons associated with or depicted in the web
images 251. Further, the web-crawling process may occur automatically and/or
continuously.

[0058] The receiving component 252 of the image index 250 receives the web images
251 and the links to the web 1mages 251. In one embodiment, the links to the web 1mages
251 are uniform resource locators (URLSs) used to locate web pages that include the web
images 251. In another embodiment, the links to the web 1mages 251 include search
instructions for locating the web pages that contain the web 1mages 251. As used herein,
the term “‘links” 1s not meant to be construed as being limited to simply web addresses.
Further, although various different embodiments of links have been described, 1t should be
understood and appreciated that other types of suitable hypertext or reference to a web site
may be used, and that embodiments of the present invention are not limited to the specific
examples described herein. For instance, embodiments of the present invention
contemplate employing an object (e¢.2., image or other content) that, when selected by a
user navigates the user to a profile of a social media site that hosts the object.

[0059] The identification component 254 is configured to generate and assign an

identifier to every web 1image received at the recerving component 252 of the 1mage index
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250. The 1dentifier 1s intended to detect and describe local features 1in the web images 251.
Each web 1mage, therefore, 1s assigned an identifier based on the unique features of the
web 1mage, such as the color, contrast, or hue of the web image or objects located therein.
Similar to the identifier of the digital image described above, the 1dentifiers of the web
images 251 are generated according to an algorithm, such as the SIFT algorithm. It will
be understood, however, that the SIFT algorithm 1s provided only as an example of one
possible algorithm and not by way of limitation.

[0060] The identification component 254 maps the identifiers of the web images to links
associated with the web 1mages. Each mapping of the identifiers and the links to the web
images 1s stored 1n the image index 250. In addition, the names of persons appearing in or
depicted by the web 1mages may also be mapped to the identifiers and/or links of the web
images and stored in the image index 250. Other information accessible by the web
crawlers and used to 1dentify the origination of the web 1mage, the contents of the web
image, or objects and/or persons depicted 1n the web 1images may also be mapped to the
identifiers of the web 1mages 251 and stored 1n the 1image index 250.

[0061] The identification component 254 is also configured to process the content of the
search query 272 (i.e., the 1dentifier of the digital image) by comparing the one or more
identifiers of the one or more digital images against the i1dentifiers of the web 1mages 251
stored 1n the 1mage index 250. The 1dentification component 254 then determines, based
upon the comparison, whether the 1dentitier of a digital image 1s substantially similar to or
the same as the 1dentifier for each of the web 1mages 251. If a digital image and a web
image have similar identitiers, they are determined to correspond to each other. It 1s likely
that the corresponding 1mages contain siumilar features or include an image of the person
who formed the basis for the original search query 270. 'The association between each
digital image and corresponding web 1mages 251 may be stored in the 1mage index 250.
[0062] The identification component 254 reads a link from every web image that
corresponds to the identifier of the digital image identifier. The communicating
component 256 of the image index 250 communicates the link(s), a representation of the
link(s), or other mapped content associated with each corresponding web 1mage to the
image engine 250. A representation of a link might include, for instance, a web 1mage, a
URL address, a short description, or a view of the web page containing the web 1mage.
The communicating component 256 1s configured to communicate the search results 284

to the merging engine 260 or to the receiving component 222 of the front end mechanism

220).
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[0063] The merging engine 260 is configured to receive the search results lists 282 and
284 from each of the image engine 230 and the search engine 240, respectively. At the
merging engine 260, the search results 280 and the search results 282 are merged together
to create one search results list 284. 'The merged search results list 280 1s thus a
compilation of the search results lists 282 and 284. The merging engine 260 1s also
configured to rank the search results 282 and 284 based on their relevance. Relevance
may be determined according to an algorithm. As an example used for illustrative
purposes only, results returned from the 1mage engine 230 may be ranked higher, as being
more relevant than results from the search engine 240 (i.e., the results returned from the
image engine 230 include links to web documents known to contain an 1image of, and,
likely, other information about, the person whose name was entered as the search query
270). Once merged, the communicating component 256 of the merging engine 260
distributes the merged search results list 280 to the front end mechanism 220 for
distribution to the user.

[0064] Turning now to FIG. 6, a flow diagram is shown depicting an illustrative method
600 for building an image index, in accordance with embodiments of the invention.
Initially, 1t should be appreciated and understood that although the terms *‘step” and/or
“block”™ may be used herein to connote different elements of methods employed, the terms
should not be interpreted as implying any particular order among or between various steps
herein disclosed unless and except when the order of individual steps 1s explicitly
described.

[0065] In an exemplary embodiment, the method 600 involves building an image index.
At a step 310, a web-crawling mechanism 1s 1nitiated for mining a plurality of online
locations tor web images and links to the web 1images. As more tully discussed above, the
web-crawling mechanism may also mine web 1mages or associated web documents for
other information about people appearing in the web 1mages, such as the names of the
people. At a step 312, identitiers of the web 1mages are mapped to the links to the web
images. Finally, at a step 314, the mapped 1dentifiers of the web 1mages and the links to
the web 1mages are stored in the image index. Although not depicted, other 1dentifying
information associated with the web 1mages or the web documents originally containing
the web 1mages may also be mapped to 1dentifiers of the web 1mages and stored in the
image 1ndex.

[0066] Referring to FIG. 7, a flow diagram is shown depicting an illustrative method

700 for retrieving a digital image of a person to resolve a search query for the person, in
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accordance with an embodiment of the present invention. Initially, the method 700 may
involve, at a step 710, recerving a search query for a person.

[0067] As shown in FIG. 9, an illustrative screen display of an exemplary user interface
900 for receiving a search query for a person 1s depicted, in accordance with an
embodiment of the present invention. At a search query box 910, a user inputs a search
query 911 that may include the name (e.g., “Harry Shum™) or other 1dentifying
information for a person. In turn, the user may receive feedback from the search engine
that includes additional suggestions for narrowing the search query 911. For example, if
the user passes a browser over the name 922 from the drop down menu 920, the user can
choose from two selected persons, person 924 and person 926, to narrow his search. 'Thus,
a search query can include the original search query 911 and any additional user selections
(e.g., the person 924) to narrow and/or broaden his search.

[0068] Similarly, as shown in FIG. 10 an illustrative screen display of an exemplary user
interface 1000 for receiving a search query for a person 1s depicted, 1n accordance with an
embodiment of the present invention. FIG. 10 provides a more expansive illustration of
the ways 1n which a user might search for or select a person for whom the user wishes to
find more information. For example, a user may search for a specific person by selecting
links or 1cons from the generic search engine 1110, the person disambiguation search
result list 1200, or the social bar 1300, which are respectively similar to the examples
provided above in FIGS. 3-5. Selecting links or icons from each of these search results
can help to narrow the search results returned to the user. For example, if the user selects
the name “Harry Shum, Jr.” from the person disambiguation search result list 1200, the
search query will be more narrowly directed to finding information about the American
actor.

[0069] Referring again to FIG. 7, at a step 720, the intent of trying to find information
about a person based on entering a search query for the person is recognized. Upon
recognizing the intent of the search query, a digital image of the person is selected at a
step 730. As indicated at a step 740, an identifier of the digital image of the person is
submitted to the image index, and the search query 1s subsequently resolved. The search
query 1s resolved by returning from the 1mage index at least one link that 1s mapped to an
identifier of a web 1mage that corresponds to an identifier of the digital 1mage.
Additionally, the search query may be resolved when the 1dentifier of the web 1mage 1s
mapped to at least one name of a person that appears in the web 1mage, and the name of

the person corresponds with the name that 1s entered as the content of the search query.
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Finally, at a step 750, the at least one link 1s distributed for presentation within a set of
search results that are responsive to the search query and that are ranked according to their
relevance. Search results that are responsive to the search query may include results that
mention or relate to the person who was named 1n the user’s search query.

[0070] Referring to FIG. 8, a flow diagram is shown depicting illustrative method 800
for employing an 1mage index to satisfy a search query for a person, 1n accordance with an
embodiment of the present invention. Initially, the method 300 may represent a
computerized method carried out by one or more of an image engine, a search engine, and
a merging engine (running on a processor). In embodiments, the method 800 may involve
the step 810 of accessing an 1mage index. At a step 820, the identifier of a digital 1mage 1s
compared against identitiers of the web 1mages collected at the 1mage index. In particular,
the digital image may be selected as a function of the content of the search query. The
content of the search query will, in many embodiments, include the name of the person for
whom the user would like to search. Based on the comparison, at a step 830, the 1dentifier
of the digital image 1s determined to correspond to an 1dentifier of a web 1mage, and, at a
step 840, at least one link mapped to the corresponding 1dentifier of the web 1mage 1s read.
At a step 850, a representation of the link 1s distributed for presentation to a user within a
set of search results. Although not shown, the set of search results may include results not
obtained from the image engine. In other words, search results retrieved by a generic
search engine may be merged with the link. The link and the search results obtained from
the generic search engine may, 1n some embodiments, be ranked according to an
algorithm.

[0071] If desired, the results that are distributed for presentation to the user may include
a representation of the link and separate search results obtained from the generic search
engine. Additionally, adjacent to, side-by-side, or near to each representation of the links,
a web 1mage associated with the link and/or the content of the link may also be presented
sO as to indicate to the user the reason for returning the link within the set of search results.
[0072] Various embodiments of the invention have been described to be illustrative
rather than restrictive. Alternate embodiments will become apparent from time to time
without departing from the scope of embodiments of the inventions. It will be understood
that certain features and sub-combinations are of utility and may be employed without
reference to other features and sub-combinations. This 1s contemplated by and 1s within

the scope of the claims.
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CLAIMS

1. One or more computer storage media having computer-executable
instructions embodied thereon that, when executed, perform a method of building an
image 1ndex, the method comprising:

initiating a web-crawling mechanism to mine a plurality of online
locations for web images and links to the web 1mages;

mapping 1dentifiers of the web 1mages to links to the web 1images;
and

storing the mapped 1dentitiers of the web images and the links to the

web 1mages in the 1mage index.

2. The media of claim 1, wherein the method further comprises:
mapping the identifiers of the web 1mages to a proper name of one
or more persons that appear in the web 1mages; and
storing the mapped 1dentifiers of the web 1mages and the proper

namic.

3. The media of claim 1, wherein the links to the web 1mages comprise

uniform resource locator (URL) addresses to web pages that contain the web 1mages.

4. One or more computer storage media having computer-executable
instructions embodied thereon that, when executed, perform a method of retrieving at least
one digital image related to a person, the method comprising:

recerving a search query tor the person;

selecting at least one digital image related to the person using
content of the search query;

submitting an identifier of the at least one digital image to an image
index, wherein the 1mage index comprises a mapping between identifiers of
web 1mages and links to the web 1images;

resolving the search query by returning at least one link mapped to
an 1dentifier of a web 1mage, wherein the identifier of the at least one
digital image corresponds with the identifier of the web 1mage within the

mapping of the image index; and
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distributing for presentation a representation ot the at least one link

within a set of search results that are responsive to the search query.

d. The media of claim 4, wherein the digital image 1s selected from a
user profile, and wherein the user profile includes personal information or digital images

stored 1n association with one or more social networking websites.

0. The media of claim 4, wherein resolving the search query further
includes returning from the image index at least one link mapped to an identifier of the
web 1mage, wherein the i1dentitier of the web 1mage 1s mapped to one or more proper
names of persons that appear in the web 1mage, and wherein the mapped one or more
proper names correspond with a proper name entered as the content of the search query for

the person.

7. A computerized method for employing an 1mage index to satisty a
search query from a user, the method comprising:

accessing the mmage index, wherein the 1mage index comprises a
mapping between i1dentifiers of web images and links to the web 1mages;

comparing an identifier of a digital image against identifiers of the
web 1mages collected at the 1mage index, wherein the digital 1mage 1s
selected as a function of content of the search query;

based on the comparison, determining that the identifier of the
digital image corresponds with one or more identifiers of the web 1mages;

reading one or more links mapped to the one or more corresponding
identitiers ot the web 1mages; and

distributing for presentation a representation of the one or more
links to the user within a set of search results that are responsive to the

search query.

3. The method of claim 7, turther comprising storing within the 1mage
index an association between the identifier of the digital image and the one or more

identifiers of the web 1mages.
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9. The method of claim 7, wherein the method further comprises
providing an 1mage engine for distributing for presentation the one or more links to a user
within the set of search results.

10. The method of claim 9, turther comprising:

merging the one or more links distributed for presentation by the
image engine with links retrieved by a search engine; and

ranking the one or more links distributed for presentation by the
image engine and the links retrieved by the search engine within the set of
search results, wherein the one or more links distributed for presentation by
the 1mage engine and the links retrieved by the search engine are ranked

according to relevance to the search query.
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000 010

\‘ INITIATE WEB CRAWLING MECHANISM TO MINE
A PLURALITY OF ONLINE LOCATIONS FOR WEB

IMAGES AND LINKS TO THE WEB IMAGES

020
MAP IDENTIFIERS OF THE WEB IMAGES TO THE
LINKS TO THE WEB IMAGES

030

STORE THE MAPPED IDENTIFIERS OF THE WEB
IMAGES AND THE LINKS TO THE WEB IMAGES
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710

700
\ RECEIVE SEARCH QUERY FOR A
PERSON

720

SELECT A DIGITAL IMAGE OF THE
PERSON

730

SUBMIT AN IDENTIFIER OF THE DIGITAL
IMAGE THAT DESCRIBES THE VISUAL

APPEARANCE OF THE DIGITAL IMAGE
TO AN IMAGE INDEX

740

RESOLVE THE SEARCH QUERY BY
RETURNING FROM THE IMAGE INDEX
AT LEAST ONE LINK MAPPED TO AN
IDENTIFIER OF A WEB IMAGE THAT
CORRESPONDS WITH THE IDENTIFIER
OF THE DIGITAL IMAGE

750

DISTRIBUTE FOR PRESENTATION THE
AT LEAST ONE LINK THAT IS

ASSOCIATED WITH CONTENT OF THE
SEARCH QUERY
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300 810
S ACCESS AN IMAGE INDEX

320

COMPARE AN IDENTIFIER OF A DIGITAL
IMAGE OF A PERSON AGAINST

IDENTIFIERS OF THE WEB IMAGES
COLLECTED AT THE IMAGE INDEX

330

DETERMINE THAT THE IDENTIFIER OF
THE DIGITAL IMAGE CORRESPONDS
WITH AN IDENTIFIER OF A WEB IMAGE
STORED IN THE IMAGE INDEX

340

READ A LINK MAPPED TO THE
MATCHING IDENTIFIER OF THE WEB
IMAGE THAT CORRESPONDS WITH THE
IDENTIFIER OF THE DIGITAL IMAGE

350

DISTRIBUTE FOR PRESENTATION A
REPRESENTATION OF THE LINK TO A
USER WITHIN A SET OF SEARCH
RESULTS
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