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ALGORITHM FOR FASTER CONVERGENCE THROUGH AFFINITY
OVERRIDE

FIELD OF INVENTION

Embodiments of the invention relate to the field of path computation.
Specifically, the embodiments relate to a method for computing paths in a device with a
symmetric multi-processing (SMP) architecture by overriding core assignment

affinities during a convergence process.

BACKGROUND

A SMP architecture is a system with centralized shared memory operating
under a single operating system (OS). A device such as a computing device or network
device that has an SMP architecture has a set of homogenous processors or “cores”
executing processes independent of one another. The cores can be components on the
same physical die or similarly tightly coupled processing elements. This tightly
coupled set of processing elements, either processors or cores, can be referred to as a
central processing unit (CPU). The processors or cores, referred to herein simply as
cores, for sake of convenience and clarity, share a main memory and each have separate
caches.

In the SMP based architecture, a scheduler of the OS decides which core a
process will run on. Each process is assigned an affinity mask by the OS, which is a
set of bits that each correspond to one of the available cores indicating whether the
respective core is preferred for process assignment for the corresponding process. By
default, the process’s affinity mask is set to all 1s, meaning that the scheduler is
allowed to dispatch this process to any core without any preference, instead
determining the assignment based on whichever core is idle. The affinity mask
associated to a process can be changed to include or exclude certain cores and if so
configured then the scheduler will dispatch the process only to those cores that are set
in the affinity mask. The scheduler will assign each process a core and give it a set of
time or cycles for execution, referred to as a time slice. However, once the affinity

mask is set, the OS will not change it automatically to better utilize unused processors
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or cores even if a process has to wait to be executed by the assigned core while other
cores are available.

When there is heavy demand for the resources of the CPU (i.¢., the main
memory and cores) by multiple processes at the same time and each process needs an
assigned core of the CPU for much longer than its time slice then OS performance is
hit by continuous cache clean up that occurs in each core because under SMP
architecture the processes get dispatched randomly to any core whichever is available.
The OS performance is hit the worst if an interrupt storm (a large number of clustered
interrupts) also occurs during the high CPU usage interval because some interrupts
are handled by the OS on designated cores only and this increases the likelihood that
a process’s data in the cache of the assigned core will be cleared before it gets
rescheduled on the same core next time.

On the other hand if a process’s affinity is set permanently to a fixed core then
the process loses the advantage of operating in a multi-processor or multi-core system
(i.e., an SMP architecture), because if the assigned cores are busy when the process
needs CPU resources, then the process will have to wait for them to become free even

though the other cores in the system were available.

SUMMARY

A method is implemented by a network device having a symmetric multi-
processing (SMP) architecture. The method improves response time for processes
implementing routing algorithms in a network. The method manages core assignments
for the processes during a network convergence process. The method includes
determining a number of interrupts or system events processed by a subset of cores of a
set of cores of a central processing unit and identifying a core within the subset of cores
with a lowest number of interrupts or system events processed. The method further
includes changing an affinity mask of at least one process implementing the routing
algorithms during the network convergence to target the core within the subset of cores
with a lowest number of interrupts or system events processed.

A network device has a symmetric multi-processing (SMP) architecture
configured to execute a method to improve response time for processes implementing
routing algorithms in a network. The method manages core assignments for the

processes during a network convergence process. The network device includes a non-
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transitory machine-readable storage medium configured to store an operating system
for the network device and an affinity override module and a processor
communicatively coupled to the non-transitory machine-readable storage medium. The
processor has a set of cores for executing processes. The processor is configured to
execute the operating system and the affinity override module. The affinity override
module is configured to determine a number of interrupts or system events processed
by a subset of cores of the set of cores, to identify a core within the subset of cores with
a lowest number of interrupts or system events processed, and to change an affinity
mask of at least one process implementing the routing algorithms during the network
convergence to target the core within the subset of cores with a lowest number of
interrupts or system events processed.

A computing device has a symmetric multi-processing (SMP) architecture
implementing a plurality of virtual machines for implementing network function
virtualization (NFV), wherein a virtual machine from the plurality of virtual machines
is configured to execute a method to improve response time for processes implementing
routing algorithms in a network. The method manages core assignments for the
processes during a network convergence process. The computing device includes a
non-transitory machine-readable storage medium configured to store an operating
system for the network device and an affinity override module, and a computer
processor communicatively coupled to the non-transitory machine-readable storage
medium. The computer processor executes a virtual machine from the plurality of
virtual machines. The computer processor has a set of cores for executing processes.
The computer processor is configured to execute the virtual machine that implements
the operating system and the affinity override module. The affinity override module is
configured to determine a number of interrupts or system events processed by a subset
of cores of the set of cores, to identify a core within the subset of cores with a lowest
number of interrupts or system events processed, and to change an affinity mask of at
least one process implementing the routing algorithms during the network convergence
to target the core within the subset of cores with a lowest number of interrupts or

system events processed.
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BRIEF DESCRIPTION OF THE DRAWINGS

The invention may best be understood by referring to the following description
and accompanying drawings that are used to illustrate embodiments of the invention.
In the drawings:

Figure 1 is a diagram of one embodiment of a computing device having an SMP
architecture.

Figure 2 is a flowchart of one embodiment of the affinity override process.

Figure 3 is a diagram of one embodiment a convergence process where affinity
override is utilized.

Figure 4 is a diagram of one embodiment of a network in which the affinity
override process is implemented by a site integration unit (SIU).

Figure 5 is a diagram of one embodiment of a network device implementing the
affinity override process.

Figure 6A illustrates connectivity between network devices (NDs) within an
exemplary network, as well as three exemplary implementations of the NDs, according
to some embodiments of the invention.

Figure 6B illustrates an exemplary way to implement the special-purpose

network device according to some embodiments of the invention.

DESCRIPTION OF EMBODIMENTS

The following description describes methods and apparatus for efficient
execution of high CPU demand and time sensitive processes in an SMP architecture. In
the following description, numerous specific details such as logic implementations,
opcodes, means to specify operands, resource partitioning/sharing/duplication
implementations, types and interrelationships of system components, and logic
partitioning/integration choices are set forth in order to provide a more thorough
understanding of the present invention. It will be appreciated, however, by one skilled
in the art that the invention may be practiced without such specific details. In other
instances, control structures, gate level circuits and full software instruction sequences
have not been shown in detail in order not to obscure the invention. Those of ordinary
skill in the art, with the included descriptions, will be able to implement appropriate

functionality without undue experimentation.
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References in the specification to “one embodiment,” “an embodiment,” “an
example embodiment,” etc., indicate that the embodiment described may include a
particular feature, structure, or characteristic, but every embodiment may not
necessarily include the particular feature, structure, or characteristic. Moreover, such
phrases are not necessarily referring to the same embodiment. Further, when a
particular feature, structure, or characteristic is described in connection with an
embodiment, it is submitted that it is within the knowledge of one skilled in the art to
affect such feature, structure, or characteristic in connection with other embodiments
whether or not explicitly described.

Bracketed text and blocks with dashed borders (e.g., large dashes, small dashes,
dot-dash, and dots) may be used herein to illustrate optional operations that add
additional features to embodiments of the invention. However, such notation should not
be taken to mean that these are the only options or optional operations, and/or that
blocks with solid borders are not optional in certain embodiments of the invention.

In the following description and claims, the terms “coupled” and “connected,”
along with their derivatives, may be used. It should be understood that these terms are
not intended as synonyms for each other. “Coupled” is used to indicate that two or
more elements, which may or may not be in direct physical or electrical contact with
cach other, co-operate or interact with each other. “Connected” is used to indicate the
establishment of communication between two or more ¢lements that are coupled with
cach other.

The operations in the flow diagrams will be described with reference to the
exemplary embodiments of the other figures. However, it should be understood that
the operations of the flow diagrams can be performed by embodiments of the invention
other than those discussed with reference to the other figures, and the embodiments of
the invention discussed with reference to these other figures can perform operations
different than those discussed with reference to the flow diagrams.

Overview

The throughput of a process or set of processes in computing device having an
SMP architecture can be improved by changing the affinity masks of each process
dynamically, particularly in response to computationally intensive events. The affinity
masks of processes that are integral to handling the event can be updated to prefer

assignments to cores that have been processing fewer interrupts than the other cores in
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the set of cores in a CPU. A “set,” as used herein refers to any positive while number of
items including one item. In the case of a CPU, the set of cores will include at least
two cores. An affinity override process tracks the handling of interrupts and other
similar events by each of the cores to enable the dynamic update of the affinity masks
including the quick identification of the cores with that have been handling the least
number or interrupts or similar events in a given time window.

The prior art for the handling of core assignments for processes does not take
into account the recent usage of the cores particularly as it relates to interrupt and
similar event handling. Rather, the core assignments are generally fixed or non-
responsive to recent interrupt handling or events. The core assignments may be made
to whatever cores are currently available, without regard to whether the core may be a
designated core for handling interrupts or similar events. In such cases, during certain
events the processes can be interrupted and the data in the caches can be flushed
thereby decreasing the efficiency and speed at which a particular event can be handled.

Figure 1 is a diagram of one embodiment of a computing device having an SMP
architecture. In one embodiment, the computing device 101 includes a storage device
103 and a central processing unit (CPU) 117. The CPU can be any type of processing
device having a set of homogeneous processing elements such as cores 119A-E. There
can be any number or arrangement of cores 119A-E such that each core has similar
processing capabilities. In one embodiment, each of the cores 119A-E is on the same
physical die with the other cores. In other embodiments, the process can be
implemented with cores, processors or similar processing elements that are not on the
same die, but that are in close communication within the same computing device 101.
Each of the cores 119A-E can have a separate cache 121A-E or similar local storage
device in which data and instructions for the processes being executed by the associated
cores 119A-E are being stored. The caches 12A-B can be any size or type and can be
on the same die or similarly integral to the CPU 117. In other embodiments, the caches
121A-E can be off die or similarly external to the CPU 117, but in close proximity to
the CPU 117 and within the computing device 101.

The computing device 101 also includes the storage device 103 that can be
referred to as the main memory of the computing device 101. The storage device 103
can be any type of storage device including dynamic random access memory (DRAM),

an optical storage device, a magnetic storage device or similar storage device capable to
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store processes and their data to be executed by the computing device 101 as well as the
operating system 107 that manages the resources of the computing device 101
including the scheduling of the processes 105A-C to the cores 119A-E.

The OS can include a scheduler 109, interrupt handler 113 and affinity override
115, amongst other components for managing the resources of the computing device
101. The OS can be any type of OS capable of managing an SMP architecture. The
interrupt handler 113 manages many types of system events and interrupts that preempt
the normal scheduling of processes by the scheduler 109. The interrupt handler 113
and related processes can be assigned to particular cores 119A-E or may be
predominantly handled by particular cores 119A-E in the CPU 117. Thus, the interrupt
handling can degrade the efficiency and speed with which other processes are handled
if assigned to the same cores 119A-E in part due to the loss of the process data in the
corresponding caches that must then be reloaded.

The scheduler 109 handles the assignment and time allotment of processes
105A-C to the cores 119A-E. The scheduler 109 can implement any number of
scheduling algorithms that utilize an affinity mask 111 and the current utility of cores
119A-E to make assignments and time allotments. The affinity mask 111 is a data
structure that identifies on a per process basis, which processes prefer assignment to
particular cores 119A-E such that the scheduler can give first priority to assigning these
processes to these designated cores 119A-E.

The affinity override 115 tracks interrupt handling and frequency for each of the
cores 119A-E. The affinity override can then update the affinity masks of processes
related to particular events to set their affinity masks to avoid those cores that are likely
to be servicing interrupts during the particular events that the processes are tied to. For
example, in the case of processing a network convergence those processes that
implement the network convergence are crucial and their responsiveness and speed
dictate the overall performance of the network convergence process, such as a hardware
specific layer (HSL) process 105C of a routing suite (such as the Ericsson Routing
Suite (ERS) by Ericsson of Stockholm, Sweden). Other processes in such events can
include the Open Shortest Path First (OSPF) process 105A, the network service module
(NSM) process 105B or similar processes.

Example uses provided herein relate to the overall network convergence process

and the related implementing processes such as the HSL process 105C, NSM process
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105B and the OSPF process 105A. However, one skilled in the art would understand
that other general processes and their related subprocesses can also be optimized by use
of the affinity override process 115. The structures, functions and principles described
herein with regard to network convergence are equally applicable to other similar
intensive processes such as processes that operate in short time windows and require
high levels of computing resources whose performance is significantly impacted by
core processor availability and efficient caching.

Figure 2 is a flowchart of one embodiment of the affinity override process. The
illustrated override process can be triggered whenever a designated event occurs that
requires a set of processes to service the event in need of core assignments that have
minimal interruption. In one example embodiment, this is the initiation of a network
convergence process. In one embodiment, the affinity override process begins with the
determination of a number of interrupts or system events processed by a subset of the
cores of a central processing unit (Block 201). The monitoring and tracking of these
interrupts and system events can be continuous and can cover any time frame or
duration preceding the event triggering this process. The monitoring and tracking can
track any number and variety of types of interrupts and system events that impact the
cores of the CPU. This interrupt and system event monitoring data can be tracked in
any type of data structure and can be accessed for use in further analysis as set forth
herein below. The monitoring and tracking of the interrupt and system event core
assignments can be carried out by the affinity override, the scheduler, the interrupt
handler or similar component of the operating system. The set of cores for which data
is tracked or retrieved can be any subset or the entire set of the cores in the CPU
depending on system configuration.

Using the retrieved or accessed interrupt and system event tracking data, the
affinity override can identify a core within the subset of cores that has had the least
number, shortest duration or similar minimal metric for the usage of the cores (Block
203). In other embodiments, any number of cores can be identified that have the least
usage or approximately the least usage, for example the two least used where two core
assignments are needed. A check is then made whether the affinity mask of the process
in need of the identified (target) highly available core already has its affinity mask set
to this target core (Block 205). If the affinity mask already identifies the target core as

the core to be utilized for this process, then no further work needs to be done and the
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override process can complete. However, where the affinity mask does not identify this
target core, then further work to change the affinity mask is carried out.

In this case, the override process stores the current affinity mask of the process
being handled by the affinity override (Block 207). The current affinity mask can be
stored in any data structure accessible to the affinity override. The current affinity
mask is stored so that it can be restored once the override process and its associated
high demand specific process has completed and the assignments of the cores can go
back to a normal operation. Once the current affinity mask of the specific process has
been backed up, then the affinity mask in use can be changed to indicate that the target
core within the subset of the cores with a lowest metric (i.e., measuring a frequency or
impact of interrupts or system events on the cores of the CPU) should be utilized to
service the specific high demand process, for example a routing algorithm or associated
hardware specific layer. Once the affinity mask has been updated then the triggering
event (e.g., a network convergence) can be processed (Block 211) where the scheduler
will use the identified core in affinity mask of the specific processes of the event such
as HSL and/or OSPF in the case of a network convergence event. A check is then
made to determine when the event triggering the override processes have completed,
¢.g., the network convergence events (Block 213). If the processing of the event is not
completed then the check is repeated until the processing is completed.

Once the processing has completed, then the original affinity mask is restored
(Block 215). The original affinity mask of each process is used to overwrite the
modified affinity mask. Thus, the affinity mask is restored to its prior state from the
temporary override state and the override process can complete leaving the affinity
masks of affected processes in the same state they were in prior to the event triggering
the override process.

Example Embodiments

Figure 3 is a diagram of one embodiment a convergence process where affinity
override is utilized. In this example of a network convergence being started in response
to a detected network failure, there are three primary processes that handle the network
convergence process. The HSL process, the NSM process and the OSPF process
implement the network convergence. The HSL process interfaces with the hardware of
the computing device and reports specific hardware failure or network failure events to

the OSPF process. The network convergence include the following actions, (1) finding
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alternative alternate routes to all the affected destinations, (2) programming the new
routes in the hardware for the forwarding path, and (3) cleaning up the failed routes

from the forwarding path. Each of these actions is CPU intensive and the higher the
number of affected routes in the network, the higher the CPU demand by these three
processes.

The OSPF process in the diagram is responsible for finding the alternate routes
to the affected destinations and if alternate routes are available then it sends these new
routes to the NSM process to update the routing information base and then the NSM
sends those routes to the HSL process to program them in the forwarding plane in the
hardware. In this example, the affinity override process is applied to the HSL process
as soon as the OSPF process learns about the link down event, which signals that a
network convergence is being performed and the affinity override can improve the
responsiveness of the computing device to the event.

Figure 4 is a diagram of one embodiment of a network in which the affinity
override process is implemented by a site integration unit (SIU). In the block diagram,
an SIU is illustrated as part of a network positioned between a source node and a
destination node. The SIU is connected with each of these nodes through physical links
with the connection to the destination node being through two links that have been
categorized as a primary route and an alternate or backup route. In this example, the
SIU forwards data traffic originating from the source node to the destination node. The
SIU initially forwards the data traffic over the primary route as long as it is available.
However, in the event of a failure on the primary route, the SIU will switch to
forwarding the data traffic over the alternate or backup route. In this context, the SIU
may implement the affinity override process as described herein above to facilitate this
transition and to provide the fastest and most efficient transition as described above in
regard to Figure 3.

Figure 5 is a diagram of one embodiment of a network device implementing the
affinity override process in a network device.

A network device (ND) is an electronic device that communicatively
interconnects other electronic devices on the network (¢.g., other network devices, end-
user devices). Some network devices are “multiple services network devices™ that
provide support for multiple networking functions (e.g., routing, bridging, switching,

Layer 2 aggregation, session border control, Quality of Service, and/or subscriber
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management), and/or provide support for multiple application services (e.g., data,
voice, and video).

In one embodiment, the process is implemented by a router 501 or network
device or similar computing device. The router 501 can have any structure that enables

5  itto receive data traffic and forward it toward its destination. The router 501 can
include a multi-core network processor 503 or set of network processors that execute
the functions of the router 501. A ‘set,” as used herein, is any positive whole number of
items including one item. In one embodiment, the multi-core network processor 503 or
the set of network processors are symmetric and form a part of an SMP architecture.

10 The router 501 or network element can execute network convergence computations or
similar computationally demanding or time-sensitive process (€.g., via OSPF) (not
shown) and as well as the affinity override 551, this functionality can be executed via
the network processor 503 or other components of the router 501. The functionality and
the processes implementing it can be managed via an operating system 552 or similar

15  software architecture that manages the resources available to the network processor
503.

In particular, the affinity override functions can be implemented as modules in
any combination of software, including firmware, and hardware within the router. The
functions of the affinity override that are executed and implemented by the router 501

20 include those described further herein above. In the illustrated example, the functions
are implemented by the network processor 503 that executes an affinity override 551
along with the routing information base 505A.

In one embodiment, the router 501 can include a set of line cards 517 that
process and forward the incoming data traffic toward the respective destination nodes

25 by identifying the destination and forwarding the data traffic to the appropriate line
card 517 having an egress port that leads to or toward the destination via a next hop.
These line cards 517 can also implement the routing information base or forwarding
information base 505B, or a relevant subset thereof. In some embodiments, the line
cards 517 can also implement or facilitate the affinity override functions described

30 herein above. The line cards 517 are in communication with one another via a switch
fabric 511 and communicate with other nodes over attached networks 521 using

Ethemet, fiber optic or similar communication links and media.
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Figure 6A illustrates connectivity between network devices (NDs) within an
exemplary network, as well as three exemplary implementations of the NDs, according
to some embodiments of the invention. Figure 6A shows NDs 600A-H, and their
connectivity by way of lines between A-B, B-C, C-D, D-E, E-F, F-G, and A-G, as well
as between H and each of A, C, D, and G. These NDs are physical devices, and the
connectivity between these NDs can be wireless or wired (often referred to as a link).
An additional line extending from NDs 600A, E, and F illustrates that these NDs act as
ingress and egress points for the network (and thus, these NDs are sometimes referred
to as edge NDs; while the other NDs may be called core NDs).

Two of the exemplary ND implementations in Figure 6A are: 1) a special-
purpose network device 602 that uses custom application—specific integrated—circuits
(ASICs) and a proprietary operating system (OS) 671A; and 2) a general purpose
network device 604 that uses common off-the-shelf (COTS) processors and a standard
OS 671B. The OS 671A.B in each system can implement the affinity override 673A, B
as disclosed herein above.

The special-purpose network device 602 includes networking hardware 610
comprising compute resource(s) 612 (which typically include a set of one or more
multi-core or symmetric processors), forwarding resource(s) 614 (which typically
include one or more ASICs and/or network processors), and physical network
interfaces (NIs) 616 (sometimes called physical ports), as well as non-transitory
machine readable storage media 618 having stored therein networking software 620. A
physical NI is hardware in a ND through which a network connection (e.g., wirelessly
through a wireless network interface controller (WNIC) or through plugging in a cable
to a physical port connected to a network interface controller (NIC)) is made, such as
those shown by the connectivity between NDs 600A-H. During operation, the
networking software 620 may be executed by the networking hardware 610 to
instantiate a set of one or more networking software instance(s) 622. Each of the
networking software instance(s) 622, and that part of the networking hardware 610 that
executes that network software instance (be it hardware dedicated to that networking
software instance and/or time slices of hardware temporally shared by that networking
software instance with others of the networking software instance(s) 622), form a
separate virtual network element 630A-R. Each of the virtual network element(s)

(VNESs) 630A-R includes a control communication and configuration module 632A-R
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(sometimes referred to as a local control module or control communication module)
and forwarding table(s) 634A-R, such that a given virtual network element (e.g., 630A)
includes the control communication and configuration module (¢.g., 632A), a set of one
or more forwarding table(s) (¢.g., 634A), and that portion of the networking hardware
610 that executes the virtual network element (e.g., 630A).

The special-purpose network device 602 is often physically and/or logically
considered to include: 1) a ND control plane 624 (sometimes referred to as a control
plane) comprising the compute resource(s) 612 that execute the control communication
and configuration module(s) 632A-R; and 2) a ND forwarding plane 626 (sometimes
referred to as a forwarding plane, a data plane, or a media plane) comprising the
forwarding resource(s) 614 that utilize the forwarding table(s) 634A-R and the physical
NIs 616. By way of example, where the ND is a router (or is implementing routing
functionality), the ND control plane 624 (the compute resource(s) 612 executing the
control communication and configuration module(s) 632A-R) is typically responsible
for participating in controlling how data (e.g., packets) is to be routed (¢.g., the next
hop for the data and the outgoing physical NI for that data) and storing that routing
information in the forwarding table(s) 634A-R, and the ND forwarding plane 626 is
responsible for receiving that data on the physical Nls 616 and forwarding that data out
the appropriate ones of the physical NIs 616 based on the forwarding table(s) 634A-R.

In one embodiment, the special network device 602 can implement affinity
override 673A or a set of such modules to improve the efficiency in the execution of a
high demand or time sensitive process such as processes that implement calculation of
paths across the network as part of network convergence. The affinity override 673A
can be implemented as part of the operating system 671A.

Figure 6B illustrates an exemplary way to implement the special-purpose
network device 602 according to some embodiments of the invention. Figure 6B
shows a special-purpose network device including cards 638 (typically hot pluggable).
While in some embodiments the cards 638 are of two types (one or more that operate as
the ND forwarding plane 626 (sometimes called line cards), and one or more that
operate to implement the ND control plane 624 (sometimes called control cards)),
alternative embodiments may combine functionality onto a single card and/or include
additional card types (e.g., one additional type of card is called a service card, resource

card, or multi-application card). A service card can provide specialized processing



WO 2016/051335 PCT/IB2015/057432

10

15

20

25

30

14

(e.g., Layer 4 to Layer 7 services (e.g., firewall, Internet Protocol Security (IPsec) (RFC
4301 and 4309), Secure Sockets Layer (SSL) / Transport Layer Security (TLS),
Intrusion Detection System (IDS), peer-to-peer (P2P), Voice over IP (VoIP) Session
Border Controller, Mobile Wireless Gateways (Gateway General Packet Radio Service
(GPRS) Support Node (GGSN), Evolved Packet Core (EPC) Gateway)). By way of
example, a service card may be used to terminate [Psec tunnels and execute the
attendant authentication and encryption algorithms. These cards are coupled together
through one or more interconnect mechanisms illustrated as backplane 636 (¢.g., a first
full mesh coupling the line cards and a second full mesh coupling all of the cards).

Returning to Figure 6A, the general purpose network device 604 includes
hardware 640 comprising a set of one or more processor(s) 642 (which are often COTS
processors) and network interface controller(s) 644 (NICs; also known as network
interface cards) (which include physical Nls 646), as well as non-transitory machine
readable storage media 648 having stored therein software 650. During operation, the
processor(s) 6442 execute the software 650 to instantiate a hypervisor 654 (sometimes
referred to as a virtual machine monitor (VMM)) and one or more virtual machines
662A-R that are run by the hypervisor 654, which are collectively referred to as
software instance(s) 652. A virtual machine is a software implementation of a physical
machine that runs programs as if they were executing on a physical, non-virtualized
machine; and applications generally do not know they are running on a virtual machine
as opposed to running on a “bare metal™ host electronic device, though some systems
provide para-virtualization which allows an operating system or application to be aware
of the presence of virtualization for optimization purposes. Each of the virtual
machines 662A-R, and that part of the hardware 640 that executes that virtual machine
(be 1t hardware dedicated to that virtual machine and/or time slices of hardware
temporally shared by that virtual machine with others of the virtual machine(s) 662A-
R), forms a separate virtual network element(s) 660A-R.

The virtual network element(s) 660A-R perform similar functionality to the
virtual network element(s) 630A-R. For instance, the hypervisor 654 may present a
virtual operating platform that appears like networking hardware 610 to virtual machine
662A, and the virtual machine 662A may be used to implement functionality similar to
the control communication and configuration module(s) 632A and forwarding table(s)

634A (this virtualization of the hardware 640 is sometimes referred to as network
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function virtualization (NFV)). Thus, NFV may be used to consolidate many network
equipment types onto industry standard high volume server hardware, physical
switches, and physical storage, which could be located in Data centers, NDs, and
customer premise equipment (CPE). However, different embodiments of the invention
may implement one or more of the virtual machine(s) 662A-R differently. For
example, while embodiments of the invention are illustrated with each virtual machine
662A-R corresponding to one VNE 660A-R, alternative embodiments may implement
this correspondence at a finer level granularity (e.g., line card virtual machines
virtualize line cards, control card virtual machine virtualize control cards, etc.); it
should be understood that the techniques described herein with reference to a
correspondence of virtual machines to VNEs also apply to embodiments where such a
finer level of granularity is used.

In one embodiment, the general purpose network device 604 can implement an
OS 671B 463 or a set of such OS to manage the resources of each of the respective
virtual machines 662A across the network. Similarly each of the OS 671B can include
an affinity override 673Ble 463A can be executed by a virtual machine 462A or
similarly implemented as a networking software instance 652. In other embodiments,
any number of separate instances can be executed by different virtual machines 662A-R
and the OS or affinity override can be moved between the varying instances.

In certain embodiments, the hypervisor 654 includes a virtual switch that
provides similar forwarding services as a physical Ethernet switch. Specifically, this
virtual switch forwards traffic between virtual machines and the NIC(s) 644, as well as
optionally between the virtual machines 662A-R; in addition, this virtual switch may
enforce network isolation between the VNEs 660A-R that by policy are not permitted
to communicate with each other (e.g., by honoring virtual local area networks
(VLANS)).

The third exemplary ND implementation in Figure 6A is a hybrid network
device 606, which includes both custom ASICs/proprictary OS and COTS
processors/standard OS (each with an affinity override) in a single ND or a single card
within an ND. In certain embodiments of such a hybrid network device, a platform
VM (i.e., a VM that that implements the functionality of the special-purpose network
device 602) could provide for para-virtualization to the networking hardware present in

the hybrid network device 606.
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Regardless of the above exemplary implementations of an ND, when a single
one of multiple VNEs implemented by an ND is being considered (e.g., only one of the
VNE:s is part of a given virtual network) or where only a single VNE is currently being
implemented by an ND, the shortened term network element (NE) is sometimes used to
refer to that VNE. Also in all of the above exemplary implementations, each of the
VNEs (e.g., VNE(s) 630A-R, VNEs 660A-R, and those in the hybrid network device
606) receives data on the physical NIs (e.g., 616, 646) and forwards that data out the
appropriate ones of the physical Nls (e.g., 616, 646). For example, a VNE
implementing IP router functionality forwards IP packets on the basis of some of the I[P
header information in the IP packet; where IP header information includes source IP
address, destination IP address, source port, destination port (where “source port” and
“destination port” refer herein to protocol ports, as opposed to physical ports of a ND),
transport protocol (¢.g., user datagram protocol (UDP) (RFC 768, 2460, 2675, 4113,
and 5405), Transmission Control Protocol (TCP) (RFC 793 and 1180), and
differentiated services (DSCP) values (RFC 2474, 2475, 2597, 2983, 3086, 3140, 3246,
3247, 3260, 4594, 5865, 3289, 3290, and 3317).

While the invention has been described in terms of several embodiments, those
skilled in the art will recognize that the invention is not limited to the embodiments
described, can be practiced with modification and alteration within the spirit and scope
of the appended claims. The description is thus to be regarded as illustrative instead of

limiting.
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CLAIMS

1. A method implemented by a network device having a symmetric multi-
processing (SMP) architecture, the method to improve response time for
5 processes implementing routing algorithms in a network, the method to manage
core assignments for the processes during a network convergence process, the
method comprising the steps of:
determining (201) a number of interrupts or system events processed by
a subset of cores of a set of cores of a central processing unit;
10 identifying (203) a core within the subset of cores with a lowest number
of interrupts or system events processed; and
changing (209) an affinity mask of at least one process implementing the
routing algorithms during the network convergence to target the
core within the subset of cores with a lowest number of

15 interrupts or system events processed.

2. The method of claim 1, further comprising the step of:
storing (207) the affinity mask prior to the changing of the affinity mask.

20 3. The method of claim 2, further comprising the steps of’
checking (213) whether the network convergence process has
completed; and
restoring (215) the affinity mask to the stored affinity mask, after

completion of the network convergence process.

25
4. The method of claim 1, wherein the network device having the SMP
architecture is a site integration unit (SIU).
5. The method of claim 1, wherein the processes implementing routing algorithms
30 in the network include at least one of hardware specific layer process (HSL), an

open shortest path first process and a network service module process.
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6. The method of claim 1, further comprising:

checking (205) whether the affinity mask of the at least one process
implementing the routing algorithm is set to target the core
within the subset of cores with a lowest number of interrupts or
system events processed; and

exiting the method without changing the affinity mask of the at least one
process in response to affinity mask being set to target the core
within the subset of cores with a lowest number of interrupts or

system events processed.

A network device having a symmetric multi-processing (SMP) architecture
configured to execute a method to improve response time for processes
implementing routing algorithms in a network, the method to manage core
assignments for the processes during a network convergence process, the
network device comprising:

a non-transitory machine-readable storage medium (618) configured to
store an operating system for the network device and an affinity
override module; and

a processor (612) communicatively coupled to the non-transitory
machine-readable storage medium, the processor having a set of
cores for executing processes, the processor configured to
execute the operating system and the affinity override module,
the affinity override module configured to determine a number of
interrupts or system events processed by a subset of cores of the
set of cores, to identify a core within the subset of cores with a
lowest number of interrupts or system events processed, and to
change an affinity mask of at least one process implementing the
routing algorithms during the network convergence to target the
core within the subset of cores with a lowest number of

interrupts or system events processed.
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8. The network device of claim 7, wherein the network processor is further
configured to execute the affinity override module, which is further configured

to storing the affinity mask prior to the changing of the affinity mask.

5 9. The network device of claim 7, wherein the network processor is further
configured to execute the affinity override module, which is further configured
to check whether the network convergence process has completed, and restore
the affinity mask to the stored affinity mask, after completion of the network
CONVErgence process.

10
10. The network device of claim 7, wherein the network device having the SMP

architecture is a site integration unit (SIU).

11. The network device of claim 7, wherein the processes implementing routing
15 algorithms in the network include at least one of hardware specific layer process
(HSL), an open shortest path first process and a network service module

proccess.

12. The network device of claim 7, wherein the network processor is further
20 configured to execute the affinity override module, which is further configured
to check whether the affinity mask of the at least one process implementing the
routing algorithm is set to target the core within the subset of cores with a
lowest number of interrupts or system events processed, and to exit the method
without changing the affinity mask of the at least one process in response to
25 affinity mask being set to target the core within the subset of cores with a lowest

number of interrupts or system events processed.

13. A computing device having a symmetric multi-processing (SMP) architecture
implementing a plurality of virtual machines for implementing network function
30 virtualization (NFV), wherein a virtual machine from the plurality of virtual
machines is configured to execute a method to improve response time for

processes implementing routing algorithms in a network, the method to manage
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core assignments for the processes during a network convergence process, the
computing device comprising:

a non-transitory machine-readable storage medium (648) configured to
store an operating system for the network device and an affinity
override module; and

a computer processor (642) communicatively coupled to the non-
transitory machine-readable storage medium, the computer
processor to execute a virtual machine from the plurality of
virtual machines, the computer processor having a set of cores
for executing processes, the computer processor configured to
execute the virtual machine that implements the operating
system and the affinity override module, the affinity override
module configured to determine a number of interrupts or system
events processed by a subset of cores of the set of cores, to
identify a core within the subset of cores with a lowest number
of interrupts or system events processed, and to change an
affinity mask of at least one process implementing the routing
algorithms during the network convergence to target the core
within the subset of cores with a lowest number of interrupts or

system events processed.

14. The computing device of claim 13, wherein the computer processor is further

15.

configured to execute the virtual machine that implements the affinity override
module, which is further configured to storing the affinity mask prior to the

changing of the affinity mask.

The computing device of claim 13, wherein the computer processor is further
configured to execute the virtual machine that implements the affinity override
module, which is further configured to check whether the network convergence
process has completed, and restore the affinity mask to the stored affinity mask,

after completion of the network convergence process.
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16. The computing device of claim 13, wherein the computing device having the

SMP architecture is a site integration unit (SIU).

17. The computing device of claim 13, wherein the processes implementing routing
5 algorithms in the network include at least one of hardware specific layer process
(HSL), an open shortest path first process and a network service module

proccess.

18. The computing device of claim 13, wherein the computer processor is further
10 configured to execute the virtual machine that implements the affinity override
module, which is further configured to check whether the affinity mask of the at
least one process implementing the routing algorithm is set to target the core
within the subset of cores with a lowest number of interrupts or system events
processed, and to exit the method without changing the affinity mask of the at
15 least one process in response to affinity mask being set to target the core within
the subset of cores with a lowest number of interrupts or system events

processed.
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