SYSTEM FOR MEASURING SPEED AND/OR POSITION OF A TRAIN

A system for determining the speed and the position of a train or a similar vehicle, comprises an image capture device, for mounting on the train in such a position that it can capture a sequence of images of the environment ahead of or behind the train, and an image processor, for processing the images captured by the image capture device. The image processor processes said sequence of images and derives the speed of the train from the apparent motion of objects in the images, and recognizes trackside markers, each of which uniquely identifies its position, thus deriving the position of the train from the identity of the marker. In a preferred form, the markers are 2D barcodes.
The present invention relates to a system for measuring the speed and/or position of a train.

Most operational control systems currently in use with trains make use of fixed block signalling technology. When trains enter or leave fixed lengths of track (referred to as 'blocks'), they are detected by infrastructure-based systems such as track circuits or axle counters. The entry of the train into the block section is controlled by colour light signals. The technology is costly to install and maintain, and limits the capacity of the railway network (as only one train can typically be in a block section at any time, irrespective of train speed).

In Europe, much R&D effort has gone into specifying a new generation of signal technology, particularly the European Rail Traffic Management System (ERTMS) defined under the European Directive 98/48/EC on the interoperability of the trans-European high speed rail system. This aims to remove the need for colour light signals and associated infrastructure at the trackside, by communicating signalling information directly to the train by radio.

Initial implementations of new technology continue to use infrastructure based-train detection systems. These train detection systems, which use extensive cabling along the track, are prone to failure and are the cause of many train delays. They also constrain the capacity of the network.

Replacing infrastructure-based train detection by train-based systems offers the opportunity for significantly greater benefits to be realised at lower cost. Different technologies are being developed for such train-based detection and location systems. To determine precise location at a particular point, 'balises' placed in the track are detected by transponders mounted under a train. Doppler radar systems are used to measure speed. Distance is measured using the train odometer.

This variety of different systems adds to system cost and complexity. GPS technology is being investigated as a lower cost approach, but this has its limitations in deep cuttings and tunnels.
According to a first broad general aspect of the invention, there is provided a system for measuring train speed and position which uses an image capture device (one or multiple cameras) to take a sequence of timed images from the front or rear of the train. The images are then analysed to determine train speed and position. By comparing the scenes from images taken a short time apart, the distance that the train has moved can be determined. The time the train takes to move the distance between the images is used to determine the train speed. The images are also analysed to identify specific markers placed at the trackside at fixed known locations. When the system recognises that a particular marker has been passed, the position of the front or rear of the train is known. The markers can be used to correct built-up position and speed errors in the system and to provide sufficient certainty of position for safety critical operation of switches and crossings.

The invention also extends to a system for measuring train speed, and to a system for determining train position.

If a rear-facing camera is incorporated into the system, then the system can be used to determine when the rear end of the train has passed a critical point (such as a switch or a crossing) by identifying the markers associated with that critical point when they appear in the field of view of the rear-facing camera. This information (that the rear of the train has passed the critical point) can be passed on to a control system, which may control the train or the infrastructure (points etc).

The various aspects of the invention allow a single system to provide the capability for train-based measurement of train speed and position. The use of trackside markers provides a low cost method of accurately and reliably determining the position of the train at switch, crossing and other important locations.

A battery-powered portable version of the unit can be used for rolling stock that is not appropriate for permanent fitment. For example, it can be mounted on the last wagon of a freight train.

Before a specific description of the system and its components, the use of the system to determine train speed and position will be described.

In order to determine the speed of the train, an image capture device at the front of the train takes a sequence of images, and records the time at which each was taken. The images are processed to recognise stationary objects (usually objects
disposed between the rails) that are present in the images. The change in position (and possibly size and orientation) of the objects between images is used to calculate the relative position of the camera or cameras when each image was captured, and thus the speed of the train.

Once the change in camera position between images is known, the times at which the images were taken can be used to determine the train speed. For improved accuracy the system estimates the distance travelled along the rails, rather than the straight line distance between two points.

The system outputs the position and speed estimates for the train, with associated confidence measurements.

Information collected from the image analysis process is used continuously for camera and image calibration, eg height of the camera above the track, pointing angle, focal length, lens distortion, etc., and to ensure that the camera setting (such as height and pointing angle) have not changed. Similarly, it can be used to change camera settings (eg day/night or clear/mist conditions).

Markers can be placed at the side of the track, and these markers and any information encoded therein can be recognised by the system. When the system determines that it is passing these markers it can output this information to other systems. If the markers are at known positions, the location of the train can be determined.

The design of the markers should be such that they can be recognised in all environmental conditions. In addition, it is possible to uniquely identify which marker has been passed. The design of the markers is sufficiently distinct that other objects cannot be mistakenly identified as markers. In a preferred form, the markers are in the form of 2D barcodes, which can be easily recognized as such and decoded by the image processor.

There may be many markers at the trackside (eg to provide position information on different tracks or routes). The system is designed so that position reports are only generated for markers that are directly relevant to the train. For example, identical markers can be positioned at either side of a particular track, and the system can be constrained to report only when it passes between two identical markers. If 2D barcodes are used, then a marker can encode whether it is relevant to
the track to the left, to the track to the right, or both. It is also possible to limit the field of view of the camera so that it can only see markers directly to the left or right of the running track.

The markers placed on either side of the track can be designed so that the combination looks different from either side. This will allow the system to detect its direction of travel past the marker (ie whether the train is going 'up' or 'down' the track). If 2D barcodes are used, then this information can be encoded into them.

When a train passes the markers, the system outputs the identity of the markers and the time they were passed. To reduce 'dead reckoning' errors, the position of the train (determined as described above) is referenced to the last marker passed.

Specific markers can be used at critical points (such as switches and crossings) where it is important to know that the entire length of the train has cleared the critical point. A rear-facing camera at the rear of the train can be used to capture images of the environment behind the train, and if these markers are identified in the images, then it can be determined that the rear of the train (and thus the entire length of the train) has passed the critical point. This information can be used in a train control system.

Further, the system may be arranged so that a warning is given to a driver if the speed of the train is too great for its current position (for example, if it is approaching a bend too quickly). The warning may also be passed on to a train control system.

Specific embodiments of the system and its components will now be described with reference to the accompanying drawings, in which:

Figure 1 is a schematic view of the system as it would be installed in the driver's cab of a train;

Figure 2 is a schematic view of the environment in front of the train when a first embodiment is used;

Figure 3 is an image of the environment in front of the train when a second embodiment is used;

Figure 4 shows a transformed version of the image shown in Figure 3;
Figure 5 shows the image of Figure 4, with horizontal and vertical strips used in speed detection highlighted; and

Figure 6 shows a 2D barcode.

The main components of the system are:

- image capture device;
- trackside markers;
- image processor; and
- train control interface.

The image capture device 20, the image processor 30 and the train control interface 40 can all be provided in the driver's cab 10 as shown in Figure 1.

The image capture device captures images of the track ahead (or behind) the train, which images are used for speed, distance and position measurements. The device is designed to work in all weather conditions including day, night, tunnel darkness, snow and fog.

The system can use generally available visible/near infra-red (IR) camera technology with a CCD detector in order to keep costs low and to ensure commercial availability of products. The cameras are capable of operating from bright sunlight down to very low light levels (e.g. 0.01 lux). This range may be achieved by a switchable filter to adjust from day to night light levels (cf Sony camcorders with Night Shot capability). The image size is about 780 x 500 pixels with frame rates in the region of 25-30 Hz.

In a preferred form, the front-facing camera can be installed in the driver's cab of the train. However, this can cause problems with IR cameras, as the windscreens of driver's cabs often have IR cut-off filters. Thus, it is currently preferred to use monochrome visible light cameras, which can operate down to 0.5 lux.

This will give some night-time capability, but it is preferred for additional night-time illumination to be provided to give sufficient viewing range. Train headlights will provide visible illumination in the forward direction, but tail lamps will not provide sufficient power in the rear direction. Providing strong visible illumination at the rear of the train may cause confusion as to which is the front and
rear of the train and introduce safety hazards. Thus, the rear of the train may use
day/night IR cameras and IR illumination, which is invisible to the human eye.

In addition to night-time operation, illumination is also required when inside
tunnels. Activation of the illumination device can be triggered either by an ambient
light detector on the camera or directed by the processor unit.

As mentioned above, the system can include a rear-facing camera, so that it
can be determined whether the rear of the train has passed a particular point. The
rear carriage of a particular train may only be the rear carriage for that particular trip
(for example, the rear carriage mat just be an ordinary freight wagon), and so a rear-
facing camera should be provided in a removable unit, which can be attached to and
detached from a carriage as necessary. It is convenient for such a unit to be battery-
powered, and in order to reduce power consumption, the rear-facing camera should
only operate when directed to do so. Furthermore, the rate of image taking should
be controlled by the processor unit, as this will be varied dependent on, for example,
train speed, to achieve optimum results.

An accurate and dependable timer can be incorporated into the unit to record
the time at which images are taken. Alternatively, it may be possible to simply rely
on the frame rate of the camera.

Camera settings, such as the focal length of the lens, may be controlled by
the processor unit.

The image capture device is installed at the front (or back) of the train
pointing forwards (or backwards) along the track. The field of view of each camera
can be such that the either side of the route is visible together with the tracks.
However, in order to maximize visibility of the tracks (especially in tunnels, where
the glare from the tunnel mouth can adversely affect the camera setting), it is
preferred for the horizon to be above or close to the top of the image.

Video from the image capture device is streamed to the image processor over
the communication links.

Position markers mark specific points on the railway. They can be used as
part of interlocking controls to control a train through switches and crossings. In
addition, they can provide a position 'fix' to remove dead reckoning errors in the
positioning system. Because they are used to precisely locate trains, they are important for safety. The marker should be:

- easily recognisable by the positioning system in all conditions;
- distinguishable from other trackside objects;
- uniquely identifiable (i.e., not confused with other positioning markers); and
- at a fixed known location.

As the positioning system is based on images, it is possible for the markers to be identified by their shape. For example, readily identifiable shapes such as squares, triangles, circles, and so on can be used, and the marker can consist of a combination of shapes to distinguish it from other trackside objects such as signs. However, it is preferred for the markers to be in the form of 2D barcodes, and these will be described in detail later.

The markers should be placed sufficiently high above the ground to clear snow or flood water levels. Further, the markers should be designed to prevent them from being obscured by ice formation or snow deposits. For example, they can be thin and flat to avoid snow build-up and limit icicles.

The markers are recognisable for a train moving in either direction on the track. By having a marker either side of the track, the positioning system acts only on markers relevant to the track on which the train is running. If the markers on either side are distinguishable from each other, the direction of the train past the marker can be established.

On occasions, there may not be sufficient clearance to position the markers either side of the track. In this case, the markers could be fixed horizontally either within the rails, or at the sides of the track, for example on platform walls. The 'top' and 'bottom' of the marker are distinguishable in order to determine the direction of approach.

The markers may be labelled so that they are 'readable' by drivers or other personnel.

Figure 2 shows the environment in front of a train where such markers are used. The rails are schematically indicated at 60, and two markers are indicated at 70.
As can be seen, each marker consists of a sequence of shapes, formed from vertically-arranged flat plates fixed to a pole. The plates are mounted some distance above the ground, to clear snow or flood water levels. As the markers are vertically-arranged flat plates, snow will not build up on them.

In this embodiment, the top and bottom plates are right isosceles triangles; these shapes are only used as the top and bottom of the marker, and the direction in which they point allows the system to determine whether the markers are being approached in an up or down direction.

Between the top and bottom plates are three other plates of differing shapes, and the particular sequence of shapes is unique to this marker. The system can recognize the shapes used, and thus identify the marker and so the position of the train. The plates also have human-readable numbers marked on them.

Further, measurement aids can be installed along a route to provide additional features to help the positioning system take speed and distance measurements. For example, they could be used on long featureless straight sections of track where there are few objects that the positioning system can recognise and track.

For maximum benefit, and in particular for single-camera operation, it should be possible for the imaging system to scale the measurement aids. The measurement aids can thus be of known size or linked to other features of known size.

For maximum benefit, the measurement aids are readily recognisable in all weather conditions and when approaching from either direction. Unlike position markers, the aids are not associated with a particular position on a specific track; they can therefore be installed at any convenient trackside location.

The image processor analyses the images received from the image capture device and determines train distance, speed and position information. There are many possible implementation options for the image processing functions and the following describes one particular approach based on a single camera in each image capture device. It should be appreciated that other approaches are possible. In particular, the use of stereoscopic cameras in each image capture device lessens many of the distance-based constraints of the single camera approach.
The image processor carries out the following functions:
- low level processing of each frame;
- identification of points of interest in each frame;
- search for position markers;
- search for previous tracking points or new potential tracking points;
- motion analysis; and
- determination of track position and gauge.

Once installed in the train the image processor is initialised with the camera parameters. For single camera operation, the camera must be calibrated such that the position of the optical centre in the image is known to the image processor, together with the angular separation that each pixel represents from the optical axis. The image processor is also provided with initial information on the height of the camera, its pointing angle and the position of the 'Track Centre'. The Track Centre is the point mid-point between the two straight running rails at the bottom of the image frame. The image processor is also provided with information on the track gauge (standard distance between the running rails).

Low level processing of each frame takes place using standard image processing techniques to improve the usability of the image, for example, histogram equalization to increase brightness range in low brightness areas.

A corner detector is then used to identify potential points of interest in the image. An example corner detector is provided by H P Moravec, Towards automatic visual obstacle avoidance, Proceedings of the 5th International Joint Conference on Artificial Intelligence, Carnegie-Mellon University Pittsburgh, PA August 1977.

Those corners that are connected to motion are determined by differencing two or more images in the video stream.

The corner points are used in the analysis of tracking points and to search for position markers.

The pixel neighbourhoods of 'moving corners' are searched to determine whether these contain position markers. The triangles that are used in position markers are sought first. Straightforward triangle templates are used to match
similar triangles in the image. Two templates are used corresponding to the left and right pointing triangles in the position markers.

When a triangle is detected, it may correspond to the whole of the triangle in the position marker (or other object), or just the tip. Templates of increasing size are matched with the image to determine the size of the marker (or other object).

Vertically mounted markers are detected when there are two triangles of the same size located one above the other in the vertical direction. The image between the two triangles is then examined to identify other components of the marker. This again uses simple matching techniques for appropriately scaled templates of circles, squares etc.

If all the marker components are detected with sufficient confidence, the marker itself is detected and its identity is determined. Marker pairs are identified by two markers with the same identity.

The system reports that the train is passing the marker pair when both markers leave the field of view of the camera, one marker to the left hand side of the Track Centre (see above) and the other to the right hand side.

The above approach for vertically mounted markers is used similarly for horizontally mounted markers, with the necessary adjustments for marker positioning and geometry.

The 'moving corners' in each frame are used in the tracking process. When one of these points of interest is used to determine train position and speed it is termed a tracking point.

In the analysis of previous frames, tracking points have been identified and used to calculate train position and speed. In addition, points of interest in previous frames have been identified as potential tracking points.

The first step is to locate the position of previous tracking points in the current frame. From previous estimates of vehicle motion, the region of the current frame within which a tracking point is likely to be found can be estimated. Points of interest within the current frame are identified and the pixel neighbourhood around these points is matched with the pixel neighbourhood of the tracking point from previous frames. The best match is used as the location of the tracking point within the new frame.
A similar process is used to look for the correspondence of potential tracking points from previous frames with the current frame. Once a potential tracking point has been located with sufficient confidence in successive frames, it can be designated as an actual tracking point that can be used for determination of train speed and position.

Points of interest that have no correspondence with actual or potential tracking points from previous frames can be designated as potential tracking points for future frames.

The tracking points are used to determine the motion of the train. Each of the points in the real 3D world is mapped to a point on the 2D video frame. As the train moves the position of the 3D points relative to the train changes, dependent on the train's velocity. The points also move position on the corresponding video frame.

The mapping between 3D world position and 2D frames is a projective geometry transformation. The sequence of frames provides time and hence also velocity information. The position of the tracking points in the real 3D world and the velocity of the train can be estimated by determining the transformation which best fit the tracked points in time and space. For more details see, for example, The Geometry of Multiple Images, Fuageras and Quang-Tuan Luong, MIT Press. Note that it is necessary to take account of other possible motion in the field of view, particularly passing trains.

Only the relative positioning of the tracking points can be ascertained by this approach. To determine 'real world' positions, real scale and co-ordinate axis information need to be provided. This information can be derived from the image of the track in the video frame.

The XY plane is defined as the plane containing the tracks (see below for how the position of the tracks is determined). The direction of the X-axis can be set arbitrarily and could for example be in the direction of travel along a straight track section. Position information is calculated as the distance moved along the track and therefore the specific direction of X and Y-axes is unimportant.

Scale information is obtained from the track gauge (distance between the running rails). This information is provided to the system at initialisation. An
explanation of how the track gauge is identified in the image frames will be given below.

The basic method to identify track position is to extract the image region around the track centre at the bottom of the image. As the top surfaces of the running rails are typically the brightest portions of this part of the image, the region is thresholded and then processed using a Hough transform to recover the intercept and gradient parameters of the main lines in the image.

The lines closest to the track centre are typically those of the inside edge of the running rail. However, the line information is filtered and correlated over time, so that short periods when switch and crossing rails or other rails and straight edges (eg from shadows) are found between the running rails do not result in these objects being mistakenly identified as running rails.

Once the running rails are identified, tracking points associated with a particular point along the rails can be positioned in '3D'. For example, the point where a tracksider marker meets the ground can be associated with the track point with which it is 'level' in the image. In the absence of any tracksider markers, tracking points that pass beneath the camera between the running rails can be assumed to be at track height and hence associated with the track at that 'level' in the image. Using the height of the camera, its pointing angle and knowledge of the angular distance of the tracking points from the optical centre, the 'real world' position of the tracking point from the camera can be determined by geometry. A similar approach can be used for markers of a known size, without reference to the tracks.

Once the tracking points are located in 3D, the scale and co-ordinate axes can be defined. A natural set of co-ordinates is for the track to lie in the XY plane with the Y axis set in the initial direction of motion.

The track information can also be used for calibration of the external and internal parameters of the cameras. As the tracks are parallel, they converge at the 'vanishing point' in the projected image. In general, the vanishing point can be used in determining the pointing angle of a camera relative to the plane and direction of the tracks. The track also provides data for the calibration of internal camera

A second, and presently preferred, embodiment will now be described. It has been found that reliably identifying and tracking 3D points, as described above, is computationally intensive, and so in a preferred method, the speed is derived from images of the track bed.

As a first step, the projection transformation which maps the 3D world onto the 2D image captured by the camera is undone, to give an image which appears to look directly down onto the tracks. The necessary information for this is contained within the track geometry. In particular, the "vanishing point" (the point at which all parallel lines which run perpendicular to the image plane seem to converge) can be ascertained.

Figure 3 shows an image as captured by a camera of the environment in front of the train, showing how the parallel lines of the rails seem to converge. (A similar image, of the environment at the rear of the train, could be captured using a rear-facing camera; the direction in which the camera faces is immaterial). Using this information, the part of the image A bounded by the thick black lines can be transformed into image B (shown in Figure 4), which appears to look down on the tracks. It is less computationally intensive to work on 2D images such as those of the type shown in Figure 4.

The speed of the train is then estimated using optical flow. This is a standard technique for deriving the motion of objects from the displacement of pixels through an image sequence.

The approach used in this embodiment estimates how a strip of pixels has moved between image frames. Multiple strips are used, to allow multiple measurements to be made from each frame. The results are statistically combined to give a motion estimate for each frame. The statistics of the multiple measurements also provide a quality or confidence measure of the speed estimate, which can be used in safety management.

The method can use strips which are horizontal or vertical in the image frame. Two such strips (one of each type) are shown in Figure 5. It has been found
that there is enough "texture" in the ballast and in other objects in the track to allow the displacement of each strip from frame to frame to be determined. The initial estimate of train speed is made in pixels per frame (for example, a horizontal strip moved down ten pixels from one frame to the next in images taken using a front-facing camera). A calibration factor is then used to convert the number of pixels to the distance covered between frames. To obtain this factor, the camera needs to be calibrated prior to use. The essential calibration information is the field of view of the camera and the track gauge of the infrastructure, but alternative methods can be used.

For improved accuracy, the speed estimate can be refined to take account of track curvature and train suspension effects (causing motion of the camera relative to the track). One approach to make these refinements is to use information on the pointing angle of the camera relative to the rails combined with geometrical principles. The position of the rails in Fig. 4 can be extracted using a method similar to that described above for detecting the edges of the barcodes. Each edge of the rail is detected with an edge detection filter and "edgelets" are identified. Parallel edgelets with an appropriate separation are classified as rail candidates, and the other edgelets are discarded. The remaining edgelets are connected into chains that identify the rails.

Once the distance covered by the train between frames is known, the speed of the train can be calculated from the (known) interval between frames. A particularly preferred form of marker will now be described.

The markers described above had information encoded in them through their shapes. However, this has a number of limitations (not least in the amount of information that can be encoded), and so it is preferred to use 2D barcodes as markers. A suitable form of 2D barcode (the Datamatrix barcode) is shown in Figure 6, and the following description will be concerned with this type of 2D barcode. However, it will be appreciated that other forms of 2D barcode can be used.

The left and bottom edges of the Datamatrix 2D barcode have solid black bars, allowing the barcode to be located. The right and top edges have a
synchronization pattern of alternating black and white, which allows the module width and offset to be determined.

To identify the barcode, the black edges are detected. The image is passed through a Sobel edge detection filter, and the edge image is filtered using a non-maximal suppression filter to accurately locate the position of the edge.

Straight runs of edge pixels which have an edge direction perpendicular to the run are located and identified as "edgelets". Straightness constraints are placed on these edgelets to avoid following edges around corners, and finding other curved images in the image.

From the list of edgelets, pairs which could be used to describe the edges of a Datamatrix barcode are sought. Edgelets will be paired if they meet the following criteria:

- they are within 22.5° of being perpendicular;
- the separation between their centres is no more that 85 pixels;
- a point of intersection between the continuation of both lines is not within the centre 60% of either edgelet;
- the centre of the each edgelet form the point of intersection is more than 60 pixels; and
- the gradient of the intensity edges associated with both edgelets is decreasing (ie white to black) in the direction of the included angle.

Once candidate pairs of edgelets have been found, the lines are defined as being from the point of intersection of the two lines (which may lie beyond the length of the identified edgelet) to the far end of either edgelet. The edgelets may not cover the whole length of the border. Both edges are therefore allowed to grow away from the intersection point. The average dot-product of the edge vector of each pixel under the line with a vector perpendicular to the line is calculated. The line is allowed to extend so long as the equivalent dot-product of the next pixel is greater than one-quarter of the average value for the line. Typically, by the end of this step, the two edges describe two full sides of the Datamatrix barcode.

The shape of the barcode can then be taken as that of the parallelogram, described by the two edges (that is, the opposite sides are parallel). Each Datamatrix barcode is then extracted from the image by resampling the parallelogram, to give a
square 200 by 200 pixel image. A bi-cubic interpolation routine is used to maintain a reasonable level of edge information. Also, the intensities across the image are normalized using locally calculated minimum and maximum values.

The extract Datamatrix can then be decoded to determine the unique marker information that it contains.

It is important that the image processor is analysing images from the correct image capture device. The association between the two devices may change, eg if the processor is remote from the image capture device and a new rear device is added to a freight train (see below). In such cases, the reconfiguration should be straightforward to carry out and check. A physical key can therefore be provided for each image capture device unit that can be inserted into the image processor to secure communications between the two devices.

Devices may be connected by cabled or wireless connections. Wireless connections are most likely to be required when providing train integrity for a freight train. In this case, the rear device may be mounted on a wagon on which no power supply or other connection is available. To maximise battery life, the image capture device may be mounted on the rear wagon, but the image processor may be installed in the locomotive where power is available.

A communications link can be provided to connect the two devices. The link has sufficient bandwidth to send images to the image processor at the required rate (eg video rate). The link is as low power as possible, commensurate with a high quality link over the length of the train. Possible technologies are 'WiFi' (with extender units mounted on intermediate rolling stock where necessary) or emerging WiMAX technology.

Alternatively, if the rear unit also carries out image processing, then a communications link with a wide bandwidth is not necessary, and the ZigBee standard can be used for data transmission.

The link must be easy to install and in order to be compatible with all vehicle types, the antennas for the link may be directed underneath the train.

To support the communication of different components of the positioning system, the communications links should permit networked operation.
The communications system should be 'closed' by keys or similar devices, so that components of the positioning system only communicate with other components on the same train.

The train control interface unit provides the interface between the positioning system and a train control system that is using the positioning system for train detection.

It takes the input from image processor units and reports distance, speed, position and time error estimates to the train control system. It receives requests from the train control system for updates and also receives instructions to change system parameters (eg reporting frequency).

The interface unit provides alarms to the train control system of any failure or warning conditions within the positioning system.
CLAIMS

1. A system for determining the speed and/or position of a train or a similar vehicle, comprising:
   an image capture device, for mounting on the train in such a position that it can capture a sequence of images of the environment ahead of or behind the train; and
   an image processor, for processing the images captured by the image capture device,
   wherein the image processor processes said sequence of images and derives the speed of the train from the apparent motion of objects in the images.

2. A system as claimed in claim 1, wherein the time at which each image in the sequence is captured is recorded, and the speed of the train is determined based on the time between images.

3. A system as claimed in claim 1 or claim 2, wherein the image processor transforms each captured image of the environment ahead of the train to give an image looking down on the tracks, and uses these transformed images to derive the speed of the train.

4. A system as claimed in claim 3, wherein the image processor derives the speed of the train by measuring how far (in pixels) a strip of pixels has moved from one transformed image to the next, calculating the distance moved per frame using a preset calibration factor for converting pixels into distance, and calculating the speed of the train using the time interval between frames.

5. A system as claimed in any preceding claim, wherein information about the track (such as the position of the rails) is extracted from the images by the image processor, and used to measure camera parameters, which can in turn be used to refine the speed estimate.
6. A system as claimed in any preceding claim, wherein the image processor also recognizes trackside markers, each of which uniquely identifies its position, thus deriving the position of the train from the identity of the marker.

7. A system for determining the speed and/or position of a train or a similar vehicle, comprising:

   - an image capture device, for mounting on the train in such a position that it can capture a sequence of images of the environment ahead of or behind the train;
   - an image processor, for processing the images captured by the image capture device,

   wherein the image processor recognizes trackside markers, each of which uniquely identifies its position, thus deriving the position of the train from the identity of the marker.

8. A system as claimed in claim 6 or claim 7, wherein the position of the marker is uniquely identified by its appearance, which is analyzed by the image processor.

9. A system as claimed in claim 8, wherein the markers are in the form of 2D barcodes, such as Datamatrix barcodes.

10. A system as claimed in any of claims 6 to 9, wherein the current position of the train is calculated based on the speed of the train and the position of the last marker passed.

11. A system as claimed in any preceding claim, comprising a front image capture device and a rear image capture image device, which allow images of the environments in front of and behind the train to be captured.

12. A system as claimed in claim 11, wherein a single image processor associated with the front image capture device is used to process the images from
the front image capture device and the rear image capture device, the rear image capture device being in communication with the image processor.

13. A system as claimed in claim 11 or claim 12, wherein the position of the rear of train is used for train or infrastructure control.

14. A system as claimed in any of claims 11 to 13, wherein the rear image capture device is battery-powered.

15. A system as claimed in claim 12, wherein said rear image capture device is controlled from the front of the train to only capture images when instructed to do so.

16. A system as claimed in any of claims 11 to 15, wherein said rear image capture device is security-keyed to said front image capture device.

17. A system as claimed in any preceding claim, additionally comprising a train control interface, for reporting speed, position etc to a train control system.

18. A train on which a system as claimed in any preceding claim is installed.
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