SILHOUETTE-BASED LIMB FINDER DETERMINATION

A silhouette-based limb finder may be used to detect limbs from a camera image. This limb determination may be used to control an application, such as a game, or a combination with other image processing. A first distance field indicating a distance from the edge of a silhouette in an image and a second distance field indicating distance from a location in the silhouette may be used to generate a path from an extremity point on the silhouette to the location. This path then may be used to determine a limb in the silhouette. This allows tracking of limbs even for hard to detect player poses.
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SILHOUETTE-BASED LIMB FINDER DETERMINATION

BACKGROUND

[0001] Many computing applications, such as computer games, use controllers to provide input. Typically, controllers are used to control an object or character in the application. Recently, cameras have been used to allow users to control game characters or other aspects of an application without the need for conventional handheld game controllers. Such camera-based controllers may identify users captured by cameras, and detect motion or other behaviors of the users.

SUMMARY

[0002] A silhouette-based limb finder may be used to detect limbs from a camera image. This limb determination may be used to control an application, such as a game, by itself or in combination with other image processing.

[0003] A silhouette may be the portion of a camera image associated with an object, such as a person, in the camera image. The silhouette may be obtained from the output of a segmentation process that identifies objects in the camera image.

[0004] A first distance field indicating a distance from the edge of a silhouette along with a second distance field indicating distance from a location in the silhouette may be used to generate a path from an extremity point on the silhouette to the location. This path then may be used to determine a limb in the silhouette. This may allow tracking of limbs even for player poses that are not well suited for skeletal tracking techniques.

[0005] This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used to limit the scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] FIGS. 1A and 1B illustrate an example of a tracking system with a user playing a boxing video game.

[0007] FIG. 2A illustrates an example of the capture device that may be used in the tracking system.

[0008] FIG. 2B illustrates an example of the image processing module introduced in FIG. 2A.
FIG. 3 illustrates an example of a computing system that may be the computing system shown in FIGS. 1A-2B used to track motion and/or animate (or otherwise update) an avatar or other on-screen object displayed by an application.

FIG. 4 illustrates another example of a computing system that may be the computing system shown in FIGS. 1A-2B used to track motion and/or animate (or otherwise update) an avatar or other on-screen object displayed by an application.

FIG. 5 is a flow chart that illustrates an example process for silhouette based limb detection.

FIG. 6A illustrates a simplified example of a silhouette.

FIG. 6B illustrates a simplified example of a first distance field showing distance from an edge for the simplified silhouette of Figure 6A.

FIG. 6C illustrates a simplified example of a second distance field showing distance from a location in a silhouette for the simplified silhouette of Figure 6A.

FIG. 7 is a flow chart of an exemplary method using first and second distance fields to determine a path from an extremity to a location in the silhouette.

FIG. 8A illustrates an example of a portion of a silhouette.

FIG. 8B illustrates an example of a first distance field showing distance from a silhouette edge for the portion of a silhouette shown in Figure 8A.

FIG. 8C illustrates a simplified example of a second distance field showing distance from a location in a silhouette for the portion of a silhouette of Figure 8A.

FIGs. 9A-D illustrate examples of silhouette based limb finding.

FIGs. 10A-B illustrate examples of silhouette based limb finding.

DETAILED DESCRIPTION

Camera based controllers may rely on skeletal tracking (ST) techniques to detect motion or other user behaviors. ST techniques may locate the joints of the tracked users in space and track their movements over time. ST techniques are typically developed based on machine learning and are thus most effective when used with user poses similar to the poses in the training set. For example, ST often works best to detect users standing or sitting, and facing the camera. ST techniques are less reliable for detecting other types of user behaviors. For example, ST techniques are typically unreliable for detecting poses where the user is contorted, near the floor, or in a
sideways position with respect to the camera. Limb finder determination using two
distance fields may allow for tracking of the user in such unusual positions.

[0022] Although the following describes a gaming console example in detail, it
is to be understood that the limb finder method may be done on other devices including
Personal Computers (PCs), and hand held devices, such as smart phones. The limb
finder method may be used for non-gaming applications as well.

[0023] FIGS. 1A and 1B illustrate an example of a tracking system 100 with
a user 118 playing a boxing video game. In an example, the tracking system 100
may be used to recognize, analyze, and/or track a human target such as the user 118 or
other objects within range of the tracking system 100. As shown in FIG. 1A, the
tracking system 100 includes a computing system 112 and a capture device 120. As
will be describe in additional detail below, the capture device 120 may be used to
obtain depth images and color images (also known as Red/Green/Blue (RGB)
images) that may be used by the computing system 112 to identify one or more
users or other objects, as well as to track motion and/or other user behaviors. The
tracked motion and/or other user behavior may be used to update an
application. Therefore, a user may manipulate game characters or other aspects of the
application by using movement of the user's body and/or objects around the user,
rather than (or in addition to) using controllers, remotes, keyboards, mice, or the
like. For example, a video game system may update the position of images
displayed in a video game based on the new positions of the objects or update an
avatar based on motion of the user.

[0024] The computing system 112 may be a computer, a gaming system or
console, or the like. According to an example, the computing system 112
may include hardware components and/or software components such that computing
system 112 may be used to execute applications such as gaming applications, non-
gaming applications, or the like. In one example, computing system 112 may include
a processor such as a standardized processor, a specialized processor, a
microprocessor, or the like that may execute instructions stored on a processor
readable storage device for performing the processes described herein.

[0025] The capture device 120 may be, for example, a camera that may be
used to visually monitor one or more users, such as the user 118, such that gestures
and/or movements performed by the one or more users may be captured, analyzed,
and tracked to perform one or more controls or actions within the application and/or animate an avatar or on-screen character, as will be described in more detail below.

[0026] According to one example, the tracking system 100 may be connected to an audiovisual device 116 such as a television, a monitor, a high-definition television (HDTV), or the like that may provide game or application visuals and/or audio to a user such as the user 118. For example, the computing system 112 may include a video adapter such as a graphics card and/or an audio adapter such as a sound card that may provide audiovisual signals associated with the game application, non-game application, or the like. The audiovisual device 116 may receive the audiovisual signals from the computing system 112 and may then output the game or application visuals and/or audio associated with the audiovisual signals to the user 118. According to one example, the audiovisual device 16 may be connected to the computing system 112 via, for example, an S-Video cable, a coaxial cable, a High-Definition Multimedia Interface (HDMI) cable, a Digital Video Interface (DVI) cable, a Video Graphics Array (VGA) cable, component video cable, or the like.

[0027] As shown in FIGS. 1A and IB, the tracking system 100 may be used to recognize, analyze, and/or track a human target such as the user 118. For example, the user 118 may be tracked using the capture device 120 such that the gestures and/or movements of user 118 may be captured to animate an avatar or on-screen character and/or may be interpreted as controls that may be used to affect the application being executed by computing system 112. Thus, according to one example, the user 118 may move his or her body to control the application and/or animate the avatar or on-screen character.

[0028] In the example depicted in FIGS. 1A and IB, the application executing on the computing system 112 may be a boxing game that the user 118 is playing. For example, the computing system 112 may use the audiovisual device 116 to provide a visual representation of a boxing opponent 138 to the user 118. The computing system 112 may also use the audiovisual device 116 to provide a visual representation of a player avatar 140 that the user 118 may control with his or her movements. For example, as shown in FIG. IB, the user 118 may throw a punch in physical space to cause the player avatar 140 to throw a punch in game space. Thus, according to an example, the computer system 112 and the capture device 120 recognize and analyze the punch of the user 118 in physical space such that the
punch may be interpreted as a game control of the player avatar 140 in game space and/or the motion of the punch may be used to animate the player avatar 140 in game space.

[0029] Other movements by the user 118 may also be interpreted as other controls or actions and/or used to animate the player avatar, such as controls to bob, weave, shuffle, block, jab, or throw a variety of different power punches. Furthermore, some movements may be interpreted as controls that may correspond to actions other than controlling the player avatar 140. For example, in one example, the player may use movements to end, pause, or save a game, select a level, view high scores, communicate with a friend, etc. According to another example, the player may use movements to select the game or other application from a main user interface. Thus, in example, a full range of motion of the user 118 may be available, used, and analyzed in any suitable manner to interact with an application.

[0030] In example, the human target such as the user 118 may have an object. In such example examples, the user of an electronic game may be holding the object such that the motions of the player and the object may be used to adjust and/or control parameters of the game. For example, the motion of a player holding a racket may be tracked and utilized for controlling an on-screen racket in an electronic sports game. In another example, the motion of a player holding an object may be tracked and utilized for controlling an on-screen weapon in an electronic combat game. Objects not held by the user may also be tracked, such as objects thrown, pushed or rolled by the user (or a different user) as well as self-propelled objects. In addition to boxing, other games may also be implemented.

[0031] According to other examples, the tracking system 100 may further be used to interpret target movements as operating system and/or application controls that are outside the realm of games. For example, virtually any controllable aspect of an operating system and/or application may be controlled by movements of the target such as the user 118.

[0032] FIG. 2A illustrates an example of the capture device 120 that may be used in the tracking system 100. According to an example, the capture device 120 may be configured to capture video with depth information including a depth image that may include depth values via any suitable technique including, for example, time-of-flight, structured light, stereo image, or the like. According to one example,
the capture device 120 may organize the depth information into "Z layers," or layers that may be perpendicular to a Z axis extending from the depth camera along its line of sight.

[0033] As shown in FIG. 2A, the capture device 120 may include an image camera component 222. According to an example, the image camera component 222 may be a depth camera that may capture a depth image of a scene. The depth image may include a two-dimensional (2-D) pixel area of the captured scene where each pixel in the 2-D pixel area may represent a depth value such as a distance in, for example, centimeters, millimeters, or the like of an object in the captured scene from the camera.

[0034] As shown in FIG. 2A, according to an example, the image camera component 222 may include an infra-red (IR) light component 224, a three-dimensional (3-D) camera 226, and an RGB camera 228 that may be used to capture the depth image of a scene. For example, in time-of-flight analysis, the IR light component 224 of the capture device 120 may emit an infrared light onto the scene and may then use sensors (not shown) to detect the backscattered light from the surface of one or more targets and objects in the scene using, for example, the 3-D camera 226 and/or the RGB camera 228. In some examples, pulsed infrared light may be used such that the time between an outgoing light pulse and a corresponding incoming light pulse may be measured and used to determine a physical distance from the capture device 120 to a particular location on the targets or objects in the scene. Additionally, in other examples, the phase of the outgoing light wave may be compared to the phase of the incoming light wave to determine a phase shift. The phase shift may then be used to determine a physical distance from the capture device to a particular location on the targets or objects.

[0035] According to another example, time-of-flight analysis may be used to indirectly determine a physical distance from the capture device 120 to a particular location on the targets or objects by analyzing the intensity of the reflected beam of light over time via various techniques including, for example, shuttered light pulse imaging.

[0036] In another example, the capture device 120 may use a structured light to capture depth information. In such an analysis, patterned light (i.e., light displayed as a known pattern such as grid pattern, a stripe pattern, or different pattern) may be projected onto the scene via, for example, the IR light component
Upon striking the surface of one or more targets or objects in the scene, the pattern may become deformed in response. Such a deformation of the pattern may be captured by, for example, the 3-D camera 226 and/or the RGB camera 28 and may then be analyzed to determine a physical distance from the capture device to a particular location on the targets or objects. In some implementations, the IR Light component 224 is displaced from the cameras 226 and 228 so triangulation may be used to determined distance from cameras 226 and 228. In some implementations, the capture device 120 will include a dedicated IR sensor to sense the IR light.

According to another example, the capture device 120 may include two or more physically separated cameras that may view a scene from different angles to obtain visual stereo data that may be resolved to generate depth information. Other types of depth image sensors may also be used to create a depth image.

The capture device 120 may further include a microphone 130. The microphone 130 may include a transducer or sensor that may receive and convert sound into an electrical signal. According to one example, the microphone 130 may be used to reduce feedback between the capture device 120 and the computing system 112 in the target recognition, analysis, and tracking system 100. Additionally, the microphone 30 may be used to receive audio signals (e.g., voice commands) that may also be provided by the user to control applications such as game applications, non-game applications, or the like that may be executed by the computing system 112.

In an example, the capture device 120 may further include a processor 232 that may be in operative communication with the image camera component 222. The processor 232 may include a standardized processor, a specialized processor, a microprocessor, or the like that may execute instructions including, for example, instructions for receiving a depth image, generating the appropriate data format (e.g., frame) and transmitting the data to computing system 112.

The capture device 120 may further include a memory component 234 that may store the instructions that may be executed by the processor 232, images or frames of images captured by the 3-D camera and/or RGB camera, or any other suitable information, images, or the like. According to an example, the memory component 234 may include random access memory (RAM), read only memory (ROM), cache, Flash memory, a hard disk, or any other suitable storage component. As shown in FIG. 2A, in one example, the memory component 234 may be a
separate component in communication with the image capture component 222 and the processor 232. According to another example, the memory component 234 may be integrated into the processor 232 and/or the image capture component 222.

[0041] The memory component 234 may comprise a storage medium having a concrete, tangible, physical structure. As is known, a signal does not have a concrete, tangible, physical structure. Memory, as well as any computer-readable storage medium described herein, is not to be construed as a signal. The memory, as well as any computer-readable storage medium described herein, is not to be construed as a transient signal. The memory, as well as any computer-readable storage medium described herein, is not to be construed as a propagating signal. The memory, as well as any computer-readable storage medium described herein, is to be construed as an article of manufacture.

[0042] As shown in FIG. 2A, the capture device 120 may be in communication with the computing system 212 via a communication link 236. The communication link 236 may be a wired connection including, for example, a USB connection, a Firewire connection, an Ethernet cable connection, or the like and/or a wireless connection such as a wireless 802.11b, g, a, or n connection. According to one example, the computing system 112 may provide a clock to the capture device 120 that may be used to determine when to capture, for example, a scene via the communication link 236. Additionally, the capture device 120 provides the depth images and color images captured by, for example, the 3-D camera 226 and/or the RGB camera 228 to the computing system 112 via the communication link 236. In one example, the depth images and color images are transmitted at 30 frames per second. The computing system 112 may then use the model, depth information, and captured images to, for example, control an application such as a game or word processor and/or animate an avatar or on-screen character.

[0043] Computing system 112 includes gestures library 240, structure data 242, depth image processing and object reporting module 244 and application 246. Depth image processing and object reporting module 244 uses the depth images to track motion of objects, such as the user and other objects. To assist in the tracking of the objects, depth image processing and object reporting module 244 uses gestures library 240 and structure data 242.
[0044] Structure data 242 includes structural information about objects that may be tracked. For example, a skeletal model of a human may be stored to help understand movements of the user and recognize body parts. Structural information about inanimate objects may also be stored to help recognize those objects and help understand movement.

[0045] Gestures library 240 may include a collection of gesture filters, each comprising information concerning a gesture that may be performed by the skeletal model (as the user moves). The data captured by the cameras 226, 228 and the capture device 120 in the form of the skeletal model and movements associated with it may be compared to the gesture filters in the gesture library 240 to identify when a user (as represented by the skeletal model) has performed one or more gestures. Those gestures may be associated with various controls of an application. Thus, the computing system 112 may use the gestures library 240 to interpret movements of the skeletal model and to control application 246 based on the movements. As such, gestures library may be used by depth image processing and object reporting module 244 and application 246.

[0046] Application 246 can be a video game, productivity application, etc. In one example, depth image processing and object reporting module 244 will report to application 246 an identification of each object detected and the location of the object for each frame. Application 246 will use that information to update the position or movement of an avatar or other images in the display.

[0047] FIG. 2B illustrates an example of the image processing module 244 introduced in FIG. 2A. Referring to FIG. 2B, the image processing module 244 is shown as including Silhouette Generation module 270, Limb finder determination module 270, Depth image processing module 260 including depth image segmentation module 244 and other image processing module 262.

[0048] Silhouette generation 270 may be used to create a silhouette of a user. The silhouette may be the pixels corresponding to a user. In one example, the silhouette may be generated by depth image segmentation module 252.

[0049] In an example, the depth image segmentation module 252 is configured to detect one or more users (e.g., human targets) within a depth image, and associates a segmentation value with each pixel. Such segmentation values are used to indicate which pixels correspond to a user. For example, a segmentation
value of 1 may be assigned to all pixels that correspond to a first user, a segmentation value of 2 may be assigned to all pixels that correspond to a second user, and an arbitrary predetermined value (e.g., 255) may be assigned to the pixels that do not correspond to a user. It is also possible that segmentation values may be assigned to objects, other than users, that are identified within a depth image, such as, but not limited to, a tennis racket, a jump rope, a ball, a floor, or the like. In an example, as a result of a segmentation process performed by the depth image segmentation module 252, each pixel in a depth image will have four values associated with the pixel, including: an x-position value (i.e., a horizontal value); a y-position value (i.e., a vertical value); a z-position value (i.e., a depth value); and a segmentation value, which was just explained above. In other words, after segmentation, a depth image may specify that a plurality of pixels correspond to a user, wherein such pixels may also be referred to as a depth-based silhouette of a user. Additionally, the depth image may specify, for each of the pixels corresponding to the user, a pixel location and a pixel depth. The pixel location may be indicated by an x-position value (i.e., a horizontal value) and a y-position value (i.e., a vertical value). The pixel depth may be indicated by a z-position value (also referred to as a depth value), which is indicative of a distance between the capture device (e.g., 120) used to obtain the depth image and the portion of the user represented by the pixel.

[0050] Pixels of an image with a specific segmentation value may thus define a silhouette. In one example, a depth buffer stores segmentation values along with depth image values. Other ways of obtaining a silhouette may also be used.

[0051] The limb finder module determination module 272 may use the generated silhouette to determine limbs based on generated distance fields as described with respect to figures 5 and 7. The result of the limb finder module determination module 272 may be used to provide input to the application, by itself or in combination with other image processing 262.

[0052] Still referring to FIG. 2B, in an example, a depth-based center-of-mass module 254 may be used to determine a depth-based center-of-mass position for the plurality of pixels corresponding to a user that accounts for distances between the portions of the user represented by the pixels and the capture device used to obtain the depth image. This center of mass position may be used as the location to construct the second distance field as described below with respect to Figure 7.
FIG. 3 illustrates an example of a computing system that may be the computing system 112 shown in FIGS. 1A-2B used to track motion and/or animate (or otherwise update) an avatar or other on-screen object displayed by an application. The computing system such as the computing system 112 described above with respect to FIGS. 1A-2 may be a multimedia console, such as a gaming console. As shown in FIG. 3, the multimedia console 300 has a central processing unit (CPU) 301 having a level 1 cache 102, a level 2 cache 304, and a flash ROM (Read Only Memory) 306. The level 1 cache 302 and a level 2 cache 304 temporarily store data and hence reduce the number of memory access cycles, thereby improving processing speed and throughput. The CPU 301 may be provided having more than one core, and thus, additional level 1 and level 2 caches 302 and 304. The flash ROM 306 may store executable code that is loaded during an initial phase of a boot process when the multimedia console 300 is powered ON.

A graphics processing unit (GPU) 308 and a video encoder/video codec (coder/decoder) 314 form a video processing pipeline for high speed and high resolution graphics processing. Data is carried from the graphics processing unit 308 to the video encoder/video codec 314 via a bus. The video processing pipeline outputs data to an A/V (audio/video) port 340 for transmission to a television or other display. A memory controller 310 is connected to the GPU 308 to facilitate processor access to various types of memory 312, such as, but not limited to, a RAM (Random Access Memory).

The multimedia console 300 includes an I/O controller 320, a system management controller 322, an audio processing unit 323, a network interface 324, a first USB host controller 326, a second USB controller 328 and a front panel I/O subassembly 330 that are preferably implemented on a module 318. The USB controllers 326 and 328 serve as hosts for peripheral controllers 342(1)-342(2), a wireless adapter 348, and an external memory device 346 (e.g., flash memory, external CD/DVD ROM drive, removable media, etc.). The network interface 324 and/or wireless adapter 348 provide access to a network (e.g., the Internet, home network, etc.) and may be any of a wide variety of various wired or wireless adapter components including an Ethernet card, a modem, a Bluetooth module, a cable modem, and the like.

System memory 343 is provided to store application data that is loaded during the boot process. A media drive 344 is provided and may comprise a
DVD/CD drive, Blu-Ray drive, hard disk drive, or other removable media drive, etc. The media drive 344 may be internal or external to the multimedia console 300. Application data may be accessed via the media drive 344 for execution, playback, etc. by the multimedia console 300. The media drive 344 is connected to the I/O controller 320 via a bus, such as a Serial ATA bus or other high speed connection (e.g., IEEE 1394).

[0057] The memory 312, 343 and 346 may comprise a storage medium having a concrete, tangible, physical structure. As is known, a signal does not have a concrete, tangible, physical structure. Memory, as well as any computer-readable storage medium described herein, is not to be construed as a signal. The memory, as well as any computer-readable storage medium described herein, is not to be construed as a transient signal. The memory, as well as any computer-readable storage medium described herein, is not to be construed as a propagating signal. The memory, as well as any computer-readable storage medium described herein, is to be construed as an article of manufacture.

[0058] The system management controller 322 provides a variety of service functions related to assuring availability of the multimedia console 300. The audio processing unit 323 and an audio codec 332 form a corresponding audio processing pipeline with high fidelity and stereo processing. Audio data is carried between the audio processing unit 323 and the audio codec 332 via a communication link. The audio processing pipeline outputs data to the A/V port 340 for reproduction by an external audio player or device having audio capabilities.

[0059] The front panel I/O subassembly 330 supports the functionality of the power button 350 and the eject button 352, as well as any LEDs (light emitting diodes) or other indicators exposed on the outer surface of the multimedia console 300. A system power supply module 336 provides power to the components of the multimedia console 300. A fan 338 cools the circuitry within the multimedia console 300.

[0060] The CPU 301, GPU 308, memory controller 310, and various other components within the multimedia console 300 are interconnected via one or more buses, including serial and parallel buses, a memory bus, a peripheral bus, and a processor or local bus using any of a variety of bus architectures. By way of example, such architectures may include a Peripheral Component Interconnects (PCI) bus, PCI-Express bus, etc.
[0061] When the multimedia console 300 is powered ON, application data may be loaded from the system memory 343 into memory 312 and/or caches 302, 304 and executed on the CPU 301. The application may present a graphical user interface that provides a consistent user experience when navigating to different media types available on the multimedia console 300. In operation, applications and/or other media contained within the media drive 344 may be launched or played from the media drive 344 to provide additional functionalities to the multimedia console 300.

[0062] The multimedia console 300 may be operated as a standalone system by simply connecting the system to a television or other display. In this standalone mode, the multimedia console 300 allows one or more users to interact with the system, watch movies, or listen to music. However, with the integration of broadband connectivity made available through the network interface 324 or the wireless adapter 348, the multimedia console 300 may further be operated as a participant in a larger network community.

[0063] When the multimedia console 300 is powered ON, a set amount of hardware resources are reserved for system use by the multimedia console operating system. These resources may include a reservation of memory (e.g., 16MB), CPU and GPU cycles (e.g., 5%), networking bandwidth (e.g., 8 Kbps), etc. Because these resources are reserved at system boot time, the reserved resources do not exist from the application's view.

[0064] In particular, the memory reservation preferably is large enough to contain the launch kernel, concurrent system applications and drivers. The CPU reservation is preferably constant such that if the reserved CPU usage is not used by the system applications, an idle thread will consume any unused cycles.

[0065] With regard to the GPU reservation, lightweight messages generated by the system applications (e.g., popups) are displayed by using a GPU interrupt to schedule code to render popup into an overlay. The amount of memory required for an overlay depends on the overlay area size and the overlay preferably scales with screen resolution. Where a full user interface is used by the concurrent system application, it is preferable to use a resolution independent of application resolution. A scaler may be used to set this resolution such that the need to change frequency and cause a TV resynch is eliminated.
[0066] After the multimedia console 300 boots and system resources are reserved, concurrent system applications execute to provide system functionalities. The system functionalities are encapsulated in a set of system applications that execute within the reserved system resources described above. The operating system kernel identifies threads that are system application threads versus gaming application threads. The system applications are preferably scheduled to run on the CPU 301 at predetermined times and intervals in order to provide a consistent system resource view to the application. The scheduling is to minimize cache disruption for the gaming application running on the console.

[0067] When a concurrent system application requires audio, audio processing is scheduled asynchronously to the gaming application due to time sensitivity. A multimedia console application manager (described below) controls the gaming application audio level (e.g., mute, attenuate) when system applications are active.

[0068] Input devices (e.g., controllers 342(1) and 342(2)) are shared by gaming applications and system applications. The input devices are not reserved resources, but are to be switched between system applications and the gaming application such that each will have a focus of the device. The application manager preferably controls the switching of input stream, without knowledge the gaming application's knowledge and a driver maintains state information regarding focus switches. The cameras 226, 228 and capture device 120 may define additional input devices for the console 300 via USB controller 326 or other interface.

[0069] FIG. 4 illustrates another example of a computing system 420 that may be the computing system 112 shown in FIGS. 1A-2B used to track motion and/or animate (or otherwise update) an avatar or other on-screen object displayed by an application. The computing system 420 is only one example of a suitable computing system and is not intended to suggest any limitation as to the scope of use or functionality of the presently disclosed subject matter. Neither should the computing system 420 be interpreted as having any dependency or requirement relating to any one or combination of components illustrated in the exemplary computing system 420. In some examples the various depicted computing elements may include circuitry configured to instantiate specific aspects of the present disclosure. For example, the term circuitry used in the disclosure may include specialized hardware components configured to perform function(s) by firmware or switches. In
other examples the term circuitry may include a general purpose processing unit, memory, etc., configured by software instructions that embody logic operable to perform function(s). In example examples where circuitry includes a combination of hardware and software, an implementer may write source code embodying logic and the source code may be compiled into machine readable code that may be processed by the general purpose processing unit. Since one skilled in the art may appreciate that the state of the art has evolved to a point where there is little difference between hardware, software, or a combination of hardware/software, the selection of hardware versus software to effectuate specific functions is a design choice left to an implementer. More specifically, one of skill in the art may appreciate that a software process may be transformed into an equivalent hardware structure, and a hardware structure may itself be transformed into an equivalent software process. Thus, the selection of a hardware implementation versus a software implementation is one of design choice and left to the implementer.

[0070] Computing system 420 comprises a computer 441, which typically includes a variety of computer readable media. Computer readable media may be any available media that may be accessed by computer 441 and includes both volatile and nonvolatile media, removable and non-removable media. The system memory 422 includes computer storage media in the form of volatile and/or nonvolatile memory such as read only memory (ROM) 423 and random access memory (RAM) 460.

[0071] The memory 434, 435, 422 and 447 may comprise a storage medium having a concrete, tangible, physical structure. As is known, a signal does not have a concrete, tangible, physical structure. Memory, as well as any computer-readable storage medium described herein, is not to be construed as a signal. The memory, as well as any computer-readable storage medium described herein, is not to be construed as a transient signal. The memory, as well as any computer-readable storage medium described herein, is not to be construed as a propagating signal. The memory, as well as any computer-readable storage medium described herein, is to be construed as an article of manufacture.

[0072] A basic input/output system 424 (BIOS), containing the basic routines that help to transfer information between elements within computer 441, such as during start-up, is typically stored in ROM 423. RAM 460 typically contains data and/or program modules that are immediately accessible to and/or
presently being operated on by processing unit 459. By way of example, and not
ilimitation, FIG. 4 illustrates operating system 425, application programs 426, other
program modules 427, and program data 428.

[0073] The computer 441 may also include other removable/non-removable,
volatile/nonvolatile computer storage media. By way of example only, FIG. 4
illustrates a hard disk drive 438 that reads from or writes to non-removable,
nonvolatile magnetic media, a magnetic disk drive 439 that reads from or writes to a
removable, nonvolatile magnetic disk 454, and an optical disk drive 440 that reads
from or writes to a removable, nonvolatile optical disk 453 such as a CD ROM or
other optical media. Other removable/non-removable, volatile/nonvolatile
computer storage media that may be used in the exemplary operating environment
include, but are not limited to, magnetic tape cassettes, flash memory cards, digital
versatile disks, digital video tape, solid state RAM, solid state ROM, and the like.
The hard disk drive 438 is typically connected to the system bus 421 through an non-
removable memory interface such as interface 434, and magnetic disk drive 439 and
optical disk drive 440 are typically connected to the system bus 421 by a
removable memory interface, such as interface 435.

[0074] The drives and their associated computer storage media
discussed above and illustrated in FIG. 4, provide storage of computer readable
instructions, data structures, program modules and other data for the computer 441.
In FIG. 4, for example, hard disk drive 438 is illustrated as storing operating system
458, application programs 457, other program modules 456, and program data 455.
Note that these components may either be the same as or different from operating
system 425, application programs 426, other program modules 427, and program data
428. Operating system 458, application programs 457, other program modules 456,
and program data 455 are given different numbers here to illustrate that, at a
minimum, they are different copies. A user may enter commands and information
into the computer 441 through input devices such as a keyboard 451 and pointing
device 452, commonly referred to as a mouse, trackball or touch pad. Other input
devices (not shown) may include a microphone, joystick, game pad, satellite dish,
scanner, or the like. These and other input devices are often connected to the
processing unit 459 through a user input interface 436 that is coupled to the
system bus, but may be connected by other interface and bus structures, such as
a parallel port, game port or a universal serial bus (USB). The cameras 226, 228
and capture device 120 may define additional input devices for the computing system 420 that connect via user input interface 436. A monitor 442 or other type of display device is also connected to the system bus 421 via an interface, such as a video interface 432. In addition to the monitor, computers may also include other peripheral output devices such as speakers 444 and printer 443, which may be connected through a output peripheral interface 433. Capture Device 120 may connect to computing system 420 via output peripheral interface 433, network interface 437, or other interface.

[0075] The computer 441 may operate in a networked environment using logical connections to one or more remote computers, such as a remote computer 446. The remote computer 446 may be a personal computer, a server, a router, a network PC, a peer device or other common network node, and typically includes many or all of the elements described above relative to the computer 441, although only a memory storage device 447 has been illustrated in FIG. 4. The logical connections depicted include a local area network (LAN) 445 and a wide area network (WAN) 449, but may also include other networks. Such networking environments are commonplace in offices, enterprise-wide computer networks, intranets and the Internet.

[0076] When used in a LAN networking environment, the computer 441 is connected to the LAN 445 through a network interface 437. When used in a WAN networking environment, the computer 441 typically includes a modem 450 or other means for establishing communications over the WAN 449, such as the Internet. The modem 450, which may be internal or external, may be connected to the system bus 421 via the user input interface 436, or other appropriate mechanism. In a networked environment, program modules depicted relative to the computer 441, or portions thereof, may be stored in the remote memory storage device. By way of example, and not limitation, FIG 4 illustrates application programs 448 as residing on memory device 447. It will be appreciated that the network connections shown are exemplary and other means of establishing a communications link between the computers may be used.

[0077] As explained above, the capture device 120 provides RGB images (also known as color images) and depth images to the computing system 112. The depth image may be a plurality of observed pixels where each observed pixel has an observed depth value. For example, the depth image may include a two-dimensional
(2-D) pixel area of the captured scene where each pixel in the 2-D pixel area may have a depth value such as a length or distance in, for example, centimeters, millimeters, or the like of an object in the captured scene from the capture device.

[0078] As mentioned above, skeletal tracking (ST) techniques are often used to detect motion of a user or other user behaviors. However, while useful for detecting certain types of user behaviors, ST techniques have proven to be unreliable for detecting other types of user behavior. For example, ST techniques are typically unreliable for detecting user behaviors where the user is laying or sitting on or near the floor. Certain examples described herein rely on depth images to detect user behaviors. Such user behaviors detected based on depth base images may be used in place of, or to supplement, ST techniques for detecting user behaviors. Accordingly, before discussing such examples in additional detail, it would first be useful to provide additional details of depth images.

[0079] FIG. 5 is a flow chart that illustrates a silhouette based limb detection of one example. A silhouette-based limb finder may be used to detect limbs from a camera image. This limb detection may be used to control an application, such as a game, alone or in combination with other image processing such as skeletal tracking methods.

[0080] In step 502, a silhouette is generated. The silhouette may be a portion of the camera image associated with an object such as a person in the camera image. In one example, the silhouette may be obtained from the output of a segmentation process that identifies objects in the camera image. For example, a silhouette may be obtained from depth image segmentation module 244 of Figure 2B. Silhouette generation and segmentation does not need to use a depth camera image. Silhouettes may be generated from other types of images, for example. However, in one example, the system produces segmentation values for pixels that are stored in a depth buffer.

[0081] FIG 6A illustrates a simplified example of a silhouette. In this example, pixels inside the silhouette are given a value of "1" and pixels outside the silhouette are given a value of"-".

[0082] Looking again at Figure 5, in step 504, the first distance field may be generated based on the silhouette that indicates the distance from the edge of the silhouette.

[0083] FIG 6B illustrates a simplified example of a first distance field showing distance from an edge for the simplified silhouette shown in Figure 6A. In this
simplified example, pixels at the edge of the silhouette may have a value of "1", pixels just inside those pixels may have a value of "2" and so on. As discussed below, the first distance field may be used to identify a mid-line on any determined limbs.

[0084] In step 506, a location in a silhouette, such as a center of mass, is determined. The center of mass may be obtained using depth based center-of-mass module 254 of Figure 2B. The depth-based center-of-mass estimates the center of mass using depth camera data. Alternately, another central location may be estimated by using the silhouette. This may be the center of the silhouette or the center of a central portion of the silhouette. In another example, the first distance field may be used to determine a location. For example, the first distance field may be used to determine a central portion of the silhouette which is a certain distance from the edge.

[0085] In step 508, a second distance field is generated from the location within the silhouette. FIG 6C illustrates a simplified example of a second distance field showing distance from a location (identified by the "*" value) for the simplified silhouette shown in Figure 6A. Pixels adjacent to the location may be given a value of "one", pixels adjacent to those pixels may be given a value of "two" and so on. Thus each pixel value in the second distance field indicates the distance from the location (identified by the "*" value in the example of Figure 6C). In one example, the pixel values in the second distance field indicate distances within the silhouette. That is, the pixel values indicate a distance of a path from the pixel to the location without leaving the silhouette.

[0086] In step 510, an extremity on the silhouette is determined. The extremity may be identified from pixels in the second distance field that are the furthest from the location determined in step 506. These extremities may be for example further away from the location than any pixels in a region around the pixel.

[0087] In step 512, a path is determined from the extremity to the location in the silhouette. This may be done using the method of Figure 6 described below or by an alternate method.

[0088] The steps of the method of Figure 5 may be done in hardware or as computer readable instructions implemented using a processor. In one example, the method is done using the gaming console example described with respect to FIGs. 1-4 above. For example, the steps of the method of Figure 5 may be done using the Limb-finder determination module 272 of Figure 2B. Alternately, the steps of the method of
Figure 5 may be done on other devices including Personal Computers (PCs), and handheld devices, such as smart phones.

[0089] FIG. 7 is a flow chart of an exemplary method using first and second distance fields to determine a path from an extremity to a location in the silhouette. The description of the flow chart of FIG. 7 uses a theoretical example of a portion of a silhouette of a "limb" and corresponding portions of first and second distance fields as illustrated by FIGs. 8A-C. FIG 8A illustrates an example of a portion of a silhouette showing a portion of a "limb". FIG 8B illustrates an example of a portion of first distance field showing distance from a silhouette edge for the portion of a silhouette shown in Figure 8A. FIG 8C illustrates a simplified example of a portion of a second distance field showing distance from a location in a silhouette for the portion of a silhouette shown in Figure 8A.

[0090] The first distance field may be used to keep the produced path near a mid-line of the limb. As shown in Figure 8B, a reasonable mid-line of a "limb" will tend to be those pixels furthest from the edge of the silhouette. These pixels may be determined from the first distance field. The second distance field may be used to keep the path moving toward the location.

[0091] Looking again at Figure 7, in step 702, the method starts at an extremity. As shown in figure 8C, the extremity will tend to have a larger distance from the location, such as the determined center of mass. In the example of Figure 8C, the extremity is a pixel with the value "70" shown in bold.

[0092] In step 704, the path is extended away from the surface following the first distance field generally toward the location. For example, the path may move toward the midline of a "limb" as indicated by the first distance field. In the example of FIG 8B, a generated path moves away from the extremity toward a midline as indicated by the bolded pixels.

[0093] In step 706, the second distance field is used to move toward the location. For example, the path moves along a mid-line of a "limb" toward the location. In the example of FIG 8B, the highest pixel of the bolded path has a value of "5", which corresponds to the bolded value "64" in FIG. 8C. There are no pixels adjacent this highest bolded pixel that has a value of "5" or more. The second distance field may be used to select the next pixel in the path (in this case pixel with the value "62" to the upper right in FIG. 8C).
[0094] Note that without the use of the first distance field, a path generated only with the second distance field would tend to move toward an edge of the "limb". In the example of FIG 8C, such a path would tend to hug the right hand edge of the "limb".

[0095] In step 708, it is checked if the location is reached. If so, in step 710, a simplified path may be created from the path. For example, the path may be curve fit to best match a number of lines. In one example, a simplified path of three lines is used. This simplified path may be used as a limb for tracking purposes.

[0096] The steps 704 and 706 of FIG 7 may be repeated until the location is reached and the path is finished.

[0097] The method of Figure 7 is only exemplary. Some other method using the first and second distance fields may be done. For example, some other function of the first and second distance fields may be used.

[0098] In one example, the adjacent pixel with the highest value in the first distance field and a lower (or equal) value in the second distance field (than the current pixel) may be selected as the next pixel in the path. If there is no such adjacent pixel, the adjacent pixel with the lowest value in the second distance field may be selected.

[0099] The steps of the method of Figure 7 may be done in hardware or as computer readable instructions implemented using a processor. In one example, the method is done using the gaming console example described with respect to figures 1-4 above. For example, the steps of the method of Figure 7 may be done using the Limb-finder determination module 272 of Figure 2B. Alternately, the steps of the method of Figure 7 may be done on other devices including Personal Computers (PCs), and handheld devices, such as smart phones.

[00100] FIGs. 9A-D and 10A-B are drawings that illustrate examples of a silhouette based limb finding. Figure 9A illustrates a silhouette. Figure 9B illustrates a distance field from the edges of the silhouette (the brighter the image, the further from the edge). Figure 9C illustrates a distance field from the center-of-mass of the player (the brighter the point, the further from the location, which is the "+" in the image):

[00101] Figures 10A-B illustrate an example with a generated path from extremity points. Figure 10A shows paths from extremity points to the location such as the center-of-mass. Extremity points may be points farthest from the location along the second distance field, but are not too close to each other, at least in terms of pixel distance to first-common-pixel. These are represented by "X" symbols in figures 8A and 8B. A path along the distance fields to the center of mass, following a "bottom of the valley,
flowing towards the location" approach. Figure 10B illustrates curve-fit segments to these 
paths to generate the "limbs".

[00102] In one example, a method for use by at least one processor and at least 
one memory is done. Computer-executable instructions may be stored in the at least one 
memory which may be executed by the at least one processor. The method may include 
generating a first distance field relative to an edge of a silhouette in an image. The method 
may also include generating a second distance field relative to a location within the 
silhouette. The method may further include generating, based on the first distance field 
and the second distance field, a path from an extremity point of the silhouette to the 
location.

[00103] The path may be generated by examining the first distance and second 
distance field for an appropriate next pixel. Adjacent pixels to a current pixel in the path 
may be examined to determine the appropriate next pixel.

[00104] A game in a game console may be controlled using the path. The 
extremity point of the silhouette may be determined using the second distance field. A 
limb in the silhouette may be determined using the path. The path may be kept near a 
mid-line of the determined limb using the first distance field. A center of mass value may 
be used as the location.

[00105] In one example, a system comprises a capture device that obtains 
images, one or more storage devices that store images from the capture device and one or 
more processors in communication with the one or more storage devices. The one or more 
processors are configured to determine, for at least one of the images a path from an 
extremity point of a silhouette in one of the images to a location in the silhouette. This 
determination of the path may include generating a first distance field relative to an edge 
of the silhouette; generating a second distance field relative to a location within the 
silhouette; and generating, based on the first distance field and the second distance field, a 
path from an extremity point of the silhouette to the location.

[00106] The one or more processors may be further configured to generate the 
path by examining the first distance and second distance field for an appropriate next 
pixel. The one or more processors may be further configured to examine adjacent pixels to 
determine the appropriate next pixel. The one or more processors may be further 
further configured to control a game using the path. The one or more processors may be further 
further configured to determine the extremity point of the silhouette using the second distance 
field. The one or more processors may be further configured to determine a limb in the
silhouette using the path. The one or more processors may be further configured to keep the path near a mid-line of the determined limb using the first distance field.

[00107] In one example, a system includes means for generating a first distance field relative to an edge of the silhouette; means for generating a second distance field relative to a location within the silhouette; and means for generating, based on the first distance field and the second distance field, a path from an extremity point of the silhouette to the location.

[00108] The system may include means for examining the first distance and second distance field for an appropriate next pixel. The system may include means for examining adjacent pixels to determine the appropriate next pixel. The system may include means for controlling a game using the path. The system may include means for determining the extremity point of the silhouette using the second distance field. The system may include means for determining a limb in the silhouette using the path. The system may include means for keeping the path near a mid-line of the determined limb using the first distance field.

[00109] In one example, a computer-readable storage medium comprises executable instructions that when executed by a processor cause the processor to effectuate operations. The effectuated operations may include generating a first distance field relative to an edge of a silhouette in an image. The effectuated operations may also include generating a second distance field relative to a location within the silhouette. The effectuated operations may further include generating, based on the first distance field and the second distance field, a path from an extremity point of the silhouette to the location.

[00110] The computer-readable storage medium may further comprise executable instructions that when executed by the processor cause the processor to generate the path by examining the first distance and second distance field for an appropriate next. The computer-readable storage medium may further comprise executable instructions that when executed by the processor cause the processor to examine adjacent pixels to determine the appropriate next pixel. The computer-readable storage medium may further comprise executable instructions that when executed by the processor cause the processor to control a game using the path. The computer-readable storage medium may further comprise executable instructions that when executed by the processor cause the processor to determine a limb in the silhouette using the path.

[00111] Alternatively, or in addition, the functionally described herein may be performed, at least in part, by one or more hardware logic components. For example, and
without limitation, illustrative types of hardware logic components that may be used include Field-programmable Gate Arrays (FPGAs), Application-specific Integrated Circuits (ASICs), Application-specific Standard Products (ASSPs), System-on-a-chip systems (SOCs), Complex Programmable Logic Devices (CPLDs), etc.

[00112] Computer-readable storage media may provide storage for instructions for the one or more processors. Although the description of computer-readable storage media contained herein refers to a mass storage device, such as a hard disk or CD-ROM drive, it should be appreciated by those skilled in the art that computer-readable media may be any available storage media.

[00113] By way of example, and not limitation, computer-readable storage media may include volatile and non-volatile, removable and non-removable media implemented in any method or technology for storage of information such as computer-readable instructions, data structures, program modules or other data. For example, computer-readable media includes, but is not limited to, RAM, ROM, EPROM (erasable programmable read only memory), EEPROM (electrically erasable programmable read only memory), Flash memory or other solid state memory technology, CD-ROM, DVDs, HD-DVD (High Definition DVD), BLU-RAY, or other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other medium which may be used to store the desired information and instructions. For purposes of this specification and the claims, the phrase "computer-readable storage medium" and variations thereof, does not include waves, signals, and/or other transitory and/or intangible communication media.

[00114] It should be appreciated that any software components described herein may, when loaded into a processor and executed, transform the processor from a general-purpose computing system into a special-purpose computing system customized to facilitate the functionality presented herein. The processor may be constructed from any number of transistors or other discrete circuit elements, which may individually or collectively assume any number of states. More specifically, the processor may operate as a finite-state machine, in response to executable instructions contained within the software modules disclosed herein. These processor-executable instructions may transform the processor by specifying how the processor transitions between states, thereby transforming the transistors or other discrete hardware elements constituting the processor.

[00115] Encoding the software modules presented herein also may transform the physical structure of the computer-readable storage media presented herein. The specific
transformation of physical structure may depend on various factors, in different implementations of this description. Examples of such factors may include, but are not limited to, the technology used to implement the computer-readable storage media, whether the computer-readable storage media is characterized as primary or secondary storage, and the like. For example, if the computer-readable storage media is implemented as semiconductor-based memory, the software disclosed herein may be encoded on the computer-readable storage media by transforming the physical state of the semiconductor memory. For example, the software may transform the state of transistors, capacitors, or other discrete circuit elements constituting the semiconductor memory. The software also may transform the physical state of such components in order to store data thereupon.

[00116] As another example, the computer-readable storage media disclosed herein may be implemented using magnetic or optical technology. In such implementations, the software presented herein may transform the physical state of magnetic or optical media, when the software is encoded therein. These transformations may include altering the magnetic characteristics of particular locations within given magnetic media. These transformations also may include altering the physical features or characteristics of particular locations within given optical media, to change the optical characteristics of those locations. Other transformations of physical media are possible without departing from the scope and spirit of the present description, with the foregoing examples provided only to facilitate this discussion.

[00117] In light of the above, it should be appreciated that many types of physical transformations take place in the architecture in order to store and execute the software components presented herein. It also should be appreciated that the architecture may include other types of computing devices, including hand-held computers, embedded computer systems, smartphones, PDAs, and other types of computing devices known to those skilled in the art. It is also contemplated that the architecture may not include all of the components shown in the figures, may include other components that are not explicitly shown in the figures, or may utilize an architecture completely different from that shown the figures.

[00118] Although the subject matter presented herein has been described in language specific to computer structural features, methodological and transformative acts, specific computing machinery, and computer-readable storage media, it is to be understood that the methods and devices defined in the appended claims is not necessarily
limited to the specific features, acts, or media described herein. Rather, the specific features, acts, and mediums are disclosed as example forms of implementing the claims.

[00119] Although the subject matter has been described in language specific to structural features and/or methodological acts, it is to be understood that the subject matter defined in the appended claims is not necessarily limited to the specific features or acts described above. Rather, the specific features and acts described above are disclosed as example forms of implementing the claims. It is intended that the scope of the technology be defined by the claims appended hereto.
CLAIMS

1. A method for use by at least one processor and at least one memory, wherein computer executable instructions are stored in the at least one memory which, when executed by the at least one processor, perform a method comprising:
   - generating a first distance field relative to an edge of a silhouette in an image;
   - generating a second distance field relative to a location within the silhouette; and
   - generating, based on the first distance field and the second distance field, a path from an extremity point of the silhouette to the location.
2. The method of claim 1, further comprising generating the path by examining the first distance and second distance field for an appropriate next pixel.
3. The method of claim 2, further comprising examining adjacent pixels to determine the appropriate next pixel.
4. The method of claim 1, further comprising controlling a game in a game console using the path.
5. The method of claim 1, further comprising determining a limb in the silhouette using the path.
6. A system comprising:
   - a capture device that obtains images;
   - one or more storage devices that store images from the capture device; and
   - one or more processors in communication with the one or more storage devices, wherein the one or more processors are configured to determine, for at least one of the images a path from an extremity point of a silhouette in one of the images to a location in the silhouette including:
     - generating a first distance field relative to an edge of the silhouette;
     - generating a second distance field relative to a location within the silhouette; and
     - generating, based on the first distance field and the second distance field, a path from an extremity point of the silhouette to the location.
7. The system of claim 6, wherein the one or more processors is further configured to generate the path by examining the first distance and second distance field for an appropriate next pixel.
8. The system of claim 7, wherein the one or more processors is further configured to examine adjacent pixels to determine the appropriate next pixel.
9. The system of claim 6, wherein the one or more processors is further configured to control a game using the path.

10. The system of claim 6, wherein the one or more processors is further configured to determine a limb in the silhouette using the path.

11. A computer-readable storage medium comprising executable instructions that when executed by a processor cause the processor to effectuate operations comprising:

   generating a first distance field relative to an edge of a silhouette in an image;
   generating a second distance field relative to a location within the silhouette; and
   generating, based on the first distance field and the second distance field, a path from an extremity point of the silhouette to the location.

12. The computer-readable storage medium of claim 11 further comprising executable instructions that when executed by the processor cause the processor to generate the path by examining the first distance and second distance field for an appropriate next pixel.

13. The computer-readable storage medium of claim 12 further comprising executable instructions that when executed by the processor cause the processor to examine adjacent pixels to determine the appropriate next pixel.

14. The computer-readable storage medium of claim 11 further comprising executable instructions that when executed by the processor cause the processor to control a game using the path.

15. The computer-readable storage medium of claim 11 further comprising executable instructions that when executed by the processor cause the processor to determine a limb in the silhouette using the path.
MULTIMEDIA CONSOLE 300

Central Processing Unit 301
- Level 1 Cache 302
- Level 2 Cache 304
- ROM 306

Graphics Processing Unit 308

AV Port 340
- Video Encoder/Video Codec 314
- Audio Codec 332

System Power Supply Module 336

Fan 338

Memory Controller 310
- Memory 312

System Memory 343

Media Drive 344

I/O Controller 320

System Management Controller 322

USB Controller 326

Front Panel I/O Subassembly 330

USB Controller 328

Controller 324(1)
- Controller 324(2)

Memory Unit 346

Wireless Adapter 348

350 352

FIG.3
502: Generate Silhouette

504: Generate first distance field from edge of silhouette

506: Determine location within silhouette, such as center of mass

508: Generate second distance field from location within silhouette

510: Determine extremity on silhouette

512: Determine a path from the extremity to the location in silhouette
Start at extremity

Extend path following the first distance field away from surface but generally toward location

Use the second distance field to move toward location

Reach Location?

yes

no

Produce simplified path from path

FIG. 7
<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIG. 8B
<table>
<thead>
<tr>
<th></th>
<th>63</th>
<th>62</th>
<th>61</th>
<th>60</th>
<th>59</th>
<th>58</th>
<th>57</th>
<th>56</th>
<th>55</th>
<th>54</th>
<th>53</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>64</td>
<td>63</td>
<td>62</td>
<td>61</td>
<td>60</td>
<td>59</td>
<td>58</td>
<td>57</td>
<td>56</td>
<td>55</td>
<td>55</td>
</tr>
<tr>
<td>66</td>
<td>65</td>
<td>64</td>
<td>63</td>
<td>62</td>
<td>61</td>
<td>60</td>
<td>59</td>
<td>58</td>
<td>57</td>
<td>56</td>
<td>57</td>
</tr>
<tr>
<td>67</td>
<td>66</td>
<td>65</td>
<td>64</td>
<td>63</td>
<td>62</td>
<td>61</td>
<td>60</td>
<td>59</td>
<td>58</td>
<td>57</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>67</td>
<td>66</td>
<td>65</td>
<td>64</td>
<td>63</td>
<td>62</td>
<td>61</td>
<td>60</td>
<td>59</td>
<td>58</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>66</td>
<td>65</td>
<td>64</td>
<td>63</td>
<td>62</td>
<td>61</td>
<td>60</td>
<td>59</td>
<td>59</td>
<td>59</td>
</tr>
<tr>
<td>--</td>
<td>69</td>
<td>68</td>
<td>67</td>
<td>66</td>
<td>65</td>
<td>64</td>
<td>63</td>
<td>62</td>
<td>61</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>69</td>
<td>68</td>
<td>67</td>
<td>66</td>
<td>65</td>
<td>64</td>
<td>63</td>
<td>62</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70</td>
<td>69</td>
<td>68</td>
<td>67</td>
<td>66</td>
<td>65</td>
<td>64</td>
<td>63</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>69</td>
<td>68</td>
<td>67</td>
<td>66</td>
<td>65</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>69</td>
<td>68</td>
<td>67</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>69</td>
<td>68</td>
<td>67</td>
<td>67</td>
<td>67</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>69</td>
<td>68</td>
<td>68</td>
<td>68</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>70</td>
<td>69</td>
<td>69</td>
<td>69</td>
<td>69</td>
</tr>
</tbody>
</table>
INTERNATIONAL SEARCH REPORT

A. CLASSIFICATION OF SUBJECT MATTER

According to International Patent Classification (IPC) and both national classification and IPC

B. FIELDS SEARCHED

Minimum documentation searched (classification system followed by classification symbols)

A63F G06T

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

EPO-Internal

C. DOCUMENTS CONSIDERED TO BE RELEVANT

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>WO 2014/111708 AI (HOLITION LTD [GB])</td>
<td>1-15</td>
</tr>
<tr>
<td>Y</td>
<td>Page 24, lines 4-15; figures 5, 6, 8, 14, 15</td>
<td>1-15</td>
</tr>
<tr>
<td></td>
<td>Page 24, lines 16-22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Page 23, lines 17-20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Page 2, line 30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Page 24, lines 4-26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Page 25, line 24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Page 25, line 1ff</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Page 4, line 1ff</td>
<td></td>
</tr>
</tbody>
</table>

Further documents are listed in the continuation of Box C. See patent family annex.

* Special categories of cited documents:
  
  A: document defining the general state of the art which is not considered to be of particular relevance

  E: earlier application or patent but published on or after the international filing date

  L: document which may throw doubts on priority claim(s) one of which is cited to establish the publication date of another citation or other special reason (as specified)

  O: document referring to an oral disclosure, use, exhibition or other means

  P: document published prior to the international filing date but later than the priority date claimed

  T: later document published after the international filing date or priority date and not in conflict with the application but cited to understand the principle or theory underlying the invention

  X: document of particular relevance; the claimed invention cannot be considered novel or cannot be considered to involve an inventive step when the document is taken alone

  Y: document of particular relevance; the claimed invention cannot be considered to involve an inventive step when the document is combined with one or more other such documents, such combination being obvious to a person skilled in the art

  A: document member of the same patent family

Date of the actual completion of the international search: 15 January 2016

Date of mailing of the international search report: 25/01/2016

Name and mailing address of the ISA:

European Patent Office, P.B. 5018 Patentlaan 2

NL - 2280 HV Rijswijk

Tel. (+31-70) 340-2040, Fax: (+31-70) 340-3016

Authorized officer: Ruf, Andreas

Form PCT/ISA/210 (second sheet) (April 2005)
C(Continuation). DOCUMENTS CONSIDERED TO BE RELEVANT

<table>
<thead>
<tr>
<th>Category</th>
<th>Citation of document, with indication, where appropriate, of the relevant passages</th>
<th>Relevant to claim No.</th>
</tr>
</thead>
</table>

* sections 4.1.2, 4.2; figures 12, 15c, 16, 17, 21, 24, 35
<table>
<thead>
<tr>
<th>Patent document cited in search report</th>
<th>Publication date</th>
<th>Patent family member(s)</th>
<th>Publication date</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>GB 2509783 A</td>
<td>16-07-2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>WO 2014111708 A1</td>
<td>24-07-2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JP 2013089252 A</td>
<td>13-05-2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KR 20130044099 A</td>
<td>02-05-2013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US 2013101170 A1</td>
<td>25-04-2013</td>
</tr>
</tbody>
</table>