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(57) Abstract: Methods and apparatus for capturing or generating images
using multiple optical chains operating in parallel are described. Pixel val -
ues captured by individual optical chains corresponding to the same scene
area are combined to provide an image with at least some of the benefits
which would have been provided by capturing an image of the scene using
a larger lens than that of the individual lenses of the optical chain modules.
By using multiple optical chains in parallel at least some benefits normally
obtained from using a large lens can be obtained without the need for a
large lens. Furthermore in at least some embodiments, a wide dynamic
range can be supported through the use of multiple sensors with the over-
all supported dynamic range being potentially larger than that of the indi-
vidual sensors. Some lens and/or optical chain configurations are designed
for use in small handheld devices, e.g., cell phones.
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METHODS AND APPARATUS RELATING TO THE USE OF MULTIPLE OPTICAL CHAINS

RELATED APPLICATIONS

[0001] The present application claims the benefit of US Provisional Patent Application
S.N. 61/749,314, filed January 5, 2013, US Provisional Patent Application S.N. 61/749,315, filed
January 5, 2013, US Provisional Patent Application S.N. 61/749,316, filed January 5, 2013, US
Provisional Patent Application S.N. 61/749,317, filed January 5, 2013, and US Provisional Patent
Application S.N. 61/749,382, filed January 6, 2013, each of the forgoing patent applications being

hereby expressly incorporated by reference in their entirety.

FIELD

[0002] The present application relates to image capture and generation methods and
apparatus and, more particularly, to methods and apparatus related to camera apparatus
including multiple optical chains or which processes the output of multiple optical chains.

BACKGROUND
[0003] High quality digital cameras have to a large extent replaced film cameras.

However, like film cameras, with digital cameras much attention has been placed by the camera
industry on the size and quality of lenses which are used on the camera. Individuals seeking to
take quality photographs are often encouraged to invest in large bulky and often costly lenses for
a variety of reasons. Among the reasons for using large aperture lenses is their ability to capture
a large amount of light in a given time period as compared to smaller aperture lenses. Telephoto
lenses tend to be large not only because of their large apertures but also because of their long
focal lengths. Generally, the longer the focal length, the larger the lens. A long focal length gives
the photographer the ability to take pictures from far away.

[0004] In the quest for high quality photos, the amount of light which can be captured is
often important to the final image quality. Having a large aperture lens allows a large amount of
light to be captured allowing for shorter exposure times than would be required to capture the
same amount of light using a small lens. The use of short exposure times can reduce blurriness
especially with regard to images with motion. The ability to capture large amounts of light can
also facilitate the taking of quality images even in low light conditions. In addition, using a large
aperture lens makes it possible to have artistic effects such as small depth of field for portrait

photography.
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[0005] Large lenses sometimes also offer the opportunity to support mechanical zoom
features that allow a user to optically zoom in or out and/or to alter the focal length of the lens
which is important for framing a scene without the need to move closer or further from the
subject.

[0006] While large lenses have many advantages with regard to the ability to capture
relatively large amounts of light compared to smaller lenses, support large zoom ranges, and
often allow for good control over focus, there are many disadvantages to using large lenses.

[0007] Large lenses tend to be heavy requiring relatively strong and often large support
structures to keep the various lenses of a camera assembly in alignment. The heavy weight of
large lenses makes cameras with such lenses difficult and bulky to transport. Furthermore,
cameras with large lenses often need a tripod or other support to be used for extended periods of
time given that the sheer weight of a camera with a large lens can become tiresome for an
individual to hold in a short amount of time.

[0008] In addition to weight and size drawbacks, large lenses also have the
disadvantage of being costly. This is because of, among other things, the difficultly in
manufacturing large high quality optics and packaging them in a manner in which they will
maintain proper alignment over a period of time which may reflect the many years of use a
camera lenses is expected to provide.

[0009] A greatdeal of effort has been directed in the camera industry to supporting the
use of large camera lenses and packaging them in a way that allows different lenses to be used
in an interchangeable manner on a camera body. However, for the vast majority of camera
users, the drawbacks to cameras with large lenses means that camera users tend not to use
large lenses with such lenses often being left to professionals and/or photo enthusiasts willing to
incur the expense and trouble of buying and using large lenses.

[0010] In fact, many camera owners who own cameras with large high quality lenses
often find themselves taking pictures with small pocket size cameras, often integrated into other
devices such as their cell phones, personal digital assistants or the like, simply because they are
more convenient to carry. For example, cell phone mounted cameras are often more readily
available for use when an unexpected photo opportunity arises or in the case of a general family
outing where carrying large bulky camera equipment may be uncomfortable or undesirable.

[0011] To frame a given scene from a given point, the focal length (hence size) of the
lens depends on the size (area) of the image sensor. The smaller the image sensor, the smaller
the focal length and the smaller the lens required. With advances in sensor technology, it is now
possible to make small sensors, e.g., 5x7 mm? sensors, with relatively high pixel count, e.g., 8
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megapixels. This has enabled the embedding of relatively high resolution cameras in small
devices such as cell phones. The small sensor size (compared to larger cameras such as
changeable lens single-lens reflex (SRL) cameras) enables small focal length lenses which are
much smaller and lighter than larger focal length lenses required for cameras with larger sensors.

[0012] Cell phone mounted cameras and other pocket sized digital cameras sometimes
rely on a fixed focal length lens which is also sometimes referred to as a focus-free lens. With
such lenses the focus is set at the time of manufacture, and remains fixed. Rather than having a
method of determining the correct focusing distance and setting the lens to that focal point, a
small aperture fixed-focus lens relies on a large depth of field which is sufficient to produce
acceptably sharp images. Many cameras, including those found on most cell phones, with focus
free lenses also have relatively small apertures which provide a relatively large depth of field.
There are also some high end cell phones that use auto focus cameras.

[0013] Foralens of a digital camera to be useful, it needs to be paired with a device
which detects the light passing through the lens and converts it to pixel (picture element) values.
A megapixel (MP or Mpx) is one million pixels. The term is often used to indicate the number of
pixels in an image or to express the number of image sensor elements of a digital camera where
each sensor element normally corresponds to one pixel. Multi-color pixels normally include one
pixel value for each of the red, green, and blue pixel components.

[0014] In digital cameras, the photosensitive electronics used as the light sensing
device is often either a charge coupled device (CCD) or a complementary metal oxide
semiconductor (CMOS) image sensor, comprising a large number of single sensor elements,
each of which records a measured intensity level.

[0015] In many digital cameras, the sensor array is covered with a patterned color filter
mosaic having red, green, and blue regions in an arrangement. A Bayer filter mosaic is one well
known a color filter array (CFA) for arranging RGB color filters on a square grid of photo sensors.
Its particular arrangement of color filters is used in many digital image sensors. In such a filter
based approach to capturing a color image, each sensor element can record the intensity of a
single primary color of light. The camera then will normally interpolate the color information of
neighboring sensor elements, through a process sometimes called demosaicing, to create the
final image. The sensor elements in a sensor array using a color filter are often called "pixels”,
even though they only record 1 channel (only red, or green, or blue) of the final color image due
to the filter used over the sensor element.

[0016] While a filter arrangement over a sensor array can be used to allow different

sensor elements to capture different colors of light thus allowing a single sensor to capture a color
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image, the need to carefully align the filter area with individual pixel size sensor elements
complicates the manufacture of sensor arrays as compared to arrays which do not require the
use of a multi-color filter array. Furthermore, the fact that multiple colors of light need to pass
through the camera lenses to reach the sensor so that the sensor can measure multiple different
colors of light means that the lens can not be optimized for a single color of light and that some
chromatic aberration is likely to result. Chromatic aberration is a type of distortion in which there
is a failure of a lens to focus all colors to the same convergence point. It occurs because lenses
have a different refractive index for different wavelengths of light sometimes referred to as the
dispersion of the lens.  While small focal length lenses paired with relatively high resolution
sensors have achieved widespread commercial success in cell phones and pocket cameras, they
often leave their owners longing for better picture quality, e.g., picture quality that can only be
achieved with a larger pixel area and a larger lens opening to collect more light.

[0017] Smaller sensors require smaller focal length lenses (hence smaller lenses) to
frame the same scene from the same point. Availability of high pixel count small sensors means
that a smaller lens can be used. However, there are a few disadvantages to using smaller
sensors and lenses. First, the small pixel size limits the dynamic range of the sensor as only a
small amount of light can saturate the sensor. Second, small lenses collect less total light which
can result in grainy pictures. Third, small lenses have small maximum apertures which make
artistic effects like small depth of field for portrait pictures not possible.

In view of the above discussion, it should be appreciated that there is a need for new
photographic methods and apparatus which can provide some combination of the benefits
commonly associated with large lenses, e.g., a relatively large lens area for capturing light, with at
least some of the benefits of small focal length lenses, e.g., compact size. Additionally, it would
be desirable if some of the disadvantages such as limited dynamic range and/or depth of field
associated with small focal length lenses could be avoided and/or such advantages reduced
without requiring the use of large lenses.

[0018] The dynamic range of a photo sensor is somewhat limited. The amount of light a
photo sensor is exposed to is often a function of the light intensity corresponding to ambient
conditions. As a result, details in dark areas of an area being photographed may be difficult to
detect due to lack of sufficient light from such areas, e.g., underexposure with regard to such
areas. Similarly bright areas may appear overexposed due to the larger amount of light received
from such portions of an image. While some areas of an image quality may be captured using a
reasonable exposure time, when the image includes areas covering a large dynamic range, i.e.,
there is a large difference in the light intensity coming from different portions of an area to be
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photographed, it may not be possible to achieve a good exposure for all portions of an image
where the exposure time is limited by the use of a single optical chain.

[0019] Inview of the above discussion, it should be appreciated that there is a need for
methods and/or apparatus which would allow for the generation of a quality image without being
limited to an exposure time and/or the limited dynamic range of a single individual sensor.

[0020] In the case of a single lens being used to capture color images, there are often
problems associated with the use of a color filter mask between the lens and the image sensor.
This is because the multi-color grid mask needs to be carefully aligned with the image sensor
elements for proper color separation. While the use of a multi-color grid mask has the benefit of
allowing a single lens and image sensor to capture color images, the number of sensor elements
per image area is reduced on a per color basis as compared to the case where the image sensor
is dedicated to capturing light corresponding to a single color. For example, if an 18 MP sensor is
used to evenly capture R, G and B light, on a per color basis each color would be captured at
only a 6 Mpel resolution. In addition to resulting in a per color pixel resolution that is lower than
the overall pixel resolution of the sensor, the cost of camera modules using a multi-color mask
tends to be more expensive then the cost of monochrome, i.e., single color, camera modules
using monochrome lens which do not require a grid like filter. From the above discussion it
should be appreciated that the use of camera modules with multi-color grid filters between a
camera lens and photo sensor have several disadvantages.

[0021] From the above, it should be appreciated that there is a need for improved
methods and apparatus for capturing and/or generating color images which avoid or reduce the
need for image sensors with multi-color filters.

[0022] While circular lenses are common, the use of multiple circular lenses on a device
for light capture can result in portions of the surface area which is available for lens placement
going unused for light capture purposes. In small devices such as cell phones where the area
available for light capture is limited, it should be appreciated that there is a need for lenses and
lens configurations which facilitate efficient use of the available area for light capture.

[0023] It should be appreciated that it is desirable, from a convenience perspective, for
camera devices to be relatively thin. However, for a variety of reasons it is desirable in many
cases for an optical chain to have a relatively long optical path before light entering the camera
device reaches a sensor. In view of the above it should be appreciated that it would be desirable
if the length of an optical path or camera module not be limited to the thickness of a camera.
Accordingly, it should be appreciated that there is a need for methods and/or apparatus which
would allow an optical chain or optical path to be longer than a camera device is thick.
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[0024] From the above discussion is should be appreciate that there is a need for one or
more improved image capture or image processing methods or apparatus which address one or

more of the above discussed problems with known image capture devices such as cameras.

SUMMARY OF THE INVENTION
[0025] Methods and apparatus which use multiple optical chains to capture multiple

images of an area at the same time are described. The multiple captured images may, and in
some embodiments are then combined to form a combined image. The combined image in
various embodiments is normally of higher quality than would be achieved using just a single one
of the optical chains.

[0026] The use of multiple optical chains in parallel, in various embodiments, provides
many of the benefits associated with use of a large lens and/or large high quality sensor, through
the use of multiple optical chains which can normally be implemented using smaller and/or lower
cost components than commonly used with a high quality large lens single optical chain camera
implementation.

[0027] Invarious embodiments an optical chain includes a combination of elements
including one or more lenses and a sensor. The outer lenses of the optical chains in various
embodiments have a known relationship, i.e., spacing, between them. This allows for pixels of an
image captured by one optical chain to be easily matched to and combined with pixels
corresponding to the same scene area captured by one or more of the other optical chains and
then processed to generate a combined image from the various images captured by the sensors
of the individual optical chains.

[0028] In various embodiments since one or more pixel values captured by different
sensors are combined to generate a pixel value of the combined image, the number of pixel
values in the combined image in one such embodiment will be equal to or less than the number of
pixel values in the individual images, captured by different optical chains, corresponding to the
same scene area from which the combined image is generated. For example, if three 8
megapixel sensors are used in parallel to capture 3 images which are then used to generate a
combined image, the combined image will, in some but not necessarily all embodiments, be of 8
megapixels or less. Thus, unlike the case where images are combined to generate a panoramic
view with the panoramic view including more pixels than any individual image used to generate
the panoramic image, in some embodiments the combined image is constrained to having the
same or fewer pixels than the highest resolution image used as part of the combining process to
generate the combined image.
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[0029] However, when at least some of the images which are combined correspond to
different scene areas the number of pixels in the resulting image may be greater than that of an
individual sensor since different sensors provide values which contribute to different scene areas.
Thus, in embodiments of the present invention where a panoramic or other view is generated
from images captured from optical chain modules which capture different scene areas the
number of pixels in the image is not limited by the number of pixels in the sensor used by an
individual optical chain module.

[0030] The methods and apparatus of the invention allow, in some embodiments,
different, e.g., relatively low cost, optical chains to be used in parallel to provide many of the
benefits of a large lens, e.g., a large light capture area, without the need for a large single large
lens and many of the disadvantages associated with a single large lens not only in terms of cost,
weight, size and/or other issues.

[0031] In some but not all embodiments, short focal length lenses with each lens having
a sensor behind are used to capture a plurality of images corresponding to the same scene
image area at the same time followed by combining/processing of the images to form one or
more images with equal or lower pixel counts than either of the individual captured images.

[0032] User control of focus and depth of field in the combined image can, and in some
embodiments is, controlled via post image capture processing. While the focus of the individual
optical chain modules may be controlled in response to user input at the time of image capture,
because multiple images are captured using separate optical chains and a known physical
separation between the lenses, the focus point of the combined image generated from images
captured in parallel by the multiple optical chains can, and in various embodiments is, controlled
by user input used to control how the images are combined after they are captured to produce the
combined image.

[0033] Various methods and apparatus of the present invention provide some or all of
the benefits of using relatively large and/or long lens assemblies without the need for large lens
and/or long lens assemblies, through the use of multiple optical chain modules in combination.

[0034] While the methods and apparatus support the capture and generation of
individual images at point in time, they can also be used to capture video. Thus, while some
embodiments are directed to camera devices which capture still images, other embodiments are
directed to camera device which do capture video and/or still images using multiple optical chains
operating in parallel.
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[0035] Using the methods and apparatus of the present invention, a handheld camera
can provide improved still image and/or video generation results than might be achieved without
the use of the methods described herein.

[0036] In some embodiments, optical chain modules use relatively short focal length
lenses, e.g., of the type commonly used in cell phones, which require relatively little depth
(thickness) within a camera as compared to larger lens cameras. This allows for a camera
device implemented in accordance with some embodiments to be relatively thin and still provide
at least some of the benefits normally provided by much thicker lenses which thus require a
greater overall camera thickness than is required by various embodiments described herein.

[0037] While use of short focal length lens can have advantages in terms of small lens
thickness, the methods and apparatus of the present are not limited to the use of such lenses and
can be used with a wide variety of lens types. In addition, while numerous embodiments are
directed to autofocus embodiments, fixed focus embodiments are also possible and supported.

[0038] An optical chain, in various embodiments, includes a first lens and an image
sensor. Additional lenses and/or one or more optical filters may be included between the first
lens of an optical chain module and the image sensor depending on the particular embodiment.
In some cases there may be one or more optical filters before the first lens.

[0039] The use of multiple optical chain modules is well suited for use in devices such
as cell phones and/or portable camera devices intended to have a thin form factor, e.g., thin
enough to place in a pocket or purse. By using multiple optical chains and then combining the
captured images or portions of the captured images to produce a combined image, improved
images are produced as compared to the case where a single optical chain module of the same
size is used.

[0040] While in various embodiments separate image sensors are used for each of the
individual optical chain modules, in some embodiments the image sensor of an individual optical
chain module is a portion of a CCD or other optical sensor dedicated to the individual optical
chain module with different portions of the same sensor serving as the image sensors of different
optical chain modules.

[0041] Invarious embodiments, images of a scene area are captured by different optical
chain modules and then subsequently combined either by the processor included in the camera
device which captured the images or by another device, e.g., a personal or other computer which
processes the images captured by the multiple optical chains after offloading from the camera
device which captured the images.
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[0042] The combined image has, in some embodiments a dynamic range that is larger
than the dynamic range of an individual image used to generate the combined image. In at least
some such embodiments this beneficial result is achieved by combining images which are
captured by optical chain modules operating in parallel with different exposure times. In at least
one such embodiment, the pixel values generated by the different optical chain modules are
normalized based on the exposure time used by the individual optical chains and combined, e.g.,
with one combined pixel value being generated from multiple pixel values captured by different
optical chains but corresponding to the same scene area.

[0043] It should be appreciated that by starting the image exposure at the same time but
using different exposure durations different optical chains will be able to reliably capture light
(e.g., bright) , midlevel, and dark image regions in a reliable manner allowing for the combined
image to have a good level of quality over a wide range of light conditions.

[0044] Atleast some aspects of the present invention relate to using optical chains
corresponding to individual colors. In this manner the full resolution of a sensor can be dedicated
to a single sensor allowing for a higher overall resolution than if a sensor is divided for use to
capture multiple different sensors, e.g., at 1/3 the resolution of the overall sensor.

[0045] Furthermore, by dedicating individual optical chains to a single color, the
components for the individual chain can be optimized for the color without concern for chromatic
aberrations that a lens can introduce when the same lens is used to capture multiple colors.

[0046] By using different optical chains for different colors, implementation is simplified,
chromatic aberration can be reduced and/or more easily corrected and/or other benefits are
possible.

[0047] While individual colors may be captured by different optical chains, in some
embodiments at least one sensor with a Bayer or other color filter is included to support preview
operation and/or facilitate focus setting by a user without the need to generate a combined image
from the pixel values captured by multiple optical chains.

[0048] While round lenses are readily available, the use of round outer lenses for
multiple optical chains incorporated into a single device may result in inefficient usage of the
limited light capture area available at the front of the camera device. In some embodiments the
outer lenses of optical chains are intentionally non-round in shape to take good advantage of the
limited light capture area available.

[0049] In atleast some embodiments the shape, size and location, e.g., spacing
between the optical center of the different outer lenses is taken into consideration when
combining pixel values from different optical chains to form a combined image.
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[0050] Post capture image processing may, and in some embodiments is, employed to
improve the Bokeh of the resulting image generated from the optical chains using non-circular
outer lenses.

[0051] While in some embodiments the optical chains extend from the front to the back
of the camera, it is desirable that the length of the optical chains in at least some embodiments
not be limited by the thickness of the camera device, e.g., cell phone, in which the optical chains
are mounted.

[0052] In various embodiments light deflection elements such as mirrors and/or prisms
are included in optical chains to allow for the direction of the light path of the optical chain to be
altered. In at least some such embodiments, mirrors or prisms are used to alter the direction of
the optical chain's light paths so that at least some of the side to side space available in a camera
device can be used as part of the optical chain.

[0053] Numerous configurations for optical chain modules which include light diverting
elements are described. In at least some embodiments the light paths corresponding to different
optical chains cross inside the camera device before reaching the sensors normally positioned at
the end of each optical chain.

[0054] Numerous additional features and embodiments are described in the detailed

description which follows.

BRIEF DESCRIPTION OF THE DRAWINGS

[0055] Figure 1A is an exemplary block diagram of an exemplary apparatus, e.g.,

camera device, implemented in accordance with one embodiment of the present invention.

[0056] Figure 1B illustrates a frontal view of an apparatus implemented in accordance
with an exemplary embodiment of the present invention which incorporates multiple optical chain
modules in accordance with the present invention with lenses which are viewable from the front of
the camera.

[0057] Figure 1C, which is a side view of the exemplary apparatus of Figure 1B,
illustrates further details of the exemplary apparatus.

[0058] Figure 1D illustrates a plurality of optical chain modules that can be used in an
exemplary device implemented in accordance with the invention.

[0059] Figure 2 illustrates a camera device implemented in accordance with one
embodiment of the present invention.

[0060] Figure 3A shows an exemplary lens configuration which may be used for the set
of outer lenses of the camera device shown in Figures 1A-1C.

10
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[0061] Figure 3B illustrates an exemplary filter arrangement which is used in the camera
of Figures 1A-1C in some embodiments.

[0062] Figure 3C shows an exemplary inner lens configuration which may, and in some
embodiments is, used for a set of inner lenses of the camera device shown in Figures 1A-1C.

[0063] Figure 4 illustrates an exemplary camera device in which the sets of outer
lenses, filters, and inner lenses are mounted on corresponding platters.

[0064] Figure 5A illustrates various filter and lens platters that may be used in the
camera device shown in Figure 4 depending on the particular embodiment.

[0065] Figure 5B illustrates the filter platter arrangement shown in Figure 5A when
viewed from the side and when viewed from the front.

[0066] Figure 6, which comprises the combination of Figures 6A, 6B, and 6C, shows an
exemplary combination of lenses and filters used in one exemplary embodiment in which a single
color filter is used in at least some of the different optical chain modules.

[0067] Figure 7, which comprises the combination of Figures 7A, 7B, and 7C, shows an
exemplary combination of lenses and filters used in one exemplary embodiment in which
exposures of different duration are used for different optical chain modules and a single color filter
is used in at least some of the different optical chain modules.

[0068] Figure 8 illustrates an optical chain arrangement used in one panoramic camera
embodiment in which multiple optical chains and different lens angles are used to capture images
that are well suited for combining into a panoramic image.

[0069] Figure 9 illustrates an exemplary method of producing at least one image of a
first scene area by operating a plurality of optical chain modules in accordance with one
embodiment of the present invention.

[0070] Figure 10 illustrates an exemplary method of producing at least one image of a
first scene area with an enhanced sensor dynamic range by operating two or more optical chain
modules in accordance with one embodiment of the present invention.

[0071] Figure 11 illustrates an exemplary method of producing at least one image of a
first scene area with enhanced sensor dynamic range by operating two or more optical chain
modules in accordance with one embodiment of the present invention.

[0072] Figure 12 illustrates an exemplary method of producing at least one image of a
first scene area by operating two or more optical chain modules using color filters in accordance
with one embodiment of the present invention.

[0073] Figure 13 illustrates an exemplary assembly of modules, which may, and in
some embodiments is, part of an apparatus which implements one or more methods of the
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invention, for performing various image and data processing functions in accordance with one or
more exemplary embodiments of the invention.

[0074] Figure 14 illustrates a computer system which can be used for post processing of
images captured using a camera device.

[0075] Figure 15 illustrates a frontal view of an apparatus implemented in accordance
with one embodiment of the present invention which incorporates multiple optical chain modules,
e.g., one for each of red, green and blue and one for all three colors.

[0076] Figure 16 illustrates a frontal view of the outer lens assembly of an apparatus
implemented in accordance with one embodiment of the present invention where the apparatus
incorporates multiple optical chain modules and outer lenses configured with little or no gaps
between the lenses.

[0077] Figure 17 illustrates a frontal view of the outer lenses of a lens assembly
implemented in accordance with one embodiment of the present invention where the apparatus
incorporates multiple optical chain modules with lenses configured with little or no gaps between
the lenses but non-uniform spacing between the optical centers of at least some of the lenses.

[0078] Figure 18 illustrates a camera device including a plurality of optical chain
modules which includes mirrors or another device for changing the angle of light entering the
optical chain module and thereby allowing at least a portion of the optical chain module to extend
in a direction, e.g., a perpendicular direction, which is not a straight front to back direction with
respect to the camera device.

[0079] Figure 19 illustrates another camera device including a plurality of optical chain
modules which includes mirrors or another device for changing the angle of light entering the
optical chain module and thereby allowing at least a portion of the optical chain module to extend
in a direction, e.g., a perpendicular direction, which is not a straight front to back direction with
respect to the camera device.

[0080] Figure 20 is a drawing of an assembly of modules, which may be included in an
exemplary apparatus, e.g., a camera device, in accordance with an exemplary embodiment.

[0081] Figure 21 is a drawing of an assembly of modules, which may be included in an
exemplary apparatus, e.g., a camera device, in accordance with an exemplary embodiment.

[0082] Figure 22 is a drawing of an assembly of modules, which may be included in an
exemplary apparatus, e.g., a camera device, in accordance with an exemplary embodiment.

[0083] Figure 23 is a drawing of an assembly of modules, which may be included in an

exemplary apparatus, e.g., a camera device, in accordance with an exemplary embodiment.
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[0084] Figure 24A s a first part of Figure 24 which shows a method of generating a
combined image from pixel values generated by multiple optical chain modules operating in
parallel.

[0085] Figure 24Bis a second part of Figure 24 which shows a method of generating a
combined image from pixel values generated by multiple optical chain modules operating in
parallel.

[0086] Figure 24 is the combination of Figure 24A and Figure 24B and shows shows a
method of generating a combined image from pixel values generated by multiple optical chain
modules operating in parallel.

[0087] Figure 25 illustrates a chart illustrating pixel values being arranged into sets
corresponding to different pixel areas in accordance with the method shown in Figure 24.

[0088] Figure 26 illustrates a chart of captured pixel values with pixel values which will
be excluded from use due to there correspondence to a saturation level being indicated through
the use of an X.

[0089] Figure 27 illustrates normalized pixel values which may be generated from the
values shown in Figure 26 in accordance with the method of Figure 24.

[0090] Figure 28 shows combined image pixel values generated from the input pixel
values of Figure 25 using the method of Figure 24 along with the computation used to produce
the illustrated pixel values.

DETAILED DESCRIPTION
[0091] Figure 1A illustrates an exemplary apparatus 100, sometimes referred to

hereinafter as a camera device, implemented in accordance with one exemplary embodiment of
the present invention. The camera device 100, in some embodiments, is a portable device, e.g.,
a cell phone or tablet including a camera assembly. In other embodiments, it is fixed device such
as a wall mounted camera.

[0092] Figure 1A illustrates the camera device 100 in block diagram form showing the
connections between various elements of the apparatus 100. The exemplary camera device 100
includes a display device 102, an input device 106, memory 108, a processor 110, a transceiver
interface 114, e.g., a cellular interface, a WIFI interface, or a USB interface, an I/O interface 112,
and a bus 116 which are mounted in a housing represented by the rectangular box touched by
the line leading to reference number 100. The input device 106 may be, and in some
embodiments is, e.g., keypad, touch screen, or similar device that may be used for inputting
information, data and /or instructions. The display device 102 may be, and in some
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embodiments is, a touch screen, used to display images, video, information regarding the
configuration of the camera device, and/or status of data processing being performed on the
camera device. In the case where the display device 102 is a touch screen, the display device
102 serves as an additional input device and/or as an alternative to the separate input device,
e.g., buttons, 106. The /O interface 112 couples the display 102 and input device 106 to the bus
116 and interfaces between the display 102, input device 106 and the other elements of the
camera which can communicate and interact via the bus 116.  In addition to being coupled to
the 1/O interface 112, the bus 116 is coupled to the memory 108, processor 110, an optional
autofocus controller 132, a transceiver interface 114, and a plurality of optical chain modules 130,
e.g., N optical chain modules. In some embodiments N is an integer greater than 2,e.g., 3, 4,7
or a larger value depending on the particular embodiment. Images captured by individual optical
chain modules in the plurality of optical chain modules 130 can be stored in memory 108, e.g., as
part of the data/information 120 and processed by the processor 110, e.g., to generate one or
more composite images. Multiple captured images and/or composite images may be processed
to form video, e.g., a series of images corresponding to a period of time. Transceiver interface
114 couples the internal components of the camera device 100 to an external network, e.g., the
Internet, and/or one or more other devices e.g., memory or stand alone computer. Via interface
114 the camera device 100 can and does output data, e.g., captured images, generated
composite images, and/or generated video. The output may be to a network or to another
external device for processing, storage and/or to be shared. The captured image data, generated
composite images and/or video can be provided as input data to another device for further
processing and/or sent for storage, e.g., in external memory, an external device or in a network.

[0093] The transceiver interface 114 of the camera device 100 may be, and in some
instances is, coupled to a computer so that image data may be processed on the external
computer. In some embodiments the external computer has a higher computational processing
capability than the camera device 100 which allows for more computationally complex image
processing of the image data outputted to occur on the external computer. The transceiver
interface 114 also allows data, information and instructions to be supplied to the camera device
100 from one or more networks and/or other external devices such as a computer or memory for
storage and/or processing on the camera device 100. For example, background images may be
supplied to the camera device to be combined by the camera processor 110 with one or more
images captured by the camera device 100. Instructions and/or data updates can be loaded
onto the camera via interface 114 and stored in memory 108.
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[0094] The camera device 100 may include, and in some embodiments does include, an
autofocus controller 132 and/or autofocus drive assembly 134. The autofocus controller 132 is
present in at least some autofocus embodiments but would be omitted in fixed focus
embodiments. The autofocus controller 132 controls adjustment of at least one lens position in
the optical chain modules used to achieve a desired, e.g., user indicated, focus. In the case
where individual drive assemblies are included in each optical chain module, the autofocus
controller 132 may drive the autofocus drive of various optical chain modules to focus on the
same target. As will be discussed further below, in some embodiments lenses for multiple optical
chain modules are mounted on a single platter which may be moved allowing all the lenses on
the platter to be moved by adjusting the position of the lens platter. In some such embodiments
the autofocus drive assembly 134 is included as an element that is external to the individual
optical chain modules with the drive assembly 134 driving the platter including the lenses for
multiple optical chains under control of the autofocus controller 132. While the optical chain
modules will in many embodiments be focused together to focus on an object at a particular
distance from the camera device 100, it is possible for different optical chain modules to be
focused to different distances and in some embodiments different focus points are intentionally
used for different optical chains to increase the post processing options which are available.

[0095] The processor 110 controls operation of the camera device 100 to control the
elements of the camera device 100 to implement the steps of the methods described herein. The
processor may be a dedicated processor that is preconfigured to implement the methods.
However, in many embodiments the processor 110 operates under direction of software modules
and/or routines stored in the memory 108 which include instructions that, when executed, cause
the processor to control the camera device 100 to implement one, more or all of the methods
described herein. Memory 108 includes an assembly of modules 118 wherein one or more
modules include one or more software routines, e.g., machine executable instructions, for
implementing the image capture and/or image data processing methods of the present invention.
Individual steps and/or lines of code in the modules of 118 when executed by the processor 110
control the processor 110 to perform steps of the method of the invention. When executed by
processor 110, the data processing modules 118 cause at least some data to be processed by
the processor 110 in accordance with the method of the present invention. The resulting data
and information (e.g., captured images of a scene, combined images of a scene, efc.) are stored
in data memory 120 for future use, additional processing, and/or output, e.g., to display device
102 for display or to another device for transmission, processing and/or display. The memory
108 includes different types of memory for example, Random Access Memory (RAM) in which the
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assembly of modules 118 and data/information 120 may be, and in some embodiments are
stored for future use. Read only Memory (ROM) in which the assembly of modules 118 may be
stored for power failures. Non-volatile memory such as flash memory for storage of data,
information and instructions may also be used to implement memory 108. Memory cards may be
added to the device to provide additional memory for storing data (e.g., images and video) and/or
instructions such as programming. Accordingly, memory 108 may be implemented using any of a
wide variety of non-transitory computer or machine readable mediums which serve as storage
devices.

[0096] Having described the general components of the camera device 100 with
reference to Figure 1A, various features relating to the plurality of optical chain modules 130 will
now be discussed with reference to Figures 1B and 1C which show the camera device 100 from
front and side perspectives, respectively. Dashed line 101 of Figure 1 B indicates a cross section
line corresponding to the Figure 1C view.

[0097] Box 117 represents a key and indicates that OCM = optical chain module and
each L1 represents an outermost lens in an optical chain module. Box 119 represents a key and
indicates that S = sensor, F =filter, L =lens, L1 represents an outermost lens in an optical chain
module, and L2 represents an inner lens in an optical chain module.

[0098] Figure 1B shows the front of the camera device 100. Rays of light 131, which is
light toward the front of the camera assembly, shown in Figure 1C may enter the lenses located
in the front of the camera housing. From the front of camera device 100, the camera device 100
appears as a relatively flat device with the outer rectangle representing the camera housing and
the square towards the center of the camera representing the portion of the front camera body in
which the plurality of optical chain modules 130 is mounted.

Figure 1C, which shows a side perspective of camera device 100, illustrates three of the seven
optical chain modules (OCM 1121, OCM 7 145, OCM 4 133) of the set of optical chain modules
130, display 102 and processor 110. OCM 1 121 includes an outer lens L1 103, a filter 123, an
inner lens L2 125, and a sensor 127. OCM 1 121 further includes autofocus drive (AFD) 129 for
controlling the position of lens L2 125, and exposure control device (ECD) 131 for controlling
sensor 127. The AFD 129 includes a motor or other drive mechanism which can move the lens
(or sensor) to which itis connected. While the AFD 129 is shown coupled, e.g., connected, to
the lens L2 125 and thus can move the position of the lens L2 as part of a focus operation, in
other embodiments the AFD 129 is coupled to the sensor 127 and moves the position of the
sensor 127, e.g., to change the distance between the sensor 127 and the lens 125 as part of a
focus operation. OCM 7 145 includes an outer lens L1 115, a filter 147, an inner lens L2 149,
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and a sensor 151. OCM 7 145 further includes AFD 153 for controlling the position of lens L2
149 and ECD 155 for controlling sensor 151.

[0099] OCM 4 133 includes an outer lens L1 109, a filter 135, an inner lens L2 137, and
a sensor 139. The AFD 153 includes a motor or other drive mechanism which can move the lens
(or sensor) to which itis connected. While the AFD 153 is shown coupled, e.g., connected, to
the lens L2 149 and thus can move the position of the lens L2 as part of a focus operation, in
other embodiments the AFD 149 is coupled to the sensor 151 and moves the position of the
sensor 151, e.g., to change the distance between the sensor 151 and the lens 149 as part of a
focus operation.

[0100] OCM 4 133 further includes AFD 141 for controlling the position of lens L2 137
and ECD 143 for controlling sensor 139. The AFD 141 includes a motor or other drive
mechanism which can move the lens (or sensor) to which itis connected. While the AFD 141 is
shown coupled, e.g., connected, to the lens L2 137 and thus can move the position of the lens L2
as part of a focus operation, in other embodiments the AFD 141 is coupled to the sensor 139 and
moves the position of the sensor 139, e.g., to change the distance between the sensor 139 and
the lens 137 as part of a focus operation.

[0101]  While only three of the OCMs are shown in Figure 1C it should be appreciated
that the other OCMS of the camera device 100 may, and in some embodiments do, have the
same or similar structure.

[0102] Figure 1C and the optical chain modules (OCMs), also sometimes referred to as
optical camera modules, illustrated therein are illustrative of the general structure of OCMs used
in various embodiments. However, as will be discussed in detail below, numerous modifications
and particular configurations are possible. Many of the particular configurations will be discussed
below with use of reference to the optical camera modules shown in Figure 1C. While reference
to elements of Figure 1C may be made, it is to be understood that the OCMs in a particular
embodiment will be configured as described with regard to the particular embodiment. Thus, for
example, the filter may be of a particular color. Similarly, in embodiments where the filter is
expressly omitted and described as being omitted or an element which allows all light to pass,
while reference may be made to the OCMs of figure 1C, it should be appreciated that the filter will
be omitted in an embodiment where it is indicated to be omitted or of such a nature that it passes
a broad spectrum of light to pass if the embodiment is indicated to have a broadband filter. As
will be discussed below, the elements of the different OCMs may, but need not be, mounted on a
common support device, e.g., disc or platter, allowing a set of filters, lenses or sensors of the
different optical chains to be moved as a set. While in the OCMs of Figure 1C mirrors are not
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shown, as will be discussed below, in at least some embodiments one or more mirrors are added
to the OCMs to all light to be directed, e.g., to increase the length of the optical path or make for a
more convenient internal component configuration. It should be appreciated that each of the
OCMS 121, 145, 133, shown in Figure 1C will have their own optical axis which corresponds to
the path light entering the particular OCM will follow as it passes from the lens 103, 115, or 109 at
the front of the optical chain and passes through the OCM to the corresponding sensor 127, 151,
139.

[0103] While the processor 110 is not shown being coupled to the AFD, ECD and
sensors 127, 151, 139 itis to be appreciated that such connections exist and are omitted from
Figure 1C to facilitate the illustration of the configuration of the exemplary OCMs.

[0104] As should be appreciated the number and arrangement of lens, filters and/or
mirrors can vary depending on the particular embodiment and the arrangement shown in Figure
1C is intended to be exemplary and to facilitate an understanding of the invention rather than
limiting in nature.

[0105] The front of the plurality of optical chain modules 130 is visible in Figure 1B with
the outermost lens of each optical chain module appearing as a circle represented using a solid
line (OCM 1 L1103, 0CM 2 L1 105, OCM 3 L1 107, OCM 4 L1 109, OCM 5 L1 111, OCM 6 L1
113, OCM 7 L1 115). In the Figure 1B example, the plurality of optical chain modules 130 include
seven optical chain modules, OCM 1 121, OCM 2 157, OCM 3 159, OCM 4 133, OCM 5 171,
OCM 6 173, OCM 7 145, which include lenses (OCM 1 L1 103, OCM 2 L1 105, OCM 3 L1 107,
OCM 4 L1109,0CM5L1111,0CM6 L1113, OCM 7 L1 115), respectively, represented by the
solid circles shown in Figure 1B. The lenses of the optical chain modules are arranged to form a
pattern which is generally circular in the Figure 1B example when viewed as a unit from the front.
While a circular arrangement is preferred in some embodiments, non-circular arrangements are
used and preferred in other embodiments. In some embodiments while the overall pattern is
generally or roughly circular, different distances to the center of the general circle and/or different
distances from one lens to another is intentionally used to facilitate generation of a depth map
and block processing of images which may include periodic structures such as repeating patterns
without the need to identify edges of the repeating pattern. Such repeating patterns may be
found in a grill or a screen.

[0106] Note that the individual outer lenses, in combination, occupy an area that might
otherwise have been occupied by a single large lens. Thus, the overall total light capture area
corresponding to the multiple lenses of the plurality of chain modules OCM 1 to OCM 7, also
sometimes referred to as optical camera modules, approximates that of a lens having a much
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larger opening but without requiring a single lens having the thickness which would normally be
necessitated by the curvature of a single lens occupying the area which the lenses shown in
Figure 1B occupy.

[0107] While gaps are shown between the lens openings of the optical chain modules
OCM 1 to OCM 7, it should be appreciated that the lenses may be made, and in some
embodiments are, made so that they closely fit together minimizing gaps between the lenses
represented by the circles formed by solid lines. While seven optical chain modules are shown in
Figure 1B, it should be appreciated that other numbers of optical chain modules are possible.

[0108] As will be discussed below, the use of seven optical chain modules provides a
wide degree of flexibility in terms of the types of filter combinations and exposure times that can
be used for different colors while still providing an optical camera module that can be used to
provide an image for purposes of user preview of the image area and selection of a desired focal
distance, e.g., by selecting an object in the preview image which is to be the object where the
camera modules are to be focused.

[0109] For example, in some embodiments, such as the Figure 6 embodiment, at least
some of the different optical chain modules include filters corresponding to a single color thereby
allowing capture of a single color at the full resolution of the image sensor, e.g., the sensor does
not include a Bayer filter. In one embodiment two optical chain modules are dedicated to
capturing red light, two optical chain modules are dedicated to capturing green light and two
optical chain modules are dedicated to capturing blue light. The center optical chain module may
include a RGB filter or opening which passes all colors with different portions of the sensor of the
center optical chain module being covered by different color filters, e.g., a Bayer pattern with the
optical chain module being used to capture all three colors making it easy to generate color
preview images without having to process the output of multiple optical chain modules to
generate a preview image.

[0110] The use of multiple optical chains such as shown in the Figure 1A-1C
embodiment has several advantages over the use of a single optical chain.

[0111]  Using multiple optical chains allows for noise averaging. For example, given the
small sensor size there is a random probability that one optical chain may detect a different
number, e.g., one or more, photons than another optical chain. This may represent noise as
opposed to actual human perceivable variations in the image being sensed. By averaging the
sensed pixel values corresponding to a portion of an image, sensed by different optical chains,
the random noise may be averaged resulting in a more accurate and pleasing representation of
an image or scene than if the output of a single optical chain was used.
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[0112] As should be appreciated, different wavelengths of light will be bent by different
amounts by the same lens. This is because the refractive index of glass (or plastic) which the
lens is made of changes with wavelength. Dedication of individual optical chains to a particular
color allows for the lenses for those optical chains to be designed taking into consideration the
refractive index of the specific range of wavelength for that color of light. This can reduce
chromatic aberration and simplify lens design. Having multiple optical chains per color also has
the advantage of allowing for different exposure times for different optical chains corresponding to
a different color. Thus, as will be discussed further below, a greater dynamic range in terms of
light intensity can be covered by having different optical chains use different exposure times and
then combining the result to form the composite image, e.g., by weighting the pixel values output
by the sensors of different optical chains as a function of exposure time when combing the
sensed pixel values to generate a composite pixel value for use in a composite image. Given the
small size of the optical sensors (pixels) the dynamic range, in terms of light sensitivity, is limited
with the sensors becoming easily saturated under bright conditions. By using multiple optical
chains corresponding to different exposure times the dark areas can be sensed by the sensor
corresponding to the longer exposure time while the light areas of a scene can be sensed by the
optical chain with the shorter exposure time without getting saturated. Pixel sensors of the optical
chains that become saturated as indicated by a pixel value indicative of sensor saturation can be
ignored, and the pixel value from the other, e.g., less exposed, optical chain can be used without
contribution from the saturated pixel sensor of the other optical chain. Weighting and combining
of non-saturated pixel values as a function of exposure time is used in some embodiments. By
combining the output of sensors with different exposure times a greater dynamic range can be
covered than would be possible using a single sensor and exposure time.

[0113] Figure 1C is a cross section perspective of the camera device 100 shown in
Figure 1A and 1B. Dashed line 101 in Figure 1B shows the location within the camera device to
which the cross section of Fig. 1C corresponds. From the side cross section, the components of
the first, seventh and fourth optical chains are visible.

[0114] Asillustrated in Figure 1C despite including multiple optical chains the camera
device 100 can be implemented as a relatively thin device, e.g., a device less than 2, 3 or 4
centimeters in thickness in at least some embodiments. Thicker devices are also possible, for
example devices with telephoto lenses and are within the scope of the invention, but the thinner
versions are particularly well suited for cell phones and/or tablet implementations.

[0115] Asillustrated in the Figure 1C diagram, the display device 102 may be placed
behind the plurality of optical chain modules 130 with the processor 110, memory and other
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components being positioned, at least in some embodiments, above or below the display and/or
optical chain modules 130. As will be discussed below, and as shown in Fig. 1C, each of the
optical chains OCM 1 121, OCM 7 145, OCM 4 133 may, and in some embodiments do, include
an outer lens L1, an optional filter F, and a second optional lens L2 which proceed a sensor S
which captures and measures the intensity of light which passes through the lens L1, filter F and
second lens L2 to reach the sensor S. The filter may be a color filter or one of a variety of other
types of light filters.

[0116] InFigure 1C, each optical chain module includes an auto focus drive (AFD) also
sometimes referred to as an auto focus device which can alter the position of the second lens L2,
e.g., move it forward or back, as part of a focus operation. An exposure control device (ECD)
which controls the light exposure time of the sensor to which the ECD corresponds, is also
included in each of the OCMs shown in the Figure 1C embodiment. The AFD of each optical
chain module operates under the control of the autofocus controller 132 which is responsive to
user input which identifies the focus distance, e.g., by the user highlighting an object in a preview
image to which the focus is to be set. The autofocus controller while shown as a separate
element of the device 100 can be implemented as a module stored in memory and executed by
processor 110.

[0117] Note that while supporting a relatively large light capture area and offering a
large amount of flexibility in terms of color filtering and exposure time, the camera device 100
shown in Figure 1C is relatively thin with a thickness that is much less, e.g., 1/5th, 1/10th, 1/20th
or even less than the overall side to side length or even top to bottom length of the camera device
visible in Figure 1B.

[0118] Figure 1D illustrates a plurality of optical chain modules 160 that can be used in
an exemplary device implemented in accordance with the invention. The optical chain modules
(OCMs) shown in Figure 1D are illustrative of the general structure of OCMs used in various
embodiments. However, as will be discussed in detail below, numerous modifications and
particular configurations are possible. Many of the particular configurations will be discussed
below with use of reference to the optical camera modules shown in Figure 1D to support the
particular exemplary embodiments. While reference to elements of Figure 1D may and will be
made with regard to particular embodiments, it is to be understood that the OCMs in a particular
embodiment will be configured as described with regard to the particular embodiment. Thus, for
example, in a particular embodiment one or of the OCMS may use filters of a particular color or
may even omit the filter 164, 164'. 164" or 164™. Similarly, in embodiments where the filter is
expressly omitted and described as being omitted or an element which allows all light to pass,
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while reference may be made to the OCMs of Figure 1D, it should be appreciated that the filter
will be omitted in such an embodiment where it is expressly indicated to be omitted or of such a
nature that it passes a broad spectrum of light to pass if the embodiment is indicated to have a
broadband filter. As will be discussed below, the elements of the different OCMs may, but need
not be, mounted on a common support device, e.g., disc or platter, allowing a set of filters, lenses
or sensors of the different optical chains to be moved as a set. While in the OCMs of Figure 1D
mirrors are not shown, as will be discussed below, in at least some embodiments one or more
mirrors are added to the OCMs to all light to be directed, e.g., to increase the length of the optical
path or make for a more convenient internal component configuration. It should be appreciated
that each of the OCMS 164, 164", 164". 164™, shown in Figure 1C will have their own optical axis
which corresponds to the path light entering the particular OCM will follow as it passes from the
lens 162, 162'. 162", 162" at the front of the optical chain and passes through the OCM to the
corresponding sensor 168, 168', 168", 168™.

[0119]  The plurality of optical chain modules 160 includes N exemplary optical chain
modules as illustrated in Figure 1D where N may be any number but usually a number greater
than one, and in many cases greater than 2, 6 or even a larger number . The plurality of optical
chain modules 160 includes a first optical chain module (OCM) 161, a second optical chain
module 161", a third optical chain module 161",....., and Nth optical chain module 161™.

[0120] Each optical chain module illustrated in Figure 1D includes many or all of the
same elements shown in each optical chain illustrated in Figure 1C such as, e.g., optical chain
module 121. The first exemplary OCM 161 includes an outer lens 162, a filter 164, an inner lens
166, a sensor 168, an auto focus drive (AFD) 169 and an exposure control device (ECD) 170.
Each of the other optical chain modules include similar elements as described above with regard
to the first OCM 160, with the like elements in each of the other optical chain modules being
identified using a prime ('), double prime ("), or triple prime ("'). For example, the exemplary
second OCM 161" includes an outer lens 162', a filter 164", an inner lens 166', a sensor 168', an
auto focus drive (AFD) 169" and an exposure control device (ECD) 170", the exemplary third OCM
161" includes an outer lens 162", a filter 164", an inner lens 166", a sensor 168", an auto focus
drive (AFD) 169" and an exposure control device (ECD) 170" and so on. Similarly, the Nth OCM
161" includes an outer lens 162", a filter 164", an inner lens 166", a sensor 168", an auto focus
drive (AFD) 169™ and an exposure control device (ECD) 170™. The operation and functionality of
each of the OCMs and their elements is the same as or similar the functionality of optical chain
modules discussed earlier with respect to Figure 1C and thus will not be repeated. Note that
two versions of the AFD 169, 169', 169" or169" are shown in each optical chain module with the
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AFD connected to a lens being shown using solid lines and an alternative AFD shown using
dashed lines being connected to the sensor 168, 168", 168" or 168"™. The AFD shown with
dashed lines adjusts the position of the sensor 168. 168", 168" or 168" to which it is connected as
part of an autofocus operation, e.g., moving the sensor forward or backward to alter distance
between the sensor and a lens. The AFD shown in solid lines is used in systems where a lens
rather than a sensor is moved as part of an AFD operation. In some embodiments the AFD
controls the position of a lens and/or sensor in which case the AFD module is connected to both a
lens support mechanism or lens and the sensor.

[0121]  The plurality of optical chain modules 160 of Figure 1D can be used as, e.g., the
plurality of optical modules 130 of the exemplary device 100 or any other device implemented in
accordance with the invention. The number and particular configuration of optical chains in the
step of optical chains 160 maybe as per various embodiments which will be described in the
following detailed description. Accordingly, while a particular embodiment may be described in
one more subsequent portions of this application, it is to be understood that the optical chains
160 may be used in such embodiments with the particular configuration of filters, lens, and
element supports being as described with respect to the particular exemplary embodiment being
discussed.

[0122] Figure 2 illustrates a camera device 200 implemented in accordance with the
invention. The Figure 2 camera device 200 includes many or all of the same elements shown in
the device 100 of Figures 1A-1C. Exemplary camera device 200 includes a plurality of optical
chain modules (OCM 1 205, OCM 2 207, ..., OCM N 209, a processor 211, memory 213 and a
display 215, coupled together. OCM 1 205 includes outer lens L1 251, filter 253, inner lens L2
255, sensor 1 257, AFD 259 and ECD 261. In some embodiments, processor 211 of camera
device 200 of Figure 2 is the same as processor 110 of device 100 of Figure 1A, memory 213 of
device 200 of Figure 2 is the same as memory 108 of device 100 of Figure 1A, and display 215 of
device 200 of Figure 2 is the same as display 102 of device 100 of Figure 1A.

[0123] OCM 2 207 includes outer lens L1 263, filter 265, inner lens L2 267, sensor 2
269, AFD 271 and ECD 273. OCM N 209 includes outer lens L1 275, filter 277, inner lens L2
279, sensor N 281, AFD 283 and ECD 285. Box 217, which represents a key, indicates that ECD
= exposure control device and AFD = auto focus drive.

[0124] In the Figure 2 embodiment the optical chain modules (optical chain module 1
205, optical chain module 2 207, ..., optical chain module N 209) are shown as independent
assemblies with the autofocus drive of each module being a separate AFD element (AFD 259,
AFD 271, AFD 283), respectively.
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[0125] In Figure 2, the structural relationship between the various lenses and filters
which precede the sensor in each optical chain module can be seen more clearly. While three
elements, e.g. two lenses (see columns 201 and 203 corresponding to L1 and L2, respectively)
and the filter (corresponding to column 202) are shown in Figure 2 before each sensor, it should
be appreciated that a much larger combination of lenses and/or filters may precede the sensor of
one or more optical chain modules with anywhere from 2-10 elements being common and an
even larger number of elements being used in some embodiments, e.g., high end embodiments
and/or embodiments supporting a large number of filter and/or lens options.

[0126] In some but not all embodiments, optical chain modules are mounted in the
camera device to extend from the front of the camera device towards the back, e.g., with multiple
optical chain modules being arranged in parallel. Filters and/or lenses corresponding to different
optical chain modules may, and in some embodiments are, arranged in planes extending
perpendicular to the front to back direction of the camera device from the bottom of the camera
device towards the top of the camera device. While such a mounting arrangement is used in
some embodiments, other arrangements where the optical chain modules are arranged at
different angles to one another and/or the camera body are possible.

[0127] Note that the lenses/filters are arranged in planes or columns in the vertical
dimension of the camera device 200 to which reference numbers 201, 202, 203 correspond. The
fact that the lenses/filters are aligned along vertical planes allows for a manufacturing and
structural simplification that is used in some embodiments. That is, in some embodiments, the
lenses and/or filters corresponding to a plane 201, 202, 203 are formed or mounted on a platter
or plate. The term platter will be used for discussion purposes but is not intended to be limiting.
The platter may take the form of a disc but non-round platters are also contemplated and are well
suited for some embodiments. In the case of plastic lenses, the lenses and platter may be
molded out of the same material in a single molding operation greatly reducing costs as
compared to the need to manufacture and mount separate lenses. As will be discussed further,
platter based embodiments allow for relatively simple synchronized focus operations in that a
platter may be moved front or back to focus multiple OCMs at the same time. In addition, as will
be explained, platters may be moved or rotated, e.g., along a central or non-central axis, to
change lenses and or filters corresponding to multiple optical chain modules in a single operation.
A single platter may include a combination of lenses and/or filters allowing, e.g., a lens to be
replaced with a filter, a filter to be replaced with a lens, a filter or lens to be replaced with an
unobstructed opening. As should be appreciated the platter based approach to lens, filter and/or
holes allows for a wide range of possible combinations and changes to be made by simple
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movement of one or more platters. It should also be appreciated that multiple elements may be
combined and mounted together on a platter. For example, multiple lenses, filters and/or lens-
filter combinations can be assembled and mounted to a platter, e.g., one assembly per optical
chain module. The assemblies mounted on the platter for different optical chains may be moved
together, e.g., by rotating the platter, moving the platter horizontally or vertically or by moving the
platter using some combination of one or more such movements.

[0128] While platters have been described as being moved to change elements in an
optical chain, they can, and in some embodiments are, moved for image stabilization purposes.
For example, a platter having one or more lenses mounted thereon can be moved as part of an
image stabilization operation, €.g., to compensate for camera motion.

[0129]  While mounting of lenses and filters on platters has been discussed, it should
also be appreciated that the sensors of multiple optical chains can be mounted on a platter. For
example, sensors without color filters may be replaced with sensors with color filters, e.g., Bayer
pattern filters. In such an embodiment sensors can be swapped or changed while leaving one or
more components of one or more optical chains in place.

[0130] Note from a review of Figure 2 that in some embodiments, e.g., larger focal
length telephoto applications, the elements, e.g., filters/lenses closer to the sensor of the optical
chain module, are smaller in size than the outer most lenses shown in column 201. As a result of
the shrinking size of the lensesffilters, space becomes available between the lenses/filters within
the corresponding platter.

[0131] Figures 3A through 3C provide perspective views of the different planes 201,
202, 203 shown in Figure 2. As shown in Figure 3A, the outer lenses L1 (OCM 1 L1 251, OCM 2
L1263, OCM 3 L1264, OCM 4 L1266, OCM 5 L1 268, OCM 6 L1 270, OCM 7 L1 272) occupy
much of the outer circular area corresponding to the front of the camera modules as previously
shown in Figure 1B. However, as shown in Figure 3B the filters (OCM 1 F 253, OCM 2 F 265,
OCM 3 F 274, 0CM 4 F 276, OCM 5 F 278, OCM 6 F 280, OCM 7 F 282) corresponding to plane
202 occupy less space than the lenses shown in Figure 3A while the inner lenses L2 (OCM 1 L2
255,0CM 2 L2 267, OCM 3 L2 284, OCM 4 L2 286, OCM 5 L2 288, OCM 6 L2 290, OCM 7 L2
292) shown in Figure 3C occupy even less space. In some embodiments, where N =7, outer lens
L1 275, filter F 277, and inner lens L2 279 of Figure 2 are the same as OCM 7 L1 272 of Figure
3A, OCM 7 F 282 of Figure 3B and OCM 7 L2 292 of Figure 3C, respectively.

[0132] The decreasing size of the inner components allow multiple lenses and/or filters
to be incorporated into a platter corresponding to one or more of the inner planes. Consider for
example that an alternative filter F' or hole could be mounted/drilled below or next two each filter
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F of a platter corresponding to plan 202 and that by shifting the position or platter vertically,
horizontally or a combination of horizontally and vertically, the filter F can be easily and simply
replaced with another filter or hole. Similarly the lenses L2 may be replaced by alternative
lenses L2' by shifting a platter of lenses corresponding to plane 203. In some embodiments, the
platter may also be rotated to support changes. The rotation may be an off center rotation and/or
may be performed in combination with one or more other platter position changes.

[0133] A camera device 60 which includes platters of lenses and/or filters (61, 62, 63) is
shown in Figure 4. Camera device 60 includes a plurality of optical chain modules (optical chain
module 1 69, optical chain module 2 70, ..., optical chain module N 71), processor 72, memory
73, and display 74 coupled together via bus 75. In some embodiments, processor 72, memory
73, display 74, and autofocus controller 76 of device 60 of Figure 4 are the same as processor
110, memory 108, display 102, and autofocus controller 132 of device 100 of Figure 1A.

[0134] Element 61 represents a platter of outer lenses L1 with 3 of the lenses (77, 81,
86) being shown as in the Figure 1C example. Additional lenses may be, and often are, included
on the platter 61 in addition to the ones shown. For example, in a seven optical chain module
embodiment such as shown in Figure 1, platter 61 would include seven outer lenses. Note that
the thickness of the platter 61 need not exceed the maximum thicknesses of the lenses and from
a side perspective is much thinner than if a single lens having a similar curvature to that of the
individual lenses L1, but with the single lens being larger, occupied the same area as all the 7
lenses on the platter 61. Platter 62 includes the filters F, which include the three filters (77, 82,
87) while platter 63 includes the inner lenses L2, which include the three lenses (78, 83, 88). As
can be appreciated the camera device 60 is the same as or similar to the camera device of Figure
1C and Figure 2 but with the lenses and filters being mounted on platters which may be moved
between the front and back of the camera to support autofocus or horizontally and/or vertically to
support lensffilter changes.

[0135] Auto focus drive 66 is used to move platter 63 forward or backward as part of a
focus operation, e.g., under control of the autofocus controller 76 which may be, and often is,
included in the camera device 60. A filter shift drive (FSD) 65 is included in embodiments where
shifting of the platter 62 is supported as part of a filter change operation. The FSD 65 is
responsive to the processor 72 which operates in response to user selection of a particular mode
of operation and/or an automatically selected mode of operation and can move the platter 62
vertically, horizontally or in some combination of vertical and horizontal motion to implement a
filter change operation. The FSD 62 may be implemented with a motor and mechanical linkage
to the platter 62. In some embodiments, the platter 62 may also be rotated to support changes.
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The rotation may be an off center rotation and/or may be performed in combination with one or
more other platter position changes.

[0136] Alens shift drive (LSD) 67 is included in embodiments where shifting of the
platter 63 is supported as part of a filter change operation. The LSD 67 is responsive to the
processor 72 which operates in response to user selection of a particular mode of operation
and/or an automatically selected mode of operation and can move the platter 63 vertically,
horizontally or in some combination of vertical and horizontal motion to implement a lens change
operation. The LSD 67 may be implemented with a motor and mechanical linkage to the platter
63. In some embodiments, the platter 63 may also be rotated to support changes. The rotation
may be an off center rotation and/or may be performed in combination with one or more other
platter position changes.

[0137] Figure 5A illustrates various exemplary platters that can, and in some
embodiments are, used as the filter platter and/or inner lens platter in the camera device 60 of
Figure 4. In the Figure 5A example N is three (3) but other values of N are possible depending
on the embodiment. Figure 5B shows the exemplary lens platter 62' of Figure 5A when viewed
from the side, drawing 6299, and from the front, drawing 6298.

[0138] Platter 62 represents a platter with a single set of filters F1,1 6202 corresponding
to OCM1, F1,2 6204 corresponding to OCM 2 and F1,3 6206 corresponding to OCM 3.

[0139] Platter 62' represents an alternative platter that can, and in some embodiments
is, used in place of platter 62. NF is use to represent a hole or No Filter (NF) area of the platter
62'. As should be appreciated by simply shifting platter 62' vertically the filters F1 (F1,1 6202,
F1,2 6204, F1, 3 6206) can be replaced by holes (NF 6208, NF 6210, NF 6212), respectively,
thereby removing the color or other types of filters previously included in the optical chain
modules.

[0140] Platter 62" of Figure 5A represents a platter which includes alternative filters F1'
(F1',16214,F1’, 2 6216, F1’ 3 6206) which can be switched for the filters F1 (F1, 1 6202, F1,2
6204, F1,3 6206), respectively, by moving the platter 62" vertically. Thus platter 62" is used to
show how filters can be switched for other filters by simple movement of a platter while platter 62'
shows how filters can be removed from the optical paths included in a plurality of optical chain
modules by shifting of the platter on which a set of filters are mounted.

[0141]  With regard to drawing 6298 of Figure 5B, as should be appreciated by simply
shifting platter 62' vertically the filters F1 (F1,1 6202, F1,2 6204, F1, 3 6206, F1,4 6220, F1,5
6224, F1,6 6228, F1, 7 6232) can be replaced by holes (NF 6208, NF 6210, NF 6212, NF 6222,
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NF 6226, NF 6230, NF 6234), respectively, thereby removing the color or other types of filters
previously included in the optical chain modules.

[0142] Lens platter 63 shows a platter of inner lenses L2 (L2,1 6302, L2,2 6304, L2,3
6306) corresponding to first, second and third optical camera modules. Lens platter 63'is an
alternative platter which shows how alternative lenses L2' (L2',1 6308, L2',2 6310, L2",3 6312)
can be included on a lens platter and easily swapped for the lenses L2 (L2,1 6302, L2,2 6304,
L2,3 6306), respectively, by simple movement of the platter 63' vertically or horizontally. Lens
platter 63" is used to show that a lens platter may include holes (6314, 6316, 6318) as an
alternative to alternative lenses. Any of lens platters 63, 63' or 63" could be used in the camera
device 60 shown in Figure 4. While two lens sets are included in platter 63", multiple lens and/or
hole combinations, e.g., 2, 3 or more, may be included in a single platter. Similarly a large
number of alternative filter, hole alternatives may be supported in a single filter platter. A platter
can also have combinations of lenses, filters and holes and filters could be swapped for lenses or
holes.

[0143] As should be appreciated given the larger number of lens/filter combinations that
can be supported through the use of platters, a single camera device including a number of
optical chain modules may support a large number of alternative modes of operation.

[0144] It should be appreciated that the exposure control of various optical chain
modules may be varied along with the filters and/or lenses used at any given point in time
allowing for a wide degree of flexibility and control over the images captured at any given point in
time.

[0145] Figure 6A, 6B and 6C correspond to one particular filter lens combination used in
some embodiments.

[0146] Figure 6A shows the use of 7 optical chain modules at plane 201 (the outer lens
plane corresponding to lenses L1) as viewed from the front of the camera device. Figure 6A
shows optical chain module L1 lenses (OCM 1 L1 6402, OCM 2 L1 6404, OCM 3 L1 6406, OCM
4116408, OCM5L16410, OCM6 L1 6412, OCM 7 L1 6414). Figure 6C shows the inner lens
plane 203. Figure 6C shows optical chain module L2 lenses (OCM 1 L2 6602, OCM 2 L2 6604,
OCM 3 L2 6606, OCM 4 L2 6608, OCM 52 6610, OCM 6 L2 6612, OCM 7 L2 6614). The
configuration shown in Figure 6A and 6C is the same or similar to that previously discussed with
reference to the Figure 3 embodiment. Figure 6B shows a particular color filter arrangement
used in some embodiments. The filter arrangement shown in Figure 6B may be used at filter
plane 202. The filter arrangement shown in Figure 6B may be used in the set of optical chain
modules 130 before the sensors, e.g., between the setof L1 and L2 lenses. However, this

28



WO 2014/107634 PCT/US2014/010267

position is not required for some embodiments and the user of inner lenses L2 is also not
required for some embodiments.

[0147]  The filter configuration 6002 of Figure 6B includes single color filters in each of a
plurality of optical chain modules, e.g., the six outer optical chain modules (OCM1 to OCM®6).
Multiple optical chain modules are dedicated to each of the three colors, red (R), green (G) and
blue (B). The optical chain modules (OCM1, OCM4) with the red filter (RF), (OCM 1 RF 6502,
OCM 4 RF 6508) pass and sense red light. The optical chain modules (OCM 2, OCM 5) with the
green filter (GF), OCM 2 GF 6504, OCM 5 GF 6510, pass and sense green light. The optical
chain modules (OCM 3, OCM 6) with the blue filter (BF), OCM 3 BF 6506, OCM 6 BF 6512, pass
and sense blue light. In various embodiments, there is a single color filter per lens for the outer
lenses, e.g., a single color filter corresponding to each of OCM 1 — OCM 6. In some such
embodiments, there are multiple OCMs per single color, e.g., 2 OCMs for each of Red, Green,
and Blue.

[0148] By using optical chain modules dedicated to a single color, the optical chains can
be optimized for the spectral range corresponding to the particular color to which the chain
corresponds. In addition post capture color compensation can be simplified since each of the six
outer optical modules capture a single known color. In addition, noise can be averaged between
the sensor corresponding to the same color and/or different exposure times can be used for the
different OCMSs corresponding to an individual color extending the dynamic range of the sensors
to cover a range wider than could be captured by a single sensor. In addition different exposure
times may be used for different colors to take into consideration particular color biased lighting
conditions and/or facilitate the implementation of particular color effects that may be desired.
Notably the individual colors are captured at a pixel result in a resolution equal to that of the
sensor as opposed to the case where different portions of a single sensor are used to capture
different colors, e.g., with each color R, G, B being captured at a resolution 1/3 that of the pixel
resolution of the image sensor being used in an optical chain module.

[0149] In some embodiments, there is a RGB Multicolor Filter, OCM 7 RGBF 6514,
corresponding to OCM 7.

[0150] In some embodiments, OCM 7 filter 6514 is a RGB filter, e.g., a Bayer filter.

[0151]  In some embodiments, an opening which allows all colors to pass is used in
place of OCM 7 RGB filter 6514, but the sensor area corresponding to OCM 7 includes R, G, and
B filters corresponding to different sensor area portions. In some embodiments, OCM 7 is used
for preview.

[0152] In various embodiments, the sensors for OCM 1 through OCM 6 have no filters.
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[0153] While in some embodiments a composite image is generated and displayed as a
preview image, in some embodiments to reduce processing time and/or the time required to
display a composite image which may be delayed by the time required to combine multiple
images, an image captured by a single sensor is displayed as the preview image on the display of
the camera device. The multi-colored filter incorporated into the sensor, e.g., Bayer filter, of OCM
7 allows a color image to be captured by a single lens and used as the preview image. While the
image may be of lower quality than that which can be generated by creating a composite of the
multiple OCMs given the small display size the difference in image quality between the preview
image generated from OCM 7 and that of a composite image may not be sufficient to justify the
processing, power, and/or time required to generate a composite image for preview purpose.
Accordingly, the Figure 6B filter arrangement provides a great deal of flexibility while being able to
support a wide variety of exposure and other image capture related features.

[0154] Box 6003 of Figure 6B identifies that GF = green filter, BF = blue filter, RF = red
filter, RGBF = Red, Green, Blue Filter.

[0155] The ability to use different exposure times with different optical chain modules is
illustrated further with regard to a camera embodiment which will now be discussed with regard to
Figures 7A, 7B and 7C. The lens configurations of Figure 7A and 7C are similar to that shown in
Figure 6A and 6C. Figure 7A shows optical chain module L1 lenses (OCM 1 L1 7402, OCM 2 L1
7404, 0CM 3 L1 7406, OCM 4 L1 7408, OCM 5 L1 7410, OCM 6 L1 7412, OCM 7 L1 7414),
which may be located a plane 201. Figure 6C shows optical chain module L2 lenses (OCM 1 L2
7602, OCM 2 L2 7604, OCM 3 L2 7606, OCM 4 L2 7608, OCM 5 L2 7610, OCM 6 L2 7612,
OCM 7 L2 7614), which may be located at plane 203. The filter arrangement shown in drawing
7002 of Figure 7B is also the same or similar to that shown in Figure 6B but in the Figure 7B
example exposure time is also included. While the exposure is controlled by use of the exposure
control device in some embodiments the concept can be understood from Figure 7B. In Figure
7B SE is used to indicate short exposure, LE is used to indicate long exposure, and ME is used to
indicate medium exposure, as indicated by box 7003. Element 7502 indicates that OCM 1 uses a
red filter and is controlled for a medium exposure. Element 7504 indicates that OCM 2 uses a
green filter and is controlled for a short exposure. Element 7506 indicates that OCM 3 uses a blue
filter and is controlled for a short exposure. Element 7508 indicates that OCM 4 uses a red filter
and is controlled for a long exposure. Element 7510 indicates that OCM 5 uses a green filter and
is controlled for a long exposure. Element 7512 indicates that OCM 6 uses a blue filter and is
controlled for a long exposure. Element 7514 indicates that OCM 7 uses a RGB filter, e.g., a

Bayer filter, and is controlled for medium exposure.
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[0156] For the outer OCMs, OCM 1 through OCM 6, there is a single color filter per
OCM, and multiple OCMs per color. In various embodiments, the center OCM, OCM 7, is used
for preview.

[0157] In some embodiments, filters, corresponding to OCM 1 through OCM 7, are
included at plane 202. In some embodiments, the filters corresponding to OCM 1 through OCM 6
are included at plane 202; there is an opening at plane 2 corresponding to OCM 7, which allows
all the colors to pass; and the sensor area corresponding to OCM 7 includes R, G, and B filters
corresponding to different sensor area portions, e.g., the sensor for OCM 7 includes an RGB
Bayer filter. In some embodiments, the sensors for OCM 1 through OCM 6 have no filters.

[0158] The preview image is generated using the medium exposure optical chain
module while the two different optical chain modules corresponding to a given color use different
exposures. In this way the short exposure time can be used to reliably capture information
corresponding to light (e.g., bright) portions of an image while the long exposure optical chain
module can be used to capture information corresponding to the darker portions of an image. As
discussed above, the sensed pixel values from the two optical chains can be processed to
exclude values generated by saturated sensors and to combine pixel values corresponding to the
same image area in a manner weighted according to the exposure duration for pixel value within
the acceptable operating range of the optical chain module's sensors.

[0159]  While different durations can and often are achieved by controlling sensor
exposure times, different filters in different optical chain modules may, and are, used to achieve
different light exposures in some embodiments.

[0160] Figure 8, illustrates an optical chain arrangement used in one panoramic camera
device 8000 in which multiple optical chains and different lens angles are used to capture images
that are well suited for combining into a panoramic image. A1 represents a first non-zero angle,
S represents a straight or 0 degree angle, and A2 represents a second non-zero angle. In one
embodiment A1 causes the corresponding camera chain module to capture images to the right of
the camera, S causes the corresponding camera chain module to capture images straight ahead
of the camera, and A2 causes the corresponding camera chain module to capture images to the
left the camera, from the perspective of the user behind the camera. In addition to captured
images left and right of the camera it should be appreciated that the optical chain modules
capture some image portion which is also captured by the adjacent optical chain module. Thus,
the OCMs in columns 803, 805 and 807 capture different scenes which, while overlapping, can
be stitched together to provide an ultra wide angle panoramic image. The OCMs in each of rows
811,813, 815, 817, 819, 821, 823 capture different versions of the same scene.
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[0161]  The panoramic camera device 8000 includes multiple optical chain modules
corresponding to each of the left, right and center views. Twenty one optical chain modules
(seven sets of three) are shown allowing for two optical chain modules per color (R, G, B) plus a
seventh multi-color (R, G, B) optical chain module which can be used to support a preview mode
of operation. The multi-color optical chain module may include a sensor with a multicolor filter,
e.g., a Bayer pattern filter, allowing the single sensor to capture the multiple colors using different
portions of the sensor. While the panoramic configuration shown in Figure 8 is different from that
of the non-panoramic camera embodiments previously discussed the exposure control and
separate color capture benefits remain the same as those discussed with regard to the other
embodiments.

[0162] While Figure 8 illustrates a particular panoramic embodiment, it should be
appreciated that embodiments such as those shown in Figures 3 and 4 can, and in sometimes
are, used to support taking of panoramic pictures. In one such embodiment a prism or angled
lens is inserted into one or more optical chain modules, e.g., by rotation, vertical movement,
horizontal movement and/or a combination of vertical and horizontal movement of a platter upon
which the prism or lens is mounted. The prisms or changes in lens angles change the scene
area perceived by one or more optical chain modules allowing the different optical chain modules
to capture different views of a scene which can, and in some embodiments are, used to generate
a panoramic image, e.g., picture. Thus, camera modules used to capture images corresponding
to the same scene which are then combined to generate a combined image can also be used at a
different time to capture images corresponding to different views and/or scenes which can then
be subsequently combined to form a panoramic image, e.g., photograph.

[0163] Accordingly, it should be appreciated that ultra wide angle panoramic images can
be generated using multiple optical chain modules of the type previously discussed thereby
providing panoramic cameras many of the benefits of large lens without the need for the camera
depth, weight and other disadvantages associated with large lenses.

[0164] It should be appreciated that because camera chain modules are separated from
one another the multi-optical chain module embodiments of the present invention are well suited
for stereoscopic image generation and for generating image depth maps. Accordingly the
camera devices of the present invention support a wide range of applications and modes of
operation and provide significant amounts of image data which can be used to support a wide
range of post capture image processing operations.
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[0165] Having described apparatus and various embodiments, various methods which
are supported and used in some embodiments will now be discussed with regard to various flow
charts that are included in the present application.

[0166] Method 300 of Figure 9 illustrates one exemplary method of producing at least
one image of a first scene area in accordance with the present invention. The processing steps
of the method 300 of Figure 9 will now be explained in view of the camera device 100 of Figure
1A.

[0167] The method 300 of Figure 9 starts at start step 302 with the start of the steps of
the method being implemented, e.g., on processor 110. Operation proceeds from start step 302
to step 304. In step 304, user input is received to control the capture of at least one image of the
first scene area. The user input is received via input device 106 which may be, and in some
embodiments is, a button or touch sensitive screen. In optional sub-step 306, the user input may,
and in some embodiments does, indicate a portion of the first scene area that is to be focused,
e.g., in animage to be captured or a combined image to be generated from two or more captured
images. From step 304 processing proceeds to step 308.

[0168] In step 308, a plurality of three or more optical chain modules (OCMs), e.g.,
optical chain modules 130 of Figure 1A, are operated in parallel to capture images of the first
scene area, said images including at least a first image of said first scene area, a second image
of said first scene area, and a third image of said first scene area. In some embodiments each
one of the first, second and third optical chain modules captures a corresponding one of the first,
second and third image respectively. In some embodiments, operating a plurality of three or
more optical chain modules in parallel to capture images of the first scene area, said images
including at least a first image of said first scene area, a second image of said first scene area,
and a third image of said first scene area includes sub-processing steps 310, 312, and 314.

[0169] Insub-step 310 a first optical chain module is operated to capture a firstimage
316 of the first scene area. In most, but not all, embodiments, on capture of the firstimage 316,
the image data and other data such as camera device configuration information associated with
the firstimage is stored in the data/information 120 portion of memory 108 for later processing,
output or display. In parallel with the processing of sub-step 310 processing of sub-steps 312
and 314 also occur. In sub-step 312 a second optical chain module is operated to capture a
second image 318 of the first scene area. In most, but not all, embodiments on capture of the
second image 318, the image data and other data such as camera device configuration
information associated with the second image is stored in the data/information 120 portion of
memory 108 for later processing, output or display. In sub-step 314 a third optical chain module
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is operated to capture a third image 320 of the first scene area. In most, but not all, embodiments
on capture of the third image 320, the image data and other data such as camera device
configuration information associated with the third image is stored in the data/information 120
portion of memory 108 for later processing, output or display. Processing then proceeds from
step 308 to step 322.

[0170] In some embodiments, each optical chain module of the plurality of optical chain
modules includes a lens and the lenses of the plurality of the optical chain modules are arranged
along a circle. For example, when there are three optical chain modules, i.e., a first optical chain
module, a second optical chain module, and a third optical chain module, the first optical chain
module includes a first lens, the second optical chain module includes a second lens, and the
third optical chain module includes a third lens. The first, second and third lenses are arranged
uniformly along a circle, e.g. on the vertices of an equilateral triangle. In some embodiments the
camera device 100 includes a fourth optical chain module including a fourth lens, said fourth lens
being positioned in the center of the circle. Each of the first, second, third and fourth lens may
be, and in some embodiments of the present invention are, the outer lens of each of their
respective optical chain modules and are all positioned in the same plane. More generally, in
some embodiments of the present invention, there are a plurality of N optical chain modules each
including a lens. N-1 lenses of the plurality of optical chain modules are arranged along a circle
with Nth lens being positioned in the center of the circle. Figure 1B illustrates and example of a
camera device 100 with seven optical chain modules which include 7 outer lenses shown as
circles, i.e., OCM1, OCM2, OCM3, OCM4, OCMS5, OCM6, and OCM7. The outer lens of optical
chain modules OCM 1, OCM2, OCM3, OCM4, OCM5, and OCM®6 are arranged along a circle and
the outer lens of optical chain module OCM7 is positioned in the center of the circle.

[0171]  In some embodiments of the present invention, the first optical chain module
includes in addition to the first lens an image sensor referred to as a firstimage sensor. In some
embodiments of the present invention, the second optical chain module includes an image sensor
referred to as a second image sensor. In some embodiments of the present invention, the third
optical chain includes an image sensor referred to as a third image sensor. In some
embodiments of the present invention the plurality of lenses of the plurality of optical chain
modules are mounted in a cell phone housing with the plurality of lenses oriented in the same
direction and in the same plane of the housing. For example in the case of three optical chain
modules, in some embodiments of the present invention, the first, second and third lenses of the
first, second, and third optical chain modules respectively are mounted in a cell phone housing
and are oriented in the same direction and in the same plane of the housing.
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[0172] Instep 322, said first, second, and third images are processed by processor 110
to generate a first combined image 326 of said first scene area. In some embodiments, including
those embodiments of the present invention in which user input is received indicating a portion of
the first scene area to be focused in the combined image, step 322 may, and in some
embodiments does, include sub-step 324 wherein pixel positions on at least one of said first,
second, and third images is shifted prior to generating said first combined image to align the
portion of the first scene to be focused. Processing then proceeds to step 328 where the
generated combined image is stored in data/information 120 of memory 108, e.g., for potential
later display, output from the camera device, and/or additional processing and/or displayed on
display 102 of camera device 100.

[0173] In some embodiments, processing step 322 and/or sub-step 324 are performed
on an external device such as a computer. In such cases, the first, second and third images are
outputted from the camera device 100 via transceiver 114 to the external computer for processing
to generate the first combined image 326. The first combined image may then be stored in
memory associated with the external device and/or displayed on a display associated with the
external computer. In some embodiments of the present invention, the first combined image of
the first scene area includes the same or fewer pixel values than either of said first, second or
third images.

[0174] From step 328 processing proceeds to step 304 where processing continues and
the method is repeated.

[0175] In some embodiments of the present invention, the size of the diameter of the
first, second and third lens of the first, second, and third optical chain modules respectively are
the same and the sensors of the first, second and third optical chain modules have the same
number of pixels. In other embodiments of the present invention, one or more optical chain
modules may, and in some embodiments do, have lenses with different diameter sizes and/or
sensors with different numbers of pixels. In some embodiments of the present invention, the first,
second and third lenses of the first, second and third optical chain modules respectively, are less
than 2 cm in diameter and each of the first, second and third image sensors of the first, second
and third optical chain modules support at least 8 Mpixels. In some embodiments of the present
invention, the first and second lenses are each less than 2 cm in diameter and each of the first
and second image sensors support at least 5 Mpixels. However in many embodiments the image
sensors support 8 Mpixels or even more and in some embodiments the lenses are larger than
2cm. Various combinations of lens and sensors may be used with a variety of lens sizes being
used for different optical chains in some embodiments. In addition different optical chains may
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use lenses with different shapes, e.g., while the lens may be a spherical lens the perimeter of the
lens may be cut into one of a variety of shapes. In one embodiment, lenses of different optical
chain modules are shaped and arranged to minimize gaps between lenses. Such an approach
can have the advantage of resulting in a smoother blur with regard to portions of captured images
which are out of focus when combining images captured by different optical chain modules and
result in an overall image which more closely approximates what might be expected had a single
large lens been used to capture the scene shown in the combined image.

[0176] In accordance with some aspects of the present invention, the diameter size and
arrangement of the lenses of the plurality of optical modules may and do vary. Similarly the
number of pixels supported by the sensors of each of the plurality of optical modules may also
vary for example depending on the desired resolution of the optical chain module.

[0177] In some embodiments, different shifts are used for different portions of the scene
to create a single composite image. In some embodiments, the generated combined image is a
panoramic image.

[0178] Invarious embodiments, the optical chain modules are independently focused to
the same focal distance. In some embodiments, the optical chain modules are focused together.
In some such embodiments, the optical chain modules are focused together by moving a platter
on which lenses corresponding to different optical chains are mounted.

[0179] Method 400 of Figure 10 illustrates an embodiment of a method of producing at
least one image of a first scene area in accordance with the present invention. The method 400
achieves enhanced sensor dynamic range by combining images captured through the operation
of two or more optical chain modules using different exposure times. The processing steps of the
method 400 of Figure 10 will now be explained in view of the camera device 100 of Figure 1A.
For ease of explanation of the method 400, it will be assumed that the plurality of optical chain
module 130 of camera device 100 of Figure 1A includes two optical chain modules and in some
embodiments an optional third optical chain module which will be referred to as a first, second
and third optical chain module respectively.

[0180] The method 400 of Figure 10 starts at start step 402 with the start of the steps of
the method being implemented, e.g., on processor 110. Operation proceeds from start step 402
to step 404. In step 404, one of a plurality of optical chain modules of the camera device is
operated to capture an image which will be referred to herein as a fourth image of the first scene.
For example, one of said first, second or optional third optical chain modules may be, and in
some embodiments is, operated to capture the fourth image. This fourth image is captured prior

36



WO 2014/107634 PCT/US2014/010267

to capturing the first, second or third images which will be discussed in connection with step 410
below.

[0181] Processing then proceeds to step 406 where the fourth image is displayed on the
display 102 of the camera device 100. By displaying the fourth image on the display of the
camera device 100 a user can aim the camera device and target the first scene area for which
the user wants to capture an image. In some embodiments, the fourth image is also stored in
datafinformation 120 of memory 108. Processing then proceeds from step 406 to step 408.

[0182] In step 408, user input is received to control the capture of an image of the first
scene area. The user input is received via input device 106 which may be, and in some
embodiments is, a button or touch sensitive screen. For example, the user may touch a portion
of the touch sensitive screen on which the fourth image is shown to focus the camera on a portion
of the scene for which an image is to be captured. From step 408 processing proceeds to step
410 where the plurality of optical chain modules 130 are operated in parallel to capture images of
the first scene area.

[0183] Step 410 includes sub-steps 412, 414, and optional sub-step 416. In sub-step
412, afirst optical chain module is operated to capture a firstimage 418 of the first scene area
using a first exposure time. In sub-step 414, a second optical chain module is operated to
capture a second image 420 of the first scene area using a second exposure time, at least said
first and said second exposure times being of different duration but overlapping in time. In some
embodiments, an optional sub-step 416 is performed wherein a third optical chain module is
operated to capture a third image 422 of the first scene area using a third exposure time. In
some embodiments, the third exposure time is different than the first and second exposure times.
Additional optical chain modules may be, and in some embodiments are, used to capture
additional images of the first scene area with the additional optical chain modules using the same
or different exposure times as the first, second or third exposure times so as to obtain additional
image data for the first scene area. Sub-steps 412, 414, and optional sub-step 416 are
performed in parallel so that multiple images of the first scene are captured in parallel with
different exposure times. The first, second and optional third captured images may be, and in
some embodiments are, stored in data/information 120 of memory section 108 to be available for
later use such as for example in later steps of the method for generating a combined image of the
first scene area, or for display or outputting of images.

[0184] In some embodiments, in step 404 the operation of one of the first, second and
third optical chain modules to capture the fourth image of the first scene area uses a fourth
exposure time different from said first, second and third exposure times. Once again step 404
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occurs prior to the step 410 as the fourth image is displayed on the display 102 so the user can
utilize the displayed image to target the scene area to be captured by the first, second and
optional third images.

[0185] Operation of the method proceeds from step 410 to step 424. In step 424 the
captured images, that is the first and second images, are processed to generate a first combined
image of the first scene area 430. In those embodiments in which the optional third image was
captured optional sub-step 428 is performed wherein the third image in addition to the first and
second image is also processed to generate the first combined image of the scene area 430.

[0186] In some embodiments step 424 is accomplished using sub-step 426 wherein
said processing of said first and second images and optionally said third image to generate a first
combined image of the first scene area includes combining weighted pixel values of said first
image, second image, and optional third image.

[0187] The weighting of the pixel values may, and in some embodiments is a function of
exposure times. Thus, at least in some embodiments, a pixel value of the combined image is
generated by weighting and summing a pixel value from each of the first, second and third
images, where the pixel value from the firstimage is weighted according to the first exposure time
used to capture the first image, the pixel value from the second image is weighted according the
second exposure time used to capture the second image and the pixel value from the third image
is weighted according to the third exposure time used to capture the third image.

[0188] Operation proceeds from step 424 to step 432. In step 432, the generated first
combined image of the first scene area is stored in data/information 120 of memory 108 and/or
displayed on the display 102, e.g., touch sensitive display of the camera device 100.

[0189] Operation proceeds from step 432 to step 404 where processing continues and
the method is repeated.

[0190] In some embodiments of the present invention step 424 is performed on an
external device such as a computer that is coupled to the camera device 100 via the transceiver
interface 114. In such embodiments the first, second and optional third images are transmitted to
the external device via the transceiver interface 114 where the step 424 is performed. Step 432
is then typically performed by the external device with the combined image 430 being stored in
memory associated with the external device and/or displayed on a display associated with the
external device.

[0191] Method 400 may be, and in some embodiments is, implemented on a variety of
devices including for example, a camera or a mobile device such as a mobile cellular telephone
or a tablet.
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[0192] In some embodiments, at least some of the optical chain modules include single
color filters. For example, in one embodiment, the first optical chain module includes a red filter,
the second optical chain module includes a green filter, the third optical chain module includes a
blue filter. In some such embodiments, at least two optical chain modules are provided for each
color for which a single color filter is used. For example in one embodiment, the plurality of
optical chains modules include two optical chain modules with a red filter, two optical chain
modules with a green filter and two optical chain modules with a blue filter. In some
embodiments, different optical chain modules having single color filters corresponding to the
same color have different exposure times. In some embodiments, the combined image is
generated using captured images of the first scene area from: (i) an optical chain module
including a first color filter and a using first exposure time, (i) an optical chain including a second
color filter and using a first exposure time, (iii) an optical chain including a third color filter and
using a first exposure time, (iv) an optical chain module including a first color filter and a using
second exposure time, (i) an optical chain including a second color filter and using a second
exposure time, (iii) an optical chain including a third color filter and using a second exposure time.
In some such embodiments, the first color is red; the second color is green; and the third color is
blue; the first exposure time is a short exposure time and the second exposure time is a long
exposure time.

[0193] In some embodiments, at least some optical chain modules do not include any
color filters.

[0194] Method 500 of Figure 11 illustrates an embodiment of a method of producing at
least one image of a first scene area in accordance with the present invention. The method 500
achieves enhanced sensor dynamic range by combining images captured through the operation
of two or more optical chain modules using different exposure times. The processing steps of the
method 500 of Figure 11 will now be explained in view of the camera device 100 of Figure 1A.
For ease of explanation of the method 500, it will be assumed that the plurality of optical chain
module 130 of camera device 100 of Figure 1A includes two optical chain modules and in some
embodiments an optional third optical chain module which will be referred to as a first, second
and third optical chain module respectively. Method 500 is similar to method 400 but implements
the capture of the fourth image and display of the fourth image after the first, second and third
images have been captured. In this way the user of the device is able to see on the display the
first scene area that was captured in the first, second and optional third image and which will be
processed to generate a combined image.
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[0195] The method 500 of Figure 11 starts at start step 502 with the start of the steps of
the method being implemented, e.g., on processor 110. Operation proceeds from start step 502
to step 504. In step 504, user input is received to control the capture of the image of the first
scene area. The user input is received via input device 106 which may be, and in some
embodiments is, a button or touch sensitive screen. From step 504 processing proceeds to step
506 where the plurality of optical chain modules 130 are operated in parallel to capture images of
the first scene area.

[0196] Step 506 includes sub-steps 510, 512, and optional sub-step 514. In sub-step
510, a first optical chain module is operated to capture a firstimage 516 of the first scene area
using a first exposure time. In sub-step 512, a second optical chain module is operated to
capture a second image 518 of the first scene area using a second exposure time, at least said
first and said second exposure times being of different duration but overlapping in time. In some
embodiments, an optional sub-step 514 is performed wherein a third optical chain module is
operated to capture a third image 520 of the first scene area using a third exposure time. In
some embodiments, the third exposure time is different than the first and second exposure times.
Additional optical chain modules may be, and in some embodiments are, used to capture
additional images of the first scene area with the additional optical chain modules using the same
or different exposure times as the first, second or third exposure times so as to obtain additional
image data for the first scene area and thereby enhancing the effective sensor dynamic range of
the camera device. Sub-steps 510, 512, and optional sub-step 514 are performed in parallel so
that multiple images of the first scene are captured in parallel with different exposure times. The
first, second and optional third captured images may be, and in some embodiments are, stored in
datafinformation 120 of memory section 108 to be available for later use such as for example in
later steps of the method for generating a combined image of the first scene area, or for display
or outputting of the images. Operation proceeds from step 506 to steps 522 and 528.

[0197] Instep 522, one of said first, second and optional third optical chain modules is
operated to capture a fourth image 524 of the first scene area after capturing one of said first,
second and third images. While in this particular embodiment the fourth image is captured after
the first, second and third images, in some embodiments one of the first, second and third images
is used as the fourth image. In some embodiments a fourth exposure time different from said
first, second and third exposure times is used to capture the fourth image 524. The fourth image
may be, and in some embodiments is stored in data/information 120 of memory 108 for potential
later use, output or display. Processing proceeds from step 522 to step 526. In step 526, the
fourth image of the first scene area is displayed on display 102 of the camera device, e.g., a
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touch sensitive screen so that a user of the camera device can see an image of the first scene
area that was captured by the first, second and optional third images. Processing proceeds from
step 526 to step 504 where processing associated with the method continues as the method is
repeated.

[0198] Returning to step 528, in step 528 the first and second images are processed to
generate a first combined image of the first scene area 534. In those embodiments in which the
optional third image was captured optional sub-step 532 is performed wherein the third image in
addition to the first and second images is also processed to generate the first combined image of
the scene area 534.

[0199] In some embodiments step 528 is accomplished using sub-step 530 wherein
said processing of said first and second images and optionally said third image to generate a first
combined image of the first scene area includes combining weighted pixel values of said first
image, second image, and optional third image. The weighting of the pixel values may, and in
some embodiments is a function of exposure times. Thus, at least in some embodiments, a pixel
value of the combined image is generated by weighting and summing a pixel value from each of
the first, second and third images, where the pixel value from the first image is weighted
according to the first exposure time used to capture the firstimage, the pixel value from the
second image is weighted according the second exposure time used to capture the second image
and the pixel value from the third image is weighted according to the third exposure time used to
capture the third image.

[0200] Operation proceeds from step 528 to step 536. In step 536, the generated first
combined image of the first scene area is stored in data/information 120 of memory 108 and/or
displayed on the display 102, e.g., the touch sensitive display of the camera device 100.

[0201] Operation proceeds from step 536 to step 504 where processing continues and
the method is repeated.

[0202] In some embodiments of the present invention step 528 is performed on an
external device such as a computer that is coupled to the camera device 100 via the transceiver
interface 114. In such embodiments the first, second and optional third images are transmitted to
the external device via the transceiver interface 114 where the step 528 is performed. Step 536
is then typically performed by the external device with the combined image 534 being stored in
memory associated with the external device and/or displayed on a display associated with the

external device.
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[0203] Method 500 may be, and in some embodiments, is implemented on a variety of
devices including for example, a camera or a mobile device such as a mobile cellular telephone
or a tablet.

[0204] The use of an external computer to perform some or a part of the processing of
the first, second and optional third images allows for the use of computational more complex
algorithms as the external computer may be, and in some embodiments does have, a
computationally more powerful processing capability than the camera device 100.

[0205] In some embodiments, at least some of the optical chain modules include single
color filters. For example, in one embodiment, the first optical chain module includes a red filter,
the second optical chain module includes a green filter, the third optical chain module includes a
blue filter. In some such embodiments, at least two optical chain modules are provided for each
color for which a single color filter is used. For example in one embodiment, the plurality of
optical chains modules include two optical chain modules with a red filter, two optical chain
modules with a green filter and two optical chain modules with a blue filter. In some
embodiments, different optical chain modules having single color filters corresponding to the
same color have different exposure times. In some embodiments, the combined image is
generated using captured images of the first scene area from: (i) an optical chain module
including a first color filter and a using first exposure time, (i) an optical chain including a second
color filter and using a first exposure time, (iii) an optical chain including a third color filter and
using a first exposure time, (iv) an optical chain module including a first color filter and a using
second exposure time, (i) an optical chain including a second color filter and using a second
exposure time, (iii) an optical chain including a third color filter and using a second exposure time.
In some such embodiments, the first color is red; the second color is green; and the third color is
blue; the first exposure time is a short exposure time and the second exposure time is a long
exposure time.

[0206] In some embodiments, at least some optical chain modules do not include any
color filters. For example, in one particular embodiment, optical chain modules OCM 171 and
OCM 173 do not include color filters. However in other embodiments, OCM 171 and OCM 173
each include a color filter.

[0207] Method 600 of Figure 12 illustrates an embodiment of a method of producing at
least one color image of a first scene area in accordance with the present invention. The method
600 uses color filters in connection with combining two or more images of a first scene area to
obtain a color image of the first scene area. The processing steps of the method 600 of Figure 12
will now be explained in view of the camera device 100 of Figure 1A. For ease of explanation of
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the method 600, it will be assumed that the plurality of optical chain module 130 of camera device
100 of Figure 1A includes two optical chain modules and in some embodiments an optional third
and/or fourth optical chain module which will be referred to as a first, second, third and fourth
optical chain module respectively.

[0208] The method 600 of Figure 12 starts at start step 602 with the start of the steps of
the method being implemented, e.g., on processor 110. Operation proceeds from start step 602
to step 604. In optional step 604, a fourth optical chain module of the camera device is operated
to capture an image, e.g., a image referred to herein as a fourth image of a first scene area using
a multi-color filter. This fourth image is captured prior to capturing the first, second or third
images which will be discussed in connection with step 610 below.

[0209] Processing then proceeds to optional step 606 where the fourth image is
displayed on the display 102 of the camera device 100. By displaying the fourth image on the
display of the camera device 100 a user can aim the camera device and target the first scene
area for which the user wants to capture an image. In some embodiments, the fourth image is
also stored in data/information 120 of memory 108. Processing then proceeds from step 606 to
step 608.

[0210] In step 608, user input is received to control the capture of an image of the first
scene area. The user input is received via input device 106 which may be, and in some
embodiments is, a button or touch sensitive screen. For example, the user may touch a portion
of the touch sensitive screen on which the fourth image is shown to focus the camera on a portion
of the scene for which an image is to be captured. From step 608 processing proceeds to step
610 where the plurality of optical chain modules 130 are operated in parallel to capture images of
the first scene area.

[0211] Step 610 includes sub-steps 612, 614, and optional sub-step 616. In sub-step
612, a first optical chain module is operated to capture a first image 618 of the first scene area
using a first color filter. In sub-step 614, a second optical chain module is operated to capture a
second image 620 of the first scene area using a second color filter, said first and said second
color filters corresponding to a first color and a second color respectively. Said first and said
second colors being different colors. In some embodiments, said first and second color filters are
single color filters which correspond to said first and second colors, respectively. In some
embodiments, an optional sub-step 616 is performed wherein a third optical chain module is
operated to capture a third image 622 of the first scene area using a third color filter. In some
embodiments, the third color filter corresponds to a color that is different from said first and
second colors. In some embodiments the third color filter is a single color filter which
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corresponds to said third color. Additional optical chain modules may be, and in some
embodiments are, used to capture additional images of the first scene area with the additional
optical chain modules using the same or different color filters as the first, second or third color
filters so as to obtain additional image data for the first scene area. Sub-steps 612, 614, and
optional sub-step 616 are performed in parallel so that multiple images of the first scene area are
captured in parallel with different color filters. The first, second and optional third captured
images may be, and in some embodiments are, stored in data/information 120 of memory section
108 to be available for later use such as for example in later steps of the method for generating a
combined image of the first scene area, or for display or outputting of images. In some
embodiments of the present invention, the first optical chain module includes a first lens and a
firstimage sensor and the second optical module includes a second lens and a second image
sensor and the optional third optical chain module includes a third lens and a third image sensor.
In some embodiments, said first and said second image sensors are of the same resolution. In
some embodiments of the present invention, said optional third image sensor of said third optical
chain module has the same resolution as the first and second image sensors. In some
embodiments of the present invention, the fourth optical chain module includes a fourth lens and
a fourth image sensor. In some embodiments of the present invention the fourth image sensor is
of the same resolution as the first and second image sensor. In some embodiments of the
present invention, the first, second and third lenses of the first, second and third optical chain
modules are arranged in a circle, and the fourth lens of the fourth optical chain is arranged in the
center of the circle.

[0212] Operation of the method proceeds from step 610 to step 624. In step 624 the
captured images, that is the first and second images, are processed to generate a first combined
image of the first scene area 630. In those embodiments in which the optional third image was
captured optional sub-step 628 is performed wherein the third image in addition to the first and
second images is also processed to generate the first combined image of the scene area 630. In
some embodiments the fourth image of the first scene area is also processed with the first,
second and third images to generate the first combined image of the first scene area.

[0213] Operation proceeds from step 624 to step 632. In step 632, the generated first
combined image of the first scene area is stored in data/information 120 of memory 108 and/or
displayed on the display 102, e.g., a touch sensitive display of the camera device 100.

[0214] Operation proceeds from step 632 to step 604 where processing continues and
the method is repeated.
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[0215] In some embodiments of the present invention step 624 is performed on an
external device such as a computer that is coupled to the camera device 100 via the transceiver
interface 114. In such embodiments the first, second and optional third images are transmitted to
the external device via the transceiver interface 114 where the step 624 is performed. Step 632
is then typically performed by the external device with the combined image 630 being stored in
memory associated with the external device and/or displayed on a display associated with the
external device.

[0216] Method 600 may be, and in some embodiments, is implemented on a variety of
devices including for example, a camera or a mobile device such as a mobile cellular telephone
or a tablet.

[0217]  In some embodiments of the present invention, each image is presented as it is
captured on the display or in the case of a combined image when said image has been
generated.

[0218] In some embodiments of the present invention, each of the captured images,
e.g., the first, second, third, and fourth images may be, and is, displayed on the display 102 of the
camera device 100 as it is captured along with one or more combined images that are formed by
processing and/or combining the first, second, third and/or fourth images. In some embodiments
of the present invention, each of the images may be, is shown, in a separate portion of the
display with the size of the image being adjusted so that each image displayed is shown in its
entirety. In some embodiments of the present invention, a caption is automatically placed under
each image as it displayed on the screen. In some embodiments of the present invention, the
caption includes the number of the image or an indication that it is a combined image, e.g., image
1, image 2, image 3, image 4, combined image from image 1, 2, 3, and 4. In some embodiments
of the present invention, each image is presented as it is captured on the display or in the case of
a combined image when said image has been generated. The images may be arranged in a
variety of ways on the display 102 after capture and the aforementioned embodiments are only
meant to be exemplary in nature.

[0219] In some embodiments of the present invention, the image generated by
combining the images captured from two or more of the optical chain modules is displayed for
targeting purposes so that the user may provide input to control the capture of the image of the
scene area and/or the object in the scene upon which the combined image should be focused.

[0220] The Figure 13 assembly of modules 1300 may, and in some embodiments is,
used to process data for example first, second, third and fourth images and associated data, and
storing and displaying images. Assembly of modules 1300 may be included in an exemplary
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apparatus, e.g., a camera device, e.g., camera device 100 of Figure 1A, camera device 200 of
Figure 2, camera device 60 of Figure 4, camera device 1500 of Figure 15, camera device 1605 of
Figure 16, camera device 1705 of Figure 17, camera device 1801 of Figure 18, and/or camera
device 1905 of Figure 19, in accordance with an exemplary embodiment.

[0221] In some embodiments, assembly of modules 1300 is included in memory in an
exemplary camera device, e.g., memory 108 of camera device 100 of Figure 1A, memory 213 of
camera device 200 of Figure 2, memory 73 of camera device 60 of Figure 4, memory of camera
device 1500 of Figure 15, memory of camera device 1605 of Figure 16, memory in camera device
1705 of Figure 17, memory in camera device 1801 of Figure 18, and/or memory of camera device
1901 of Figure 19. For example assembly of modules 1300 may be included as part of assembly
of modules 118 of memory 108 of camera device 100 of Figure 1.

[0222] In some embodiments, assembly of modules 1300 is implemented in hardware.
In some embodiments, assembly of modules 1300 is implemented as software. In some
embodiments, assembly of modules 1300 is implemented as a combination of hardware and
software.

[0223] In some embodiments, all or part of assembly of modules 1300 may be included
as part of a processor, e.g., as part of processor 110 of camera device 100 of Figure 1A.

[0224] In the Figure 13 example, the assembly of modules 1300 includes a image
processing module 1302, a display module 1304, and a storage module 1306. The modules
implemented one or more of the previously discussed image processing steps and may include a
variety of sub-modules, e.g., an individual circuit, for performing an individual step of method or
methods being implemented. Image processing module 1302 is configured to: (1) process said
first, second and third images to generate a first combined image of a first scene area, (2) receive
user input indicating a portion of the first scene area to be focused in the first combined image;
and/or (3) shift pixel positions on at least one of said first second and third images prior to
generating said first combined image to align the portion of the first scene area to be focused, as
part of processing said first, second, and third images to generate a first combined image; and (4)
weight and sum a combination of pixel values of the first and second images corresponding to the
same portion of the first scene area as a function of the first and second exposure times
respectively and summing the weighted pixel values. In some embodiments image processing
module 1302 is further configured to process said third image to generate said first combined
image of said first scene area from the third image in addition to said first and second images.

[0225] Display module 1304 is configured to display said fourth image on said display
and configured to display said combined image on said display. Storage module 306 is
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configured to store or or more or said firstimage, said second image, said third image, said fourth
image and said combined image in memory.

[0226] Figure 14 illustrates a computer system which can be used for post processing of
images captured using a camera device. The computer system 1400 includes a display 1402,
Input/Output (1/O) interface 1412, receiver 1404, input device 1406, transceiver interface 1414,
processor 1410 and memory 1408. Memory 1408 includes a first portion 1424 including
datafinformation 1420 and an assembly of modules 1418, and a second portion 1426 including
storage 1422. The memory 1408 is coupled to the processor 1410, I/O interface 1412 and
transceiver interface 1414 via bus 1416 through which the elements of the computer system 1400
can exchange data and can communicate with other devices via the I/O interface 1412 and/or
interface 1414 which can couple the system 1400 to a network and/or camera apparatus. It
should be appreciated that via interface 1414 image data can be loaded on to the computer
system 1400 and subject to processing, e.g., post capture processing. The images may be
stored in the storage portion 1422 of memory 1408 for processing. Data/information 1420
includes, e.g., intermediate processing data and information and criteria used for processing e.g.,
weighting information, exposure time information, etc. The assembly of modules 1418 includes
one or more modules or routines which, when executed by the processor 1410, control the
computer system to implement one or more of the image processing operations described in the
present application. The output of multiple optical receiver chains can be, and in some
embodiments is, combined to generate one or more images. The resulting images are stored in
the storage portion of the memory 1408 prior to being output via the network interface 1414,
though another interface, or displayed on the display 1402. Thus, via the display 1402 a user can
view image data corresponding to one or more individual optical chain modules as well as the
result, e.g., image, generated by combining the images captured by one or optical chain modules.

[0227] Figure 15 illustrates a frontal view of an apparatus 1500 implemented in
accordance with one embodiment of the present invention which incorporates multiple optical
chain modules. Camera device 1500 includes four optical chains OCM 1 1502, OCM 2 1504,
OCM 3 1506 and OCM 4 1508. The outer lens of OCM 1, OCM 2, OCM 3 and OCM 4, OCM 1
L1 1510, OCM 2 L1 1512, OCM 3 L1 1514, OCM 4 L1 1516, respectively, being shown as solid
line circles with a frontal view. OCM 1 1502 including a red filter element 1518, OCM 2 1504
including a green filter element 1520, OCM 3 1506 including a blue filter element 1522. Optical
chain module 4 1508 passes all three colors and includes a sensor with a multi-color filter
element 1524, e.g., a Bayer filter. The optical chain modules (1502, 1504, 1506, 1508) may be
the same as or similar to those previously described in Figures 1-3.
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[0228] Figure 16 illustrates a frontal view of the outer lenses of an apparatus 1605, e.g.,
a camera device, implemented in accordance with one embodiment of the present invention
which incorporates multiple optical chain modules and which is designed to have little or no gaps
between the outer most lenses of the different optical chain modules. The outer most lenses may
be the aperture stop lenses in the Figure 16 embodiment. Apparatus 1605 of Figure 16 includes
7 optical chain modules OCM1, OCM2, OCM3, OCM4, OCM5, OCM6 and OCM?7 with the outer
lens plane corresponding to lenses L1 as viewed from the front of the camera device being
shown in Figure 16.

[0229] The 7 optical chain modules are, e.g., optical chain modules (OCM 1 161, OCM
2161°,0CM 31617, ..., OCM 7 1617, of Figure 1D with the outer lens (OCM 1 L1 162, OCM 2 L1
162', OCM 3 L1 162, ..., OCM 7 L1 162”) being outer lenses (OCM 1 L1 1607, OCM 2 L1 1609,
OCM 3 L11611, ..., OCM 7 L1 1619) of Figure 16, respectively.

[0230] The outer lenses L1 of optical chain modules 1, 2, 3,4, 5, and 6, OCM 1 L1
1607, OCM 2 L1 1609, OCM 3 L1 1611, OCM 4 L1 1613, OCM 5 L1 1615, OCM 6 L1 1617, are
positioned so as to surround the outer lens L1 of the optical chain module 7, OCM 7 L1 1619 .
The outer lens L1 of the optical chain module 7 1619 being formed in the shape of a hexagon,
i.e., a six sided polygon. The outer lenses L1 of optical chain modules 1, 2, 3, 4, 5 and 6 (1607,
1609, 1611, 1613, 1615, 1617) being of same shape and size and when combined with lens L1 of
optical module 7 (1619) forming a circle. The optical center of each lens L1 of optical chain
modules (OCM 1 L1 1607, OCM 2 L1 1609, OCM 3 L1 1611, OCM 4 L1 1613, OCM 5 L1 1615,
OCM 6 L1 1617) shown as a dark solid dot (1612, 1623, 1625, 1627, 1629, 1631) on the dashed
circle 1651. The optical center of lens L1 1619 of optical chain module 7 shown as a dot 1633 in
the center of the hexagon and also in center of the dashed line 1651. A block separator or other
light block may be used between the lenses to stop light leakage between the different lenses.
The dots (1621, 1623, 1625, 1627, 1629, 1631, 1633) in Figure 16 represent the optical center of
the individual lenses (1607, 1609, 1611, 1613, 1615, 1617, 1619), respectively. In some
embodiments each outermost lens is a round convex lens with its parameter cut to the shape
shown in Figure 16 so that the lenses fight closely together. The little or no gap between the front
lenses, e.g., the total area of the gap between the lenses occupies less than 5 % of the total area
of the front area of the lens assembly, e.g., circle shown in Figure 16, occupied by the lenses
when assembled together. The lack of or small size of the gaps facilitates generating combined
images with a desirable bokehs or blurs in the combined image with regard to image portions
which are out of focus, e.g., in some cases without the need for extensive and potentially complex
processing to generate the combined image.
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[0231] InFigure 16, circle 1603 represents a circular aperture for the camera device
1605. In other embodiments, the aperture for the camera device 1605 is a polygon shaped
aperture. The plurality of lenses (1607, 1609, 1611, 1613, 1615, 1615, 1617, 1619) are
configured to partition the aperture 1603 into a plurality of light capture areas (1641, 1643, 1645,
1647, 1649, 1651, 1653), occupying substantially the entire area of the first aperture.

[0232] In some embodiments, the seven optical chains included in camera device 1605
are the N optical chains (161, 161°, 161”..., 161”), where N = 7, where the outer lenses
configuration of Figure 16 is used. For example, OCM 1 L1 162 of Figure 1D is OCM L1 1607 of
Figure 16, OCM 2 L1 162’ of Figure 1D is OCM 2 L1 1609 of Figure 16, OCM 3 L1 162” of Figure
1D is OCM 3 L1 1611 of Figure 16, ....,and OCM N L1 162" of Figure 1D is OCM 7 L1 1619 of
Figure 16.

[0233] In various embodiments, the sensor included in each optical chain in camera
device 1605 is a semiconductor sensor. In various embodiments, first aperture of camera device
1605 is one of a circular or polygon shaped aperture. The first aperture of camera device 1605
corresponds to circle 1603. In some other embodiments, the first aperture corresponds to a
polygon, e.g., a polygon approximately the same size as circle 1603. In some embodiments, the
polygon fits inside circle 1603. In some embodiments, the polygon is a regular polygon.

[0234] The lenses (1607, 1609, 1611, 1613, 1615, 1617) in said plurality of lenses
(1607, 1609, 1611, 1613, 1615, 1617, 1619) which are arranged along the perimeter of said first
aperture 1603 have optical centers (1621, 1623, 1625, 1627, 1629, 1631) which are arranged
along a circle 1651. The lenses (1607, 1609, 1611, 1613, 1615, 1617) in said plurality of lenses
(1607, 1609, 1611, 1613, 1615, 1617, 1619) which are arranged along the perimeter of said first
aperture 1603 have optical centers (1621, 1623, 1625, 1627, 1629, 1631) which form the vertices
(corners) of a regular polygon 1655.

[0235] The plurality of lenses (1607, 1609, 1611, 1613, 1615, 1617, 1619) includes at
least one inner lens 1619 in addition to said lenses (1607, 1609, 1611, 1613, 1615, 1617)
arranged along the perimeter of said first aperture 1603. The plurality of lenses (1607, 1609,
1611, 1613, 1615, 1617, 1619) includes a total of six lenses (1607, 1609, 1611, 1613, 1615,
1617) along the perimeter of said first aperture 1603 and a single lens (1619) in the center of said
six lenses (1607, 1609, 1611, 1613, 1615, 1617) arranged along the perimeter of said first
aperture 1603.

[0236] The non-circular aperture of each of said plurality of lenses (1607, 1609, 1611,
1613, 1615, 1617, 1619) is an aperture stop in a corresponding optical chain.
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[0237] Each lens in said plurality of lenses (1607, 1609, 1611, 1613, 1615, 1617, 1619)
is part of a corresponding optical chain, each individual optical chain includes a separate sensor
for capturing an image corresponding to said individual optical chain.

[0238] Apparatus 1605, e.g., a camera device, further includes a module, e.g., module
1302 of Figure 13, for combining images captured by separate optical chains into a single
combined image. In various embodiments, the combining images, e.g., performed by module
1302, includes a shift and add based on the position of lenses in said plurality of lenses (1607,
1609, 1611, 1613, 1615, 1617, 1619).

[0239] Camera device 1605 further includes additional elements shown in Figure 1A
including a processor, a memory and a display.

[0240] Figure 17 illustrates a frontal view of the outer lenses of an apparatus 1705
implemented in accordance with one embodiment of the present invention which incorporates
multiple optical chain modules and outer lenses, e.g., the aperture stop lens for each of the
corresponding optical chains, arranged to have non-uniform spacing between the optical centers
of the lenses. Thus the Figure 17 embodiment is similar to the Figure 16 embodiment but with
non-uniform spacing of the optical centers of lenses along the outer parameter of the lens
assembly. The non-uniform spacing facilitates depth of field determinations particularly when
performing block processing and the entire field of view may not be under consideration when
processing a block or sub-portion of the captured field of view. The optical chain modules shown
in Figure 16 and 17 are the same or similar to those previously described with reference to Figure
3 but differ in terms of lens shape, size and/or configuration. The dots (1721, 1723, 1725, 1727,
1729, 1731, 1733) in Figure 17 represent the optical center of the individual lenses (1707, 1709,
1711, 1713, 1715, 1717, 1719), respectively.

[0241] Figure 18 illustrates another exemplary camera device 1801 including a plurality
of first through fifth optical chain modules (1890, 1891, 1892, 1893, 1894) each of which includes
an outer lens (1813, 1815, 1817, 1819, 1821), respectively, represented as a circle on the outer
lens platter 1803. Each outer lens (1813, 1815, 1817, 1819, 1821) has an optical axis (1805,
1806, 1807, 1808, 1809), respectively. The optical axis (1805, 1806, 1807, 1808, 1809) is
represented by an X, indicating that the axis goes down into the lens (1813, 1815, 1817, 1819,
1821). The optical axis (1805, 1806, 1807, 1808, 1809), are parallel to each other. In both Figures
18 and 19 arrows made of dashed lines represent the path of light for the corresponding optical
chain module after light which entered the outer lens along the optical axis of the outer lens is
redirected by the mirror or other light redirection device. Thus, the arrows represents the
direction and general light path towards the sensor of the optical chain to which the arrow
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corresponds. In various embodiments, the image deflection element, e.g., a mirror, of the optical
chain changes the direction of the optical rays passing along the optical axis of the outer lens by
substantially 90 degrees to direct the optical rays passing along the optical axis onto the sensor.
For example, with regard to optical chain 1890, the image deflection element 1823, e.g., a mirror,
of the optical chain 1890 changes the direction of the optical rays passing along the optical axis
1805 of the outer lens 1813 by substantially 90 degrees to direct the optical rays passing along
the optical axis onto the sensor 1853.

[0242] In the Figure 18 embodiment each of the optical chain modules (1890, 1891,
1892, 1893, 1894) includes, in addition to an outer lens (1813, 1815, 1817, 1819, 1821,) a mirror
or other device, e.g., prism, (1823, 1825, 1827, 1829, 1831), respectively, for changing the angle
of light received via the corresponding outer lens (1813, 1815, 1817, 1819, 1821), respectively.
Additionally, as in some of the previously described embodiments such as the Figure 1A, 1B, 1C,
1D, and 3 embodiments, each optical chain module (1890, 1891, 1892, 1893, 1894), includes a
filter (1833, 1835, 1837, 1839, 1841), respectively, and an inner lens (1843, 1845, 1847, 1849,
1851), respectively. In addition each optical chain module (1890, 1891, 1892, 1893, 1894)
includes a sensor (1853, 1855,1857, 1859, 1861), respectively. For example, the first optical
chain module (OCM 1 1890) include outer lens L1 1813, mirror 1823, filter 1833, inner lens L2
1843 and sensor 1853.

[0243] Filters 1833, 1835, 1837, 1839, and 1841 are mounted on a movable cylinder
1875 represented as a circle shown using small dashed lines. The cylinder 1875 may be rotated
and/or moved forward or backward allowing lenses and/or filters on the cylinder to be easily
replaced with other lenses, filter, or holes mounted on the cylinder 1875. While in the Figure 18
example, an exit hole is provided to allow light to exit cylinder 1875 after passing through one of
the filters 1833, 1835, 1837, 1839, or 1841 it should be appreciated that rather than an exit hole
another lens or filter may be mounted on the cylinder 1875 allowing two opportunities for the light
to be filtered and/or passed through a lens as is passes through the cylinder 1875. Thus, in at
least some embodiments a second filter or lens which is not shown in Figure 18 for simplicity is
included at the exit point for the light as it passes through cylinder 1804. Inner lenses are
mounted on cylinder 1885 which is actually closer to the outside sidewalls of the camera device
1801 than the filters mounted on cylinder 1875. Given the large diameter of movable cylinder
1885 and the relatively small diameter of the light beam as it nears the sensor, it should be
appreciated that a large number of alternative filters, lenses and/or holes can be mounded on
cylinder 1885. As with cylinder 1875 the light can be filtered and/or processed by a lens as it
enters and leaves cylinder 1885 prior to reaching the sensor of the corresponding optical chain.
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[0244] In some embodiments lenses mounted on a moveable platter positioned
between the outer lens platter 1803 and mirrors which may, and in some embodiments are, also
mounted on a platter are used to support autofocus. In such an embodiment the lens platter
between the outer lens platter and mirror platter is moved in or out to perform focus operations for
each of the optical chain modules in parallel. In another embodiment, different sets of lens are
mounted on the drum 1885 or 1875 with different lens sets being mounted with a different offset
distance from the surface of the drum. By switching between the different sets of lenses by
rotating the drum on which the different lens sets are mounted, focusing between different
predetermined focus set points can, and in some embodiments is achieved, by simply rotating the
drum on which the lens sets, corresponding to the different focal distance set points, are
mounted.

[0245] Notably, the Figure 18 embodiment, by changing the direction of light through the
use of mirrors, prisms and/or other devices allows for the length of the individual optical chains to
be longer than the camera device is thick. Thatis, the side to side length of the camera device
1801 can be used in combination with a portion of the front to back length to create optical chains
having a length longer than the depth of the camera device 1801. The longer optical chain length
allows for more lenses and/or filters to be used as compared to what may be possible with shorter
optical chain lengths. Furthermore, the change in the direction of light allows for the use of
cylinders for mounting lenses, filters and/or holes which can be easily interchanged by a simple
rotation or axial, e.g., front to back movement, of the cylinder on which the lenses, filters and/or
holes corresponding to multiple optical chains are mounted.

[0246] In the Figure 18 embodiment sensors may be fixed and/or mounted on a
movable cylinder 1899. Thus, not only can the lenses, filters and/or holes be easily switched,
changes between sensors or sets of sensor can be easily made by rotating the cylinder on which
the sensors are mounted. While a single mirror is shown in Figure 18 in each optical chain
module, additional mirrors may be used to further extend the length of the optical path by
reflecting in yet another direction within the housing of the camera device 1801.

[0247] It should be appreciated that the Figure 18 embodiment allows for a combination
of lens, filter, and/or hole mounting platters arranged parallel with the platter extending left to right
within the camera device and cylinders arranged so that the top and bottom of the cylinder extend
in the front to back direction with respect to the camera body, e.g., with the front of the camera
being shown in Figure 18. Cylinders may be mounted inside of one another providing a large
number of opportunities to mount lens, filters and/or holes along the optical paths of each optical

chain module and allowing for a large number of possible filter/lens/sensor combinations to be
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supported, e.g., by allowing for different combinations of cylinder positions for different modes of
operation.

[0248] While changing sensors mounted on a cylinder can be achieved by rotating a
cylinder, in the earlier embodiments in which sensors may be mounted on platters, sensors may
be changed by rotating or otherwise moving a platter on which the sensors are mounted.

[0249] Note thatin the Figure 18 embodiment the outer lenses (1813, 1815, 1817, 1819,
1821, of the optical chain modules (1890, 1891, 1892, 1893, 1894), respectively, are mounted
near the center of the front of the camera device 1801 as shown, e.g., forming a generally circular
pattern of outer lenses 1813, 1815, 1817, 1819, 1821.

[0250] In camera device 1801 the optical axes (1805, 1806, 1807, 1808, 1809) of
lenses (1813, 1815, 1817, 1819, 1821) said optical chain modules (1890, 1891, 1892, 1893,
1894) are parallel to each other but at least two mirrors (1823, 1825) corresponding to different
optical chains (1890, 1891) are not parallel. The light rays of at least two different optical chains
(1890, 1891) cross prior to reaching the sensor (1853, 1855) to which the rays of said at least two
different optical chain modules (1890, 1891) correspond.

[0251] In various embodiments, each optical chain module (1890, 1891, 1892, 1893,
1894) includes an image deflection element which includes at least one mirror positioned at 45
degree to said optical axis (1890, 1891, 1892, 1893, 1894) of said lens of the optical chain
module. For example, with regard to optical chain module 1 1890, in one embodiments, the
image deflection element 1823 is a mirror positioned at 45 degree to the optical axis 1805 of lens
1813.

[0252] In some embodiments, an image deflection element, e.g., image deflection
element 1823 includes a prism. In some embodiments, an image deflection element includes
multiple mirrors. In some embodiments, an image deflection element includes a combination
including at least one mirror and at least one prism.

[0253] Figure 19 is similar to the Figure 18 embodiment in that it illustrates another
camera device 1901 including a plurality of optical chain modules which include mirrors or
another device for changing the angle of light entering the optical chain module and thereby
allowing at least a portion of the optical chain module to extend in a direction, e.g., a
perpendicular direction, which is not a straight front to back direction with respect to the camera
device. Figure 19 illustrates another exemplary camera device 1901 including a plurality of first
through fifth optical chain modules (1990, 1991, 1992, 1993, 1994) each of which includes an
outer lens (1913, 1915, 1917, 1919, 1921), respectively, represented as a circle on the outer lens
platter 1903. Figure 19 differs from the Figure 18 embodiment in that the outer lenses (1913,
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1915, 1917, 1919, 1921) of the first through fifth optical chain modules (1990, 1991, 1992, 1993,
1994) are positioned near the perimeter of the face of the camera device 1901. This allows for
the length of the optical chain module to be longer than the length of the optical chains shown in
Figure 18. Figure 19 shows outer and inner cylinders, also some times referred to as drums,
1975, 1985, upon which filters, lenses and holes can and in various embodiments are mounted
as discussed with regard to the Figure 18 embodiment. Thus cylinders 1975 and 1985 server the
same or similar purpose served by cylinders 1875, 1885, respectively. It should be appreciated
that in some embodiments the Figure 19 embodiment includes filters and lenses mounted on the
inner and outer cylinders in the same or similar manner as filters and lenses are mounted on the
cylinders 1875, 1885 shown in Figure 18.

[0254] Elements of the Figure 19 embodiment which are the same or similar to the
elements of the Figure 18 embodiment are identified beginning with "19" instead of "18" and for
the sake of brevity will not be described again in detail. For example element 1961 is used to
refer to the sensor for the optical chain module 1994 which includes outer lens 1921, mirror/light
redirection device 1931, filter 1941 and inner lens 1951. The cylinder 1975 is used to mount the
filters while cylinder 1985 is used to mount the inner lenses.

[0255] Each outer lens (1913, 1915, 1917, 1919, 1921) has an optical axis (19035, 1906,
1907, 1908, 1909), respectively. The optical axis (1905, 1906, 1907, 1908, 1909) is represented
by an X, indicating that the axis goes down into the lens (1913, 1915, 1917, 1919, 1921). The
optical axis (19035, 1906, 1907, 1908, 1909), are parallel to each other.

[0256] The camera devices 1801 and 1901 may, and in some embodiments do, include
a processor, display and/or other components of the camera device shown in Figure 1A but such
elements are not explicitly shown in the Figures 18 and 19 embodiments to avoid complicating
the figures and being repetitive.

[0257] Various functions of the present invention may be and are implemented as
modules in some embodiments. The assembly of modules 1300 shown in Figure 13 illustrates an
exemplary assembly of modules, e.g., software or hardware modules, that may be and are used
for performing various functions of a image processing system or apparatus used to process
images in accordance with embodiments of the present invention. When the modules identified
in Figure 13 are implemented as software modules they may be, and in some embodiments of
the present invention are, stored in memory 108 of Figure 1A in the section of memory identified
as assembly of modules 118. These modules may be implemented instead as hardware

modules, e.g., circuits.
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[0258] The ideas and concepts described with regard to various embodiments such as
those shown in Figure 19 can be extended so that the input sensors can be located in a plane,
e.g., at the back of the camera device and/or at the front of the camera device. In some such
embodiments the sensors of multiple optical chains are mounted on a flat printed circuit board or
backplane device. The printed circuit board, e.g. backplane, can be mounted or coupled to
horizontal or vertical actuators which can be moved in response to detected camera motion, e.g.,
as part of a shake compensation process which will be discussed further below. In some such
embodiments, pairs of light diverting devices, e.g., mirrors, are used to direct the light so that at
least a portion of each optical chain extends perpendicular or generally perpendicular to the input
and/or sensor plane. Such embodiments allow for relatively long optical paths which take
advantage of the width of the camera by using mirrors or other light diverting devices to alter the
path of light passing through an optical chain so that at least a portion of the light path extends in
a direction perpendicular or generally perpendicular to the front of the camera device. The use of
mirrors or other light diverting devices allows the sensors to be located on a plane at the rear or
front of the camera device as will now be discussed in detail.

[0259] While the invention has been explained using convex lenses in many of the
diagrams, it should be appreciated that any of a wide variety of different types of lenses may be
used in the optical chain modules including, e.g., convex, concave, and meniscus lenses. In
addition, while lenses and filters have been described as separate elements, lenses and filters
may be combined and used. For example, a color lens may, and in some embodiments is, used
to both filter light and alter the lights path. Furthermore, while many of the embodiments have
been described with a color filter preceding the image sensor of an optical chain or as using an
image sensor with an integrated color filter, e.g., a Bayer pattern filter, it should be appreciated
that use of color filters and/or sensors with color filters is not required and in some embodiments
one or more optical chain modules are used which do not include a color filter and also do not
use a sensor with a color filter. Thus, in some embodiments one or more optical chain modules
which sense a wide spectrum of color light are used. Such optical chain modules are particularly
well suited for generating black and white images.

[0260] In various embodiments image processing is used to simulate a wide variety of
user selectable lens bokehs or blurs in the combined image with regard to image portions which
are out of focus. Thus, while multiple lenses are used to capture the light used to generate a
combined image, the image quality is not limited to that of an individual one of the lenses and a
variety of bokehs can be achieved depending on the particular bokeh desired for the combined
image being generated. In some embodiments, multiple combined images with different
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simulated bokehs are generated using postimage capture processing with the user being
provided the opportunity to save one or more of the generated combined images for subsequent
viewing and/or printing. Thus, in at least some embodiments a physical result, e.g., a printed
version of one or more combined images is produced. In many if not all cases images
representing real world objects and/or scenes which were captured by one or more of the optical
chain modules of the camera device used to take the picture are preserved in digital form on a
computer readable medium, e.g., RAM or other memory device and/or stored in the form of a
printed image on paper or on another printable medium.

[0261] While explained in the context of still image capture, it should be appreciated that
the camera device and optical chain modules of the present invention can be used to capture
video as well. In some embodiments a video sequence is captured and the user can select an
object in the video sequence, e.g., shown in a frame of a sequence, as a focus area, and then the
camera device capture one or more images using the optical chain modules. The images may,
and in some embodiments are, combined to generate one or more images, e.g., frames. A
sequence of combined images, e.g., frames may and in some embodiments is generated, e.g.,
with some or all individual frames corresponding to multiple images captured at the same time but
with different frames corresponding to images captured at different times.

[0262] While different optical chain modules are controlled to use different exposure
times in some embodiments to capture different amounts of light with the captured images being
subsequently combined to produce an image with a greater dynamic range than might be
achieved using a single exposure time, the same or similar effects can and in some embodiments
is achieved through the use of different filters on different optical chains which have the same
exposure time. For example, by using the same exposure time but different filters, the sensors of
different optical chain modules will sense different amounts of light due to the different filters
which allowing different amounts of light to pass. In one such embodiment the exposure time of
the optical chains is kept the same by at least some filters corresponding to different optical chain
modules corresponding to the same color allow different amounts of light to pass. In non-color
embodiments neutral filters of different darkness levels are used in front of sensors which are not
color filtered. In some embodiments the switching to a mode in which filters of different darkness
levels is achieved by a simple rotation or movement of a filter platter which moves the desired
filters into place in one or more optical chain modules. The camera devices of the present
invention supports multiple modes of operation with switching between panoramic mode in which
different areas are captured, e.g., using multiple lenses per area, and a normal mode in which
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multiple lens pointed same direction are used to capture the same scene. Different exposure
modes and filter modes may also be supported and switched between, e.g., based on user input.

[0263] Figure 20 is a drawing of an assembly of modules 2000 in accordance with an
exemplary embodiment. Assembly of modules 2000 may be included in an exemplary apparatus,
e.g., a camera device, e.g., camera device 100 of Figure 1A, camera device 200 of Figure 2,
camera device 60 of Figure 4, camera device 1500 of Figure 15, camera device 1605 of Figure
16, camera device 1705 of Figure 17, camera device 1801 of Figure 18 and/or camera device
1901 of Figure 19, in accordance with an exemplary embodiment.

[0264] In some embodiments, assembly of modules 2000 is included in memory in an
exemplary camera device, e.g., memory 108 of camera device 100 of Figure 1A, memory 213 of
camera device 200 of Figure 2, or memory 73 of camera device 60 of Figure 4, memory in
camera device 1500 of Figure 15, memory in camera device 1605 of Figure 16, memory in
camera device 1705 of Figure 17, memory in camera device 1801 of Figure 18 and/or memory
camera device 1901 of Figure 19. For example assembly of modules 2000 may be included as
part of assembly of modules 118 of memory 108 of camera device 100 of Figure 1.

[0265] In some embodiments, assembly of modules 2000 is included in an exemplary
device, e.g., an exemplary camera device, which implements a method in accordance with
flowchart 900 of Figure 9.

[0266] Assembly of modules 2000 includes a module 2004 configured to receive user
input to control capture of at least one image of a first scene, and a module 2008 configured to
operate a plurality of three or more optical chain modules in parallel to capture images of a first
scene area, said images including at least of a first image of said first scene area, a second
image of the first scene area, and a third image of the first scene area. Module 2004 includes a
module 2006 configured to receive user input indicating a portion of the first scene area to be
focused. Assembly of modules 2008 includes a module 2010 configured to operate a first optical
chain module to capture a first image of the first scene area, a module 2018 configured to operate
a second optical chain module to capture a second image of the first scene area, and a module
2014 configured to operate a third optical chain module to capture a third image of the first scene
area.

[0267] Assembly of modules 2000 further includes a module 2016 configured to store
the captured first image of the first scene area, a module 2018 configured to store the captured
second image of the first scene area, and a module 2020 configured to store the captured third
image of the first scene area. Assembly of modules 2000 further includes a module 2022
configured to process the first, second, and third images to generate a first combined image of
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the first scene area to be focused. Module 2022 includes a module 2024 configured to shift pixel
portions of at least one of the first, second, and third images to align the portion of the first scene
area to be focused. Assembly of modules 2000 further includes a module 2028 configured to
store in memory the combined image and a module 2029 configured to display the combined
image on a display.

[0268] Figure 21 is a drawing of an assembly of modules 2100 in accordance with an
exemplary embodiment. Assembly of modules 2100 may be included in an exemplary apparatus,
e.g., a camera device, e.g., camera device 100 of Figure 1A, camera device 200 of Figure 2,
camera device 60 of Figure 4, camera device 1500 of Figure 15, camera device 1605 of Figure
16, camera device 1705 of Figure 17, camera device 1801 of Figure 18, camera device 1901 of
Figure 19, in accordance with an exemplary embodiment.

[0269] In some embodiments, assembly of modules 2100 is included in memory in an
exemplary camera device, e.g., memory 108 of camera device 100 of Figure 1A, memory 213 of
camera device 200 of Figure 2, or memory 73 of camera device 60 of Figure 4, memory in
camera device 1500 of Figure 15, memory in camera device 1605 of Figure 16, memory in
camera device 1705 of Figure 17, memory in camera device 1801 of Figure 18, memory in
camera device 1901 of Figure 19. For example assembly of modules 2100 may be included as
part of assembly of modules 118 of memory 108 of camera device 100 of Figure 1.

[0270] In some embodiments, assembly of modules 2100 is included in an exemplary
device, e.g., an exemplary camera device, which implements a method in accordance with
flowchart 1000 of Figure 10.

[0271]  Assembly of module 2100 includes a module 2104 configured to operate one of
a plurality of optical chain modules to capture an image, €.g., a fourth image, of a first scene area,
a module 2105 configured to display the fourth image on a display, a module 2107 configured to
store the fourth image of the first scene area, a module 2108 configured to receive user input to
control capture of an image of the first scene area. Assembly of modules 2100 further includes a
module 2110 configured to operate the plurality of optical chain modules in parallel to capture
images of the first scene area. Module 2110 includes a module 2112 configured to operate a first
optical chain module to capture a firstimage of the first scene area using a first exposure time, a
module 2114 configured to operate a second optical chain module to capture a second image of
the first scene area using a second exposure time, and a module 2116 configured to operate a
third optical chain module to capture a third image of the first scene area using a third exposure
time. Assembly of modules 2100 further includes a module 2118 configured to store the captured
firstimage of the first scene area, a module 2120 configured to store the captured second image
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of the first scene area, and a module 2122 configured to store the captured third image of the first
scene area.

[0272] Assembly of modules 2100 further includes a module 2124 configured to process
the images to generates a first combined image of the first scene area. Module 2124 includes a
module 2126 configured to weight and sum a combination of pixel values of the images as a
function of exposure time including, e.g., weighting pixel values of the first and second images
corresponding to the same portion of the first scene area as a function of the first and second
exposure times, respectively, and summing the weighted pixel values, and a module 2128
configured to optionally process the third image in addition to the firstand second images to
generate the first combined image. Assembly of modules 2100 further includes a module 2132
configured to store in memory the combined image and a module 2133 configured to display the
combined image on a display.

[0273] Figure 22 is a drawing of an assembly of modules 2200 in accordance with an
exemplary embodiment. Assembly of modules 2200 may be included in an exemplary apparatus,
e.g., a camera device, e.g., camera device 100 of Figure 1A, camera device 200 of Figure 2,
camera device 60 of Figure 4, camera device 1500 of Figure 15, camera device 1605 of Figure
16, camera device 1705 of Figure 17, camera device 1801 of Figure 18 and/or camera device
1901 of Figure 19, in accordance with an exemplary embodiment.

[0274] In some embodiments, assembly of modules 2200 is included in memory in an
exemplary camera device, e.g., memory 108 of camera device 100 of Figure 1A, memory 213 of
camera device 200 of Figure 2, memory 73 of camera device 60 of Figure 4, memory of camera
device 1500 of Figure 15, memory of camera device 1605 of Figure 16, memory of camera
device 1705 of Figure 17, memory of camera device 1801 of Figure 18, and/or memory of camera
device 1901 of Figure 19. For example assembly of modules 2100 may be included as part of
assembly of modules 118 of memory 108 of camera device 100 of Figure 1.

[0275] In some embodiments, assembly of modules 2200 is included in an exemplary
device, e.g., an exemplary camera device, which implements a method in accordance with
flowchart 1100 of Figure 11.

[0276] Assembly of module 2200 includes a module 2204 configured to receive user
input to control capture of an image of the first scene area, and a module 2206 configured to
operate the plurality of optical chain modules in parallel to capture images of the first scene area.
Module 2206 includes a module 2210 configured to operate a first optical chain module to capture
a firstimage of the first scene area using a first exposure time, a module 2212 configured to
operate a second optical chain module to capture a second image of the first scene area using a
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second exposure time, and a module 2214 configured to operate a third optical chain module to
capture a third image of the first scene area using a third exposure time. Assembly of modules
2200 further includes a module 2216 configured to store the captured first image of the first scene
area, a module 2218 configured to store the captured second image of the first scene area, and a
module 2220 configured to store the captured third image of the first scene area. Assembly of
modules 2200 further includes a module 2222 configured to operate one of the first second or
third optical chain modules to capture an image, e.g., a fourth image of a first scene area, a
module 2224 configured to store the captured image, e.g., the captured fourth image, of the first
scene area, and a module 2226 configured to display the fourth image of the first scene area on a
display.

[0277]  Assembly of modules 2200 further includes a module 2228 configured to process
the first and second images to generate a first combined image of the first scene area. Module
2228 includes a module 2130 configured to weight and sum a combination of pixel values of the
images as a function of exposure time including, e.g., weighting pixel values of the first and
second images corresponding to the same portion of the first scene area as a function of the first
and second exposure times, respectively, and summing the weighted pixel values, and a module
2232 configured to optionally process the third image in addition to the firstand second images
to generate the first combined image. Assembly of modules 2200 further includes a module 2236
configured to store in memory the combined image and a module 2237 configured to display the
combined image on a display.

[0278] Figure 23 is a drawing of an assembly of modules 2300 in accordance with an
exemplary embodiment. Assembly of modules 2300 may be included in an exemplary apparatus,
e.g., a camera device, e.g., camera device 100 of Figure 1A, camera device 200 of Figure 2,
camera device 60 of Figure 4, camera device 1500 of Figure 15, camera device 1605 of Figure
16, camera device 1705 of Figure 17, camera device 1801 of Figure 18, and/or camera device
1901 of Figure 19, in accordance with an exemplary embodiment.

[0279] In some embodiments, assembly of modules 2300 is included in memory in an
exemplary camera device, e.g., memory 108 of camera device 100 of Figure 1A, memory 213 of
camera device 200 of Figure 2, memory 73 of camera device 60 of Figure 4, memory of camera
device 1500 of Figure 15, memory of camera device 1605 of Figure 16, memory of camera
device 1705 of Figure 17, memory of camera device 1801 of Figure 18, and/or memory of camera
device 1901 of Figure 19. For example assembly of modules 2100 may be included as part of
assembly of modules 118 of memory 108 of camera device 100 of Figure 1.
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[0280] In some embodiments, assembly of modules 2300 is included in an exemplary
device, e.g., an exemplary camera device, which implements a method in accordance with
flowchart 1200 of Figure 12.

[0281] Assembly of module 2300 includes a module 2304 configured to operate a fourth
optical chain module to capture an image, €.g., a fourth image, of a first scene area, using a
multi-color filter, a module 2306 configured to display the fourth image on a display, a module
2308 configured to receive user input to control capture of an image of the first scene area, and a
module 2310 configured to operate the plurality of optical chain modules in parallel to capture
images of the first scene area. Module 2310 includes a module 2312 configured to operate a first
optical chain module to capture a firstimage of the first scene area using a first color filter, a
module 2314 configured to operate a second optical china module to capture a second image of
the first scene area using a second color filter, and a module 2316 configured to capture a third
image of the first scene area using a third color filter. Assembly of modules 2300 further includes
a module 2318 configured to store the captured image of the first scene area, a module 2320
configured to store the captured second image of the first scene area, and a module 2322
configured to store the captured third image of the first scene area. Assembly of modules 2300
further includes a module 2324 configured to process the first and second images to generate a
first combined image of the first scene area. Module 2324 includes a module 2328 configured to
process the third image in addition to the first and second images to generate the first combined
image.

[0282] Assembly of modules 2300 further includes a module 2332 configured to store in
memory the combined image and a module 2333 configured to display the combined image on a
display.

[0283] In some embodiments, an exemplary camera device, e.g., camera device 100 of
Figure 1, includes one or more of all of assembly of modules 1300, assembly of modules 2000,
assembly of modules 2100, assembly of modules 2200, and assembly of modules 2300. An
assembly of modules may be implemented in hardware, software, or a combination of hardware
and software, e.g., depending upon the particular embodiment.

[0284] Figure 24, which comprise the combination of Figures 24A and 24B, illustrates
an exemplary method 2400 for generating pixel values of a combined image from pixel values
generated by a plurality of optical chain modules operating in parallel.

[0285] The method 2400 begins with the processor implementing the method, e.g., the
processor 110 of the camera device 100, or processor 1410 of the post-processing system 1400,
beginning the process of generating a combined image.
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[0286] In step 2404 pixel values corresponding to the same scene, e.g., pixel values
generated by optical chain modules operating in parallel, generated by multiple optical camera
modules, e.g., optical chain modules 161, 161" and 161", are received. The receipt may be the
result of the processor 110 or 1410 reading the values from memory or receiving them directly
from the OCMs which generated the values.

[0287] In step 2406 the pixel values are grouped according to type. For example, some
OCMs may provide R (red) pixel values, some blue (B) pixel values others (G) green pixel values
while still others may provide unfiltered pixel value indicative of luminance (L) resulting from
multiple colors of light reaching the sensor 168, 168" or 161" of the optical chain module which
generated the pixel values to be processed. In addition to the type of pixel value being processed
the processor is aware of the exposure time used by the optical chain module to generate the
pixel value. This information may be know to the processor if it controlled the exposure time, or
from information stored with the pixel values and supplied to the processor along with the pixel
values and information indicating the type of pixel values being supplied as well as, in some
cases, other useful information such as the configuration and location (lens spacing) of OCMs
which were the source of pixel values.

[0288]  With the pixel values being separated according to type, processing of the
different types of pixel values may proceed with pixel values of a given type from different OCMs
being processed and combined to generate pixel values of the combined image.

[0289] Steps 2408 through 2422 are performed for each type of pixel value to be
processed, e.g., with R, G, B values being processed separately. Similarly in the case of
Luminance values (unfiltered) values such values are treated as a separate set of pixel values for
processing purposes and may be used for generating a grayscale image or in combination with
color information at rendering time when an image is to be displayed.

[0290] Combining of pixel values of an individual type beings in step 2408 with the pixel
values from different OCMs being grouped according to the image area to which they correspond
so that pixel values captured by different OCMs but corresponding to the same image area can
be combined at a pixel level.

[0291] In some embodiments in addition to the pixel values from an optical chain
module, the processor has access to information about the lens spacing and/or configuration as
well as the focus distance used by the individual optical chain modules supplying the sets of pixel
values for combining. Thus, at leastin some embodiments the processor has access to spatial
information which allows the processor to align pixels of an image captured by one OCM 161,
161" or 161" with that of another OCM which provides pixel values to be combined. Thus, the
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pixels can be combined based on the individual pixel size scene area to which they correspond.
In other embodiments images captured by different OCMs can be correlated based on content.
The comparison of content allows pixels of images captured by one OCM to be aligned for
combining purposes with pixels captured by another OCM. As the result of the alignment of pixel
values corresponding to the same scene areas but captured by different OCMs, pixel values from
different OCMSs can be combined on a per pixel area basis, e.g., with each OCM contributing, in
some embodiments, at most one pixel value to be used in generating a corresponding pixel value
of the combined image.

[0292] Of course in other embodiments where area filters or other area based filtering is
applied there may not be a one to one pixel correspondence between a pixel value provided by
an OCM and a pixel in the combined image.

[0293] Figure 25 illustrates a chart 2500 of the type which may be generated by step
2408 with pixel values being arranged into sets corresponding to different pixel areas, with each
row beginning with a different pixel location identifier (P1, P2, P3, or P4) representing a set of
pixel values corresponding to the same image area but captured by different optical chain
modules. Figure 25 will be discussed further below.

[0294] Operation proceeds from step 2408 to step 2410 in which the processor
implementing the method accesses exposure time information corresponding different optical
chains (OCM1 161, OCM 2 161', OCM 3 161") which contributed to pixel values in the set being
processed.

[0295] In step 2412 the processor proceeds to identify pixel values which correspond to
sensor saturation. Such values indicate that the maximum detection (e.g,, light capture
capability) was reached and that while the input was at least as strong as indicated by the
measured value it might be higher than the measured value.

[0296] Operation proceeds from step 2412 to step 2414. In step 2414 pixel values
which are deemed unreliable because of a saturation occurrence are identified and excluded from
further consideration. In the Figure 24 example, in step 2414 pixel values indicating that sensor
saturation level was reached by an OCM with an exposure time longer than the shortest exposure
time used by one of the OCMs providing pixel values which are being combined are excluded
from further consideration. This is because the pixel values from the OCM with the shorter
exposure time may provide more reliable information than the saturated values which are being

excluded.
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[0297] Figure 26 uses X's to indicate pixel values which will be excluded in one
embodiment as a result of performing step 2414 on a set of data such as the one shown in Figure
25. Operation proceeds from step 2414 to step 2418 via connecting node A 2416.

[0298] In step 2418 a pixel value normalization operation is performed taking into
consideration the exposure times used by the different optical chain modules. As should be
appreciated the amount of light energy detected is normally a function of the exposure time with
the amount of energy increasing proportionally to exposure time assuming that the image does
not change for the duration of the exposure. In step 2418 pixel values to be combined are
normalized based on exposure times with, e.g., pixel values corresponding to different OCMs
being weighted based on the exposure time used by the OCM supplying the pixel values. In
some embodiments the weighting is based on the exposure time of the OCM from which the pixel
value was obtained and the shortest exposure time used by an OCM to which some of the pixel
values being combined correspond.

[0299] The results of pixel value normalization performed in step 2420 as applied to the
pixel values of Figure 26 are shown in Figure 27.

[0300] With the normalization of pixel values to be combined having been completed in
step 2420, the pixel values can be combined in steps 2420 on a per pixel location basis, €.g.,
through averaging or some other statistical method of combining values. Figure 28 shows the
results of averaging the pixel values of Figures 27. As should be appreciated the result of the
combining operation is one pixel value for each of the pixel values corresponding to an image
area obtained from the different OCMS. For example, if three OCMs captured an image and
provided pixel values corresponding to the same scene area, three or fewer pixel values may be
combined to generate a single pixel value of the final combined image.

[0301] Operation proceeds from step 2422 to step 2424 in which are check is made to
determine if there are sets of pixel values of another type remaining to be processed. For
example, if step 2422 produced a set of R combined pixel values, operation may proceed to step
2404 so that G or B pixel values may be processed to generate corresponding pixel values for the
combined image. Ifin step 2424 it is determined that additional sets of pixel values of a different
type remain to be processed, operation proceeds to step 2404 via connecting node B 2436 so
that processing may proceed.

[0302] However, ifin step 2428 it is determined that there are no additional sets of pixel
values corresponding to the image being generated to be processed, operation proceeds to step
2427 wherein the combined image is stored, e.g., in memory 108 or 1426, prior to the set of data
representing the combined image being output in step 2428. Outputting of the combined image
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may involve supplying the generated sets of R, G, B and/or luminance pixel values to a display
device for rendering and presentation on the display and/or may involve transmitting the pixel
values representing the combined image over a communications channel, e.g., a network
connection or broadcast channel, to supply one or more device with access to the network
connection or channel with the combined image generated from the pixel values captured by
multiple optical chain modules, e.g., modules 161, 161", 161".

[0303] The exemplary combining process shown and explained with reference to Figure
24 can be applied and used in cases where OCMs all use the same exposure time in which case
all the pixel values from the OCMs which can be correlated to the same image area can be
combined to generate a pixel value of the combined image without concern or need for
normalization of pixel values assuming that the sensors used are the same in each of the OCMs.
Averaging of pixel values from different sensors having the same exposure time provides benefits
with respect to averaging that help reduce the effect that thermal noise or random differences in
photon strikes may have on the pixel value measured by different optical chains for the same
area of an image. In essence using multiple OCMs reduces the effect of noise and other random
effects on the overall image quality.

[0304] The exemplary method described with regard to Figure 24 will now be explained
further with reference to the exemplary pixel values shown in Figures 25, 25, 27 and 28.

[0305] Figure 25 illustrates an exemplary chart 2500 including a set of pixel values, e.g.,
luminance pixel values, generated by multiple optical chains, e.g., a first optical chain (OCM 1), a
second optical chain (OCM 2) and a third optical chain (OCM 3) operating in parallel. The optical
chains OCM 1, OCM 2, OCM 3 for purposes of the Figure 25 example are of the same type, e.g.,
unfiltered (luminance detection) optical chains. However, they could be red, green or blue filtered
optical chain pixel values with all the pixel values corresponding to the same color. Itis assumed
for purposes of the example that the sensors of the optical chains generate pixel values in the
range of 0 to 255 with 0 indicating detection of no energy (e.g., a black image region) and 255
indicating the detection of the maximum amount of energy (e.g., a bright image region) the sensor
can detect and that the sensors have the same or similar dynamic range, e.g., they have the
ability to each measure the same amount of energy before saturating. Thus, a pixel value of 255
indicates saturation of a sensor, e.g., due to the sensor corresponding to a bright area of the
image. The figure 25 chart is exemplary of the grouping produced in step 2408 of the method
shown in Figure 24.

[0306] As should be appreciated, small sensors are often subject to saturation problems
do to their small size, e.g., they have a small bucket for storing energy corresponding to received
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photons. With small sensors thermal or other noise can also be an issue particularly in low light
conditions. As discussed elsewhere in the application thermal noise can be improved by
averaging pixel values captured by multiple optical chains.

[0307] Inthe Figure 25 example, the first OCM (OCM1) uses an exposure time of 1/90th
of a second, the second OCM (OCM 2) uses an exposure time of 1/60th of a second and the
third optical chain (OCM 3) uses an exposure time of 1/30th of a second. For purposes of the
example each of the exposures start at the same time. Thus, for at least a portion of the light
capture period, i.e., the first 1/90th of a second all three of the optical chains operate in parallel to
capture light, during the second 1/90th of a second the second and third optical chains operate to
capture light and during the third 1/90th of a second only the third optical chain operates to
capture light. As should be appreciated the first optical chain, given its low exposure time, is
particularly useful in determining pixel values corresponding to very bright areas where the other
sensors are likely to saturate due to their longer exposure times. The second optical chain is
useful in covering a wide range of luminance intensities but is not as good as the third optical
chain which has a longer exposure time for capturing pixel values corresponding to image areas
which are low light, e.g., dark image areas. The third optical chain is useful in providing
information corresponding to low light scene areas but is likely to saturate with respect to pixels
corresponding to high light image areas. It should be appreciated that use of the third optical
chain with the long exposure time provides benefits in terms of low light image regions while the
first optical chain provides benefits with respect to capturing pixel values in very bright image
regions.

[0308] In the Figure 25 chart 2500, an (S) is used under the pixel value to indicate that
the value indicates saturation of the sensor. The first column lists pixels, e.g., pixels P1, P2, P3,
P4, each pixel corresponding to a different scene image area of a scene size corresponding to
the sensor area of one pixel. While only four pixels are included in the Figure 25 example itis to
be understood that an image will include, in many cases, millions of such pixels, each captured
by a different portion of a sensor. In each row, the value captured by an optical chain module
corresponding to the pixel area of the scene is shown. For example in row 1, with regard to pixel
area P1, the first OCM 1 measured a pixel value of 100, OCM 2 measured a pixel value of 154
and OCM3 measured a pixel value of 255.

[0309] Figure 26 is a chart 2600 illustrating the set of captured pixel values after
exclusion of pixel values corresponding to saturated pixel values measured by optical chain
modules (OCM 2 and OCM 3) having longer exposure times than the optical chain module
(OCM1) with the shortest exposure time which contributed to the set of pixel values shown in
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Figure 25. In Figure 26 "X" is used to show saturated pixel values which are excluded, in
accordance with step 2414, from further use in generating the combined image.

[0310] Figure 27 is a chart 2700 illustrating the normalized pixel values generated by
processing the values shown in Figure 26 with the excluded values being omitted. Note the pixel
values shown in column 3 corresponding to the second optical chain module (OCM2) are (2/3)
the value of the original value reflecting that they were generated using 1.5 times the shortest
exposure time and that the values in the last column of the chart 2700 are 1/3 the original values
reflecting that they were generated using an exposure time three times the shortest exposure
time. The values in the first column corresponding to OCM 1 are left unchanged since they
correspond to the shortest exposure time and already reflect the maximum energy per minimum
image capture time (1/90th of a second) used by the optical modules in generating the combined
images.

[0311] The Normalized values remaining in the chart shown in Figure 27 are averaged
in the particular exemplary embodiment to generate the pixel values of the combined image.
Figure 28 is a chart showing the resulting pixel values for pixels P1 though P4 of the combined
image and the computation used to generate the pixel values. Note that the normalized pixel
values used to generate the combined pixel value for an image area corresponding to the area of
a pixel may be based on one, some or all of the outputs of multiple optical chains. This allows, in
the case of low light conditions averaging which reduces the effects of noise and the random
nature of photon strikes in generated the pixel value as compared to the case where the output of
a single sensor may be used to generate the combined pixel value. In the case of dark image
regions, a pixel value from the optical chain module or optical chain modules with the longest
exposure time may be used. While the combined pixel value corresponding to a bright area may
be generated from fewer sensors than that of low light areas, the higher energy level is less prone
to the effects of noise and random photon strikes often requiring multiple photons to be sensed to
produce the high pixel value. Accordingly, the method shown in Figure 24 provides benefits with
respect to noise reduction where they are needed most, e.g., in the case of low light areas of an
image.

[0312] It should be appreciated that the method shown in Figure 24 effectively increases
the useful dynamic range of the camera device including the multiple optical chains beyond that
which could be achieved if all the sensors were exposed using the same exposure time where all
the sensors would saturate at or about the same light exposure level given that they would be
subject to the same exposure time.
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[0313] While explained using an example with only one type of pixel values, it should be
appreciated that the method of Figure 24 allows for images to be generated using R, G and B
pixel values which each of the R, G and B pixel values being combined independently in some
embodiments to generate corresponding sets of R, G and B pixel values of a combined color
image.

[0314] The techniques of various embodiments may be implemented using software,
hardware and/or a combination of software and hardware. Various embodiments are directed to
apparatus, e.g., a camera device, an image processing device or a system. Various
embodiments are also directed to methods, e.g., a method of generating combined pixel values
from sets of input pixel values corresponding to an image area where each set of pixel values
may be provided by a different optical chain module. Various embodiments are also directed to
machine, e.g., computer, readable medium, e.g., ROM, RAM, CDs, hard discs, etc., which
include machine readable instructions for controlling a machine, e.g., camera device, processor
or image processing system, to implement one or more steps of one or more of the methods
described in the present application.

[0315] Invarious embodiments apparatus described herein are implemented using one
or more modules to perform the steps corresponding to one or more methods. Thus, in some
embodiments various features are implemented using modules. Such modules may be
implemented using software, hardware or a combination of software and hardware. Optical chain
modules as should be appreciated include as least some hardware elements such as an image
sensor and are therefore normally not implementable purely in software while other modules may
be implemented fully in software. In some embodiments in which the modules are implemented
in hardware, the modules are implemented as circuits, e.g., of a processor and/or as a
combination of hardware elements such as lenses, filters and an image sensor. In many or all of
the above described embodiments, methods and/or method steps can, and in some
embodiments are, implemented using computer executable instructions, such as software,
included in a computer readable medium, e.g., a non-transitory computer readable medium, such
as a memory device, e.g., RAM, floppy disk, etc. which when executed control a machine, e.g.,
general purpose computer or processor, with or without additional hardware, to implement all or
portions of the above described methods. Accordingly, among other things, various
embodiments are directed to a computer readable medium including computer executable
instructions for causing a machine, e.g., processor or computer system, to perform one or more

of the steps of the above-described method(s).
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[0316] Some embodiments are directed to a processor configured to implement one or
more of the various functions, steps, acts and/or operations of one or more methods described
above. Accordingly, some embodiments are directed to a processor, e.g., CPU, configured to
implement some or all of the steps of the methods described herein. The processor may be for
use in, e.g., a camera device, an image processing device or other type of system. In some
embodiments the image processing device is a portable device including a camera, e.g., a cell
phone including a camera with a processor that implements the method.

[0317]  In some embodiments modules are implemented using software, in other
embodiments modules are implemented in hardware, in still other embodiments the modules are
implemented using a combination of hardware and/or software.

[0318] Numerous additional variations on the methods and apparatus of the various
embodiments described above will be apparent to those skilled in the art in view of the above
description. Such variations are to be considered within the scope of the invention.
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WHAT IS CLAIMED:

1. A method of producing at least one image of a first scene area, the method comprising:

operating a plurality (130) of three or more optical chain modules in parallel to capture
images of the first scene area, said images including at least a first image of said first scene area,
a second image of said first scene area, and a third image of said first scene area; and

processing said first, second, and third images to generate a first combined image of said

first scene area.

2. The method of claim 1, wherein said first combined image of said first scene area
includes the same or fewer pixel values than either of said first, second, and third images.

3. The method of claim 1, wherein said plurality (130) of three of more optical chain
modules include first, second and third optical chain modules (127, 157, 159) that include a first
lens, a second lens and a third lens respectively, said first, second and third lenses (103, 105,
107) being arranged along a circle.

4. The method of claim 3, wherein said plurality (130) of three or more optical chain
modules further includes a fourth optical chain module (147) including a fourth lens (115), said
fourth lens (115) being positioned in the center of the circle.

5. The method of claim 1, wherein operating a plurality (130) of three or more optical chain
modules includes:

operating a first optical chain module (161) to capture said first image of said first scene
area;

operating a second optical chain module (161°) to capture said second image of said first
scene area; and

operating a third optical chain module (161”) to capture said third image of said first

sScene area.

6. The method of claim 5, wherein the first optical chain module (161) includes a first lens
(162) and a first image sensor (168).

7. The method of claim 6, wherein the second optical chain module (161°) includes a
second lens (162') and a second image sensor (168’).
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8. The method of claim 7, wherein the third optical chain module (1617) includes a third lens
(162”) and a third image sensor (168”).

9. The method of claim 8, wherein said first, second, and third lenses (162, 162’, 162”) are
oriented in the same direction and in the same plane of a housing.

10. The method of claim 9, wherein said first, second, and third lenses (162, 162’, 162”) are
mounted in a cell phone (100) housing.

1. The method of claim 6, wherein the second optical chain module (161°) includes a
second lens (162) and a second image sensor (168’), said first and second lenses (162, 162)
being the same size, said first and second image sensors (168, 168’) having the same number of

pixel sensors.

12. The method of claim 11, wherein said first and second lenses (162, 162’) are each less
than 2 cm in diameter and wherein each of the first and second image sensors support at least 8
Mpixels.

13. The method of claim 11, wherein the third optical chain module (161”) includes a third
lens (162”) and a third image sensor (168”), said first, second and third lenses (168, 168, 168)
being the same size, and said first, second, and third image sensors (168, 168', 168”) having the

same number of pixel sensors.

14. The method of claim 13, wherein said first, second and third lenses (162, 162, 162”) are
less than 2 cm in diameter and wherein each of the first, second and third image sensors (168,

168’, 168”) support at least 8 Mpixels.

15. The method of claim 6, further comprising:
receiving user input indicating a portion of the scene area to be focused in the first
combined image; and
wherein said processing said first, second, and third images to generate a first combined
image includes shifting pixel positions on at least one of said first, second, and third images to
align the portion of the first scene area to be focused.
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16. The method of claim 15 wherein different shifts are used for different portions of the
scene to create a single composite image.

17. The method of claim 1 wherein the generated combined image is a panoramic image.

18. The method of claim 1, wherein optical chain modules in said plurality (130) of three or
more optical chain modules are independently focused to the same focal distance.

19. The method of claim 1, wherein optical chain modules in said plurality (130) of three or
more optical chain modules are focused together by moving a platter on which lenses
corresponding to different optical chains are mounted.

20. An apparatus (100) for producing at least one image of a first scene area, comprising:

a plurality (130) of three or more optical chain modules that work in parallel to capture
images of the first scene area, said images including at least a first image of said first scene area,
a second image of said first scene area, and a third image of said first scene area; and

an image processing module (1302) configured to process said first, second, and third
images to generate a first combined image of said first scene area.

21. The apparatus (100) of claim 20, wherein said first combined image of said first scene
area includes the same or fewer pixel values than either of said first, second, and third images.

22. The apparatus (100) of claim 20, wherein said plurality (130) of three or more optical
chain modules include first, second and third optical chain modules (121, 127, 159) that include a
firstlens (103), a second lens (105) and a third lens (107) respectively, said first, second and third

lenses (103, 105, 107) being arranged along a circle.

23. The apparatus (100) of claim 22, further including a fourth optical chain module (147)
including a fourth lens (115), said fourth lens (115) being positioned in the center of the circle.

24. The apparatus (100) of claim 20, wherein said plurality (130) of optical chain modules

includes:
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a first optical chain module (161) configured to capture said first image of said first scene
area;

a second optical chain module (161°) configured to capture said second image of said
first scene area; and

a third optical chain module (161”) configured to capture a third image of said first scene

area.

25. The apparatus (100) of claim 20, wherein the first optical chain module (161) includes a
firstlens (162) and a first image sensor (168).

26. The apparatus (100) of claim 25, wherein the second optical chain module (161)
includes a second lens (162’) and a second image sensor (168’).

217. The apparatus (100) of claim 26, wherein the third optical chain module (1617) includes a
third lens (162”) and a third image sensor (168”).

28. The apparatus (100) of claim 27, wherein said first, second, and third lenses (162, 162,
162”) are oriented in the same direction and in the same plane of a housing.

29. The apparatus (100) of claim 28, wherein said first, second, and third lenses (162, 162,
162”) are mounted in a cell phone housing.

30. The apparatus (100) of claim 25, wherein the second optical chain module (161)
includes a second lens (162’) and a second image sensor (168’), said first and second lenses
(162,162’) being the same size, said first and second image sensors (168, 168’) having the

same number of pixel sensors.
31. The apparatus (100) of claim 30, wherein said first and second lenses (162, 162’) are
each less than 2 cm in diameter and wherein each of the first and second image sensors (168,

168’) support at least 8 Mpixels.

32. The apparatus (100) of claim 30, wherein the third optical chain module (1617) includes a
third lens (162”) and a third image sensor (168”), said first, second and third lenses (162, 162,
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162”) being the same size, and said first, second, and third image sensors (168, 168’, 168)

having the same number of pixel sensors.

33. The apparatus (100) of claim 32, wherein said first, second and third lenses (162, 162’,
162”) are less than 2 cm in diameter and wherein each of the first, second and third image

sensors (168, 168’, 168”) support at least 8 Mpixels.

34. The apparatus (100) of claim 25,
wherein said image processing module (1302) is further configured to:
receive a user input indicating a portion of the first scene area to be
focused in the first combined image; and
shift pixel positions on at least one of said first, second, and third images
prior to generating said first combined image to align the portion of the first scene
area to be focused, as part of said processing the first, second, and third images

to generate a first combined image.

35. A computer readable medium (108) including computer executable instructions which
when executed by a processor (110) control an apparatus (100) to:

operate a plurality (130) of three or more optical chain modules arranged in parallel to
capture images of a first scene area, said images including at least a firstimage of said first
scene area, a second image of said first scene area, and a third image of said first scene area;
and

process said first, second, and third images to generate a first combined image of said

first scene area.

36. A method of producing at least one image of a first scene area, the method comprising:
operating a plurality (130) of optical chain modules in parallel to capture images of the
first scene area, the step of operating a plurality (130) of optical chain modules including:
operating a first optical chain module (121) to capture a firstimage of the
first scene area using a first exposure time; and
operating a second optical chain module (157) to capture a second
image of said first scene area using a second exposure time, at least said first
and second exposure times being of different durations but overlapping in time;

and
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processing said first and second images to generate a first combined image of said first

sScene area.

37. The method of claim 36,

wherein processing said first and second images to generate a first combined image of
said first scene area includes weighting pixel values of said first and second images
corresponding to the same portion of said first scene area as a function of said first and second

exposure times, respectively, and summing the weighted pixel values.

39. The method of claim 37, wherein summing of weighted pixel values includes summing

one weighted pixel value from each image to generate a pixel value in the combined image.

40. The method of claim 36, further comprising:

operating a third optical chain module (159) to capture a third image of said first scene
area using a third exposure time; and

processing said third image to generate said first combined image of said first scene area
from the third image in addition to said first and second images.

41, The method of claim 40, wherein said third exposure time is different than said first and

second exposure times.

42. The method of claim 40, further comprising:

operating one of said first, second or third optical chain modules (121, 157, 159) to
capture a fourth image of the first scene area prior to capture of said first, second and third
images; and

displaying said fourth image on a display (102) of a camera device (100) including said
first, second, third optical chain modules (121, 157, 159).

43. The method of claim 40, further comprising:
operating one of said first, second and third optical chain modules (121, 157, 159) to
capture a fourth image of the first scene area after capturing one of said first, second and third
images; and
displaying said fourth image on a display (102) of a device (100) including said first,
second, and third optical chain modules (121, 157, 159); and
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wherein the combined image is generated in the device after the display of the fourth
image on the camera device (100).

44, The method of claim 42, wherein said device (100) is a mobile device.

45, The method of claim 42, wherein said device (100) is a mobile cellular phone.

46. The method of claim 42, wherein said device (100) is a camera.

47. The method of claim 46, wherein the combined image is generated on another computer
(1400).

48. The method of claim 46, wherein said operating one of said first, second and third optical
chain modules (121, 157, 159) to capture said fourth image of the first scene area uses a fourth
exposure time different from said first, second and third exposure times.

49. The method of claim 42, wherein said operating one of said first, second and third optical
chain modules (121, 157, 159) to capture a fourth image of the first scene area uses a fourth
exposure time different from said first, second and third exposure times.

50. The method of claim 42, wherein at least some optical chain modules (121, 133) in said
plurality (130) of optical chain modules include single color filters (6502, 6508) at least two optical
chain modules (121, 133) being provided for each color for which an single color filter is used.

51. The method of claim 50, wherein at least some optical chain modules (171, 173) do not
include any color filters.

52. The method of claim 42, wherein different optical chain modules (121, 133) having single
color filters (7502, 7508) corresponding to the same color have different exposure times.

53.  Anapparatus (100), comprising:
a plurality (130) of optical chain modules that work in parallel to capture images of a first

scene area, said plurality of optical chain modules including:
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a first optical chain module (121) configured to capture a first image of
the first scene area using a first exposure time; and

a second optical chain module (157) configured to capture a second
image of said first scene area using a second exposure time, at least said first
and second exposure times being of different durations but overlapping in time;
and

an image processing module (1302) configured to process said first and second images
to generate a first combined image of said first scene area.

54, The apparatus (100) of claim 53,

wherein said image processing module (1302) is further configured to weight pixel values
of said first and second images corresponding to the same portion of said first scene area as a
function of said first and second exposure times, respectively and sum the weighted pixel values,
as part of being configured to process said first and second images to generate a first combined
image of said first scene area.

95. The apparatus (100) of claim 53,

wherein said plurality (130) of optical chain modules further comprises a third optical
chain module (159) configured to capture a third image of said first scene area using a third
exposure time; and

wherein said image processing module (1302) is further configured to process said third
image to generate said first combined image of said first scene area from the third image in
addition to said first and second images.

96. The apparatus (100) of claim 55, wherein said third exposure time is different than said

first and second exposure times.

57. The apparatus (100) of claim 55, wherein at least one of said first, second or third optical
chain modules (121, 157, 159) is further configured to capture a fourth image of the first scene
area prior to capture of said first, second and third images, the apparatus further comprising:

a display device (102) configured to display said fourth image.

58. The apparatus (100) of claim 55,
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wherein at least one of said first, second or third optical chain modules (121, 157, 159) is
further configured to capture a fourth image of the first scene area after one of said first, second
or third images has been captured,;

wherein the apparatus (100) further comprises a display device (102) configured to
display said fourth image; and

wherein the combined image is generated after the display of the fourth image on the
display device.

59. The apparatus (100) of claim 58, wherein said apparatus (100) is a mobile cellular phone.

60. The apparatus (100) of claim 58, wherein said apparatus (100) is a camera.

61. The apparatus (100) of claim 58, wherein said at least one of said first, second and third
optical chain modules (121, 157, 159) uses a fourth exposure time different from said first,
second and third exposure times to capture a fourth image of the first scene area.

62. The apparatus (100) of claim 57, wherein said at least one of said first, second and third
optical chain modules (121, 157, 159) uses a fourth exposure time different from said first,
second and third exposure times to capture said fourth image of the first scene area.

63. A computer readable medium (108) including computer executable instructions which
when executed by a processor (110) control an apparatus (100) to:

operate a plurality (130) of optical chain modules in parallel to capture images of a first
scene area, wherein operating a plurality of optical chain modules (130) includes controlling a first
optical chain module (121) to capture a first image of the first scene area using a first exposure
time, and controlling a second optical chain module (157) to capture a second image of said first
scene area using a second exposure time, at least said first and second exposure times being of
different durations but overlapping in time; and

process said first and second images to generate a first combined image of said first

sScene area.

64. A method of producing at least one image of a first scene area, the method comprising:
operating a plurality of optical chain modules (130) in parallel to capture images of the
first scene area, the step of operating a plurality (130) of optical chain modules including:
78



WO 2014/107634 PCT/US2014/010267

operating a first optical chain module (161) to capture a first image of said first scene
area using a first color filter (6502); and

operating a second optical chain module (161°) to capture a second image of said first
scene area using a second color filter (6504), said first and second color filters (6502, 6504)
corresponding to a first color and a second color respectively, said first and second colors being
different colors; and

processing said first and second images to generate a first combined image of said first

sScene area.

65. The method of claim 64,
wherein said first and second color filters (6502, 6504) are single color filters which
correspond to said first and second colors, respectively.

66. The method of claim 64, wherein the first optical chain module (161) includes a first lens
(162) and a firstimage sensor (168); and

wherein the second optical chain module (161’) includes a second lens (162) and a
second image sensor (168’).

67. The method of claim 66, wherein said first and second image sensors (168, 168’) are of

the same resolution.

68. The method of claim 65, further comprising:

operating a third optical chain module (161”) to capture a third image of said first scene
area using a third color filter (6506); and

processing said third image to generate said first combined image of said first scene area
from the third image in addition to said first and second images.

69. The method of claim 68, further comprising:

operating a fourth optical chain module (161”) to capture a fourth image of the first scene
area using a multi-color filter (6514); and

displaying said fourth image on a display (102) of a device (100) including said first,
second, third and fourth optical chain modules (161, 161°, 161", 161”), said fourth image being
displayed prior to capture of said first, second and third images.
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70. The method of claim 69, wherein said device (100) is a camera.

7. The method of claim 69, wherein said device (100) is a mobile cellular phone.

72. An apparatus (100), comprising:
a plurality (130) of optical chain modules that work in parallel to capture images of a first
scene area, said plurality (130) of optical chain modules including:
a first optical chain module (161) configured to capture a first image of
said first scene area using a first color filter (6502); and
a second optical chain module (161°) configured to capture a second
image of said first scene area using a second color filter (6504), said first and
second color filters (6502, 6504) corresponding to a first color and a second color
respectively, said first and second colors being different colors; and
an image processing module (1302) configured to process said first and second images
to generate a first combined image of said first scene area.

73. The apparatus (100) of claim 72,
wherein said first and second color filters (6502, 6504) are single color filters which
correspond to said first and second colors, respectively.

74. The apparatus (100) of claim 72, wherein the first optical chain module (161) includes a
firstlens (162) and a first image sensor (168), and said second optical chain module (161’)
includes a second lens (162’) and a second image sensor (168’).

75. The apparatus (100) of claim 74, wherein said first and second image sensors (168, 168’)

are of the same resolution.

76. The apparatus (100) of claim 73, further comprising:

a third optical chain module (161”) configured to capture a third image of said first scene
area using a third color filter (6506); and

wherein said image processing module (1302) is further configured to process said third
image in addition to processing said first and second images to generate said first combined

image of said first scene area.
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7. The apparatus (100) of claim 73, further comprising:

a fourth optical chain module (161”) configured to capture a fourth image of the first
scene area using a multi-color filter (6514); and

a display device (102) configured to display said fourth image, said fourth image being
displayed prior to capture of said first, second and third images.

78. The apparatus (100) of claim 77, wherein said apparatus (100) is a camera.

79. The apparatus (100) of claim 77, wherein said apparatus (100) is a mobile cellular phone.

80. A computer readable medium (108) including computer executable instructions which
when executed by a processor (110) control an apparatus to:

operate a plurality (130) of optical chain modules in parallel to capture images of a first
scene area, said operating a plurality (130) of optical chain modules including controlling a first
optical chain module (161) to capture a firstimage of said first scene area using a first color filter
(6502), and controlling a second optical chain module (161’) to capture a second image of said
first scene area using a second color filter (6504), said first and second color filters (6502, 6504)
corresponding to a first color and a second color respectively, said first and second colors being
different colors; and

process said first and second images to generate a first combined image of said first

sScene area.

81.  An apparatus (1605), comprising:

a plurality of lenses (1607, 1609, 1611, 1613, 1615, 1617, 1619) having non-circular
apertures configured to partition a first aperture (1603) into a plurality of light capture areas
(1641, 1643, 1645, 1647, 1649, 1650, 1653), said light capture areas (1641, 1643, 1645, 1647,
1649, 1650, 1653) occupying substantially the entire area of said first aperture (1603); and

one or more semiconductor sensors (168, 168',..., 168") for capturing light passing
through said plurality of lenses (1607, 1609, 1611, 1613, 1615, 1617, 1619).

82. The apparatus (1605) of claim 81, wherein said first aperture (1603) is one of a circular or

polygon shaped aperture.
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83. The apparatus (1605) of claim 81, wherein lenses (1607, 1609, 1611, 1613, 1615, 1617)
in said plurality of lenses (1607, 1609, 1611, 1613, 1615, 1617, 1619) which are arranged along
the perimeter of said first aperture (1603) have optical centers (1621, 1623, 1625, 1627, 1629,
1631) which are arranged along a circle (1651).

84. The apparatus (1605) of claim 81, wherein lenses (1607, 1609, 1611, 1613, 1615, 1617)
in said plurality of lenses (1607, 1609, 1611, 1613, 1615, 1617, 1619) which are arranged along
the perimeter of said first aperture (1603) have optical centers (1621, 1623, 1625, 1627, 1629,
1631) which form the vertices (corners) of a regular polygon (1655).

85. The apparatus (1605) of claim 83, wherein the plurality of lenses (1607, 1609, 1611,
1613, 1615, 1617, 1619) includes at least one inner lens (1619) in addition to said lenses (1607,
1609, 1611, 1613, 1615, 1617) arranged along the perimeter of said first aperture (1603).

86. The apparatus (1605) of claim 85, wherein said plurality of lenses (1607, 1609, 1611,
1613, 1615, 1617, 1619) includes a total of six lenses (1607, 1609, 1611, 1613, 1615, 1617)
along the perimeter of said first aperture (1603) and a single lens (1619) in the center of said six
lenses (1607, 1609, 1611, 1613, 1615, 1617) arranged along the perimeter of said first aperture
(1603).

87. The apparatus (1605) of claim 81 wherein the non-circular aperture of each of said
plurality of lenses (1607, 1609, 1611, 1613, 1615, 1617, 1619) is an aperture stop in a
corresponding optical chain.

88. The apparatus (1605) of claim 81, wherein each lens in said plurality of lenses (1607,
1609, 1611, 1613, 1615, 1617, 1619) is part of a corresponding optical chain (161, 161°, 1617, ...,
161”), each individual optical chain (161, 161’, 1617, ..., 161”) includes a separate sensor (168,
168’, 168", ..., 168”) for capturing an image corresponding to said individual optical chain (161,
161’,1617, ..., 1617).

89. The apparatus (1605) of claim 88 further comprising a module (1302) for combining
images captured by separate optical chains into a single combined image.
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90. The apparatus (1605) of claim 89 wherein combining images includes a shift and add
based on position of lenses in said plurality of lenses (1607, 1609, 1611, 1613, 1615, 1617,
1619).

9. A portable camera apparatus (1801), comprising:

a plurality of at least three optical chain modules (1890, 1891, 1892, 1893, 1894), each
optical chain module (1890, 1891, 1892, 1893, 1894) in said plurality including a lens (1813,
1815, 1817, 1819, 1821), an image deflection element (1823, 1825, 1827, 1829, 1831), and a
sensor (1853, 1855, 1857, 1859, 1861), said image deflection element (1823, 1825, 1827, 1829,
1831) changing the direction of optical rays passing along an optical axis (1805, 1806, 1807,
1808, 1809) of said lens (1813, 1815, 1817, 1819, 1821) by substantially 90 degrees to direct
said optical rays passing along said optical axis onto the sensor (1853, 1855, 1857, 1859, 1861)
of the optical chain (1890, 1891, 1892, 1893, 1894) in which said deflection element (1823, 1825,
1827, 1829, 1831) and said lens (1813, 1815, 1817, 1819, 1821) are located.

92. The portable camera apparatus (1801) of claim 91, wherein each optical chain module
(1890, 1891, 1892, 1893, 1894) includes multiple lenses ((1813, 1843), (1815, 1845), (1817,
1847), (1819, 1849), (1821, 1851)).

93. The portable camera apparatus (1801) of claim 92, wherein at least one of said multiple
lenses (1843, 1845, 1847, 1849, 1851) in each optical chain (1890, 1891, 1892, 1893, 1894) is
positioned between said image deflection element (1823, 1825, 1827, 1829, 1831) and said
sensor(1853, 1855, 1857, 1859, 1861) .

A, The portable camera apparatus (1801) of claim 91 wherein the image deflection element
(1823, 1825, 1827, 1829, 1831) of at least one optical chain module (1890, 1891, 1892, 1893,
1894) includes at least one mirror (1823, 1825, 1827, 1829, 1831) positioned at 45 degree to said
optical axis (1803, 1806, 1807, 1808, 1809) of said lens of said at least one optical chain module
(1890, 1891, 1892, 1893, 1894) .

95. The portable camera apparatus (1801) of claim 91 wherein the image deflection element
(1823, 1825, 1827, 1829, 1831) of at least one optical chain module (1890, 1891, 1892, 1893,

1894) includes at least one prism.
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96. The portable camera apparatus (1801) of claim 93, wherein the optical axes (1805,
1806, 1807, 1808, 1809) of lenses (1813, 1815, 1817, 1819, 1821) said optical chain modules
(1890, 1891, 1892, 1893, 1894) are parallel to each other but at least two mirrors (1823, 1825)
corresponding to different optical chains (1890, 1891) are not parallel.

97. The portable camera apparatus (1801) of claim 96, wherein at least some of said
sensors (1853, 1855, 1857, 1859, 1861) are located on the surface of a cylinder (1899).

98. The portable camera apparatus (1801) of claim 96, wherein the light rays of at least two

different optical chains (1890, 1891) cross prior to reaching the sensor (1853, 1855) to which the
rays of said at least two different optical chain modules (1890, 1891) correspond.

84



WO 2014/107634 PCT/US2014/010267

1/29

100
—

108
102 =
_ MEMORY

CAMERA DEVICE, E.G. CELL PHONE

DISPLAY DATA/INFORMATION

120~

116

118
N ASSEMBLY OF MODULES

112

10
INTERFACE prOCESSOR [~

r=— =5 — <%
AUTOFOCUS

| AuTOFOCUS |
106 1 CONTROLLER JI | DRIVE ASSEMBLY |
e —— —— — — — T ——— —

INPUT DEVICE

114 PLURALITY OF OPTICAL |/ 130
\ CHAIN MODULES, E.G. N
TRANSCEIVER OPTICAL CHAIN
INTERFACE MODULES

TO NETWORK
AND/OR OTHER
DEVICES

FIGURE 1A



WO 2014/107634 PCT/US2014/010267

}) 2/29 L101

CAMERA DEVICE

130

F|GURE ’I B OCM = OPTICAL CHAIN MODULE

L1=OUTERMOST LENS

F 13 20 100 KEY
—» B 17 N7
]\ 1
— 103 & v
2z
— L el (] s 102
1 o 131
T
HAFD][ECDHH 121
— 2o [
~ |~
— 1154 El) S= SENSOR
L L 151 F=FILTER
sz
— I @ S L=Les [~ 119
L1 = OUTER LENS
—_—
153+ AE% ,EYCD} ~%\155 L2 = INNER LENS
—
113059\ \_L KEY
— ~~ 145
L A 137
~~139
—> __A[AFD |ECD|--\\143
141 OCM 4
/ 110
13 PROCESSOR H—

FIGURE 1C



WO 2014/107634

PCT/US2014/010267
160 ¥4 164 3/29
162 \ _ 161
X 166 EXEMPLARY FIRST OPTICAL CHAIN MODULE
168
y N
F SENSOR
169 ——=~=
169 170 _|A_FD:
16\4' /161'
162 X 166' EXEMPLARY SECOND OPTICAL CHAIN MODULE
168!
y N
F SENSOR
B 169 170! 169 —mro"
164" 161"
162" \ /
™ X 166" EXEMPLARY THIRD OPTICAL CHAIN MODULE
' 168"
F SENSOR
- " " 169" =/ =
169 170 _IA_FD:
164"' 161'"
162'" \ /

7

166" EXEMPLARY N™ OPTICAL CHAIN MODULE

169"!

169"
170 AR,

168"!
N

SENSOR

FIGURE 1D



WO 2014/107634 PCT/US2014/010267

201 202 203 4/29 200
\ \ v _—

CAMERA DEVICE

253 205
251 \ /
\ - OPTICAL CHAIN MODULE 1
. 257\
F SENSOR 1
\
207
263 /
_ 265 269
/
267
F SENSOR 2
o 271 273
OPTICAL CHAIN MODULE 2
/209
275 il -
/
279
F SENSOR N
S AFD ~ 283
OPTICAL CHAIN MODULE N 285
211 213
PROCESSOR / MEMORY /
215
DISPLAY /

ECD = EXPOSURE CONTROL DEVICE | 217
AFD = AUTO FOCUS DRIVE —

FIGURE 2 i




WO 2014/107634 PCT/US2014/010267

5/29 951

FIGURE 3A

FIGURE 3B

FIGURE 3C




WO 2014/107634 PCT/US2014/010267

6/29 60
—_—
CAMERA DEVICE 5
<z
62 63
OPTICAL CHAIN MODULE 1 79
Z
SENSOR 1
[ESD}—
70
Z
———— OPTICAL CHAIN MODULE 2
\ \
[ 83 SENSOR 2
/ / \\
% 8 —JEC] 84
81 :
71
86 /
—
[ —— —
OPTICAL CHAIN MODULE N
\
I \
N ~—— g8 SENSOR N
\
ECD 89
— |
—I -
AFSD] ¢ ALSD] ¢
= AFD =
65 LY o 67 ]‘ -
72 D
\ e | | . |
[ autorocus |
PROCESSOR MEMORY DISPLAY | cONTROLLER |
L — — —

FIGURE 4



WO 2014/107634

6204

6206

62'

6208 ~J

6204

6210 ~J

NF

6212 ~

NF

FIGURE 5A

7129

6202

6214

6216 ~

6204 ~

PCT/US2014/010267
63 63' 63"
6302 630 630
L2,1 L2,1 L2,1

6308+

{iL2,2 {iL2,2
6310+
2,

6312
2",

6306 ~ 6306—@ 6306~

631

=

6304~

=
N
N

6316~

<> < B

6318

<>



WO 2014/107634 PCT/US2014/010267

62;9\‘ 8/29

vvvvvv

2

S
R e
R
IR
gt

;}’m»a»
by
ty¥e!
25

6202

o

2555
5
5
o

‘Q‘;’f‘
::
o

s

Fotetess
25

25505
F

6208
NF -

6204

6210
NF

6206

FILTER PLATTER
FRONT VIEW

6212

FILTER PLATTER
SIDE VIEW

FIGURE 5B



WO 2014/107634 PCT/US2014/010267

FIGURE 6A

GF= GREEN FILTER
BF=BLUE FILTER
RF=RED FILTER

RGBF = RED, GREEN, BLUE

FILTERED SENSOR AREA
KEY
7
6003
FIGURE 6B
203
6602
6612
-~
N 6604
6614
FIGURE 6C
6610
‘ 6608 / so0s
Fig. 6A| Fig. 6B |Fig. 6C

FIGURE 6




WO 2014/107634 PCT/US2014/010267

FIGURE 7A

FIGURE 7B

KEY

SE = SHORT EXPOSURE
ME = MEDIUM EXPOSURE
LE = LONG EXPOSURE

7
7003

FIGURE 7C

Fig. 7A

Fig. 7B

Fig. 7C

FIGURE 7




WO 2014/107634

©
S
=

11/29
8000
803 805
N 1‘IiiiIII} "Iiiiilb)
T 1‘Iiiiili} ‘llii!ilb)
OCM7 OCM 8
815 —pm A S
B B
OCM OCM
817 —p» /l? 131
RGB RGB
" {Iliiill” (‘Iligill}
o {Iliiill” “IIiEIII}
OCM OCM
823 —pp» 19 20
A1 S
B B

@e*

OCM 9

= 3

OCM
12
A2

RGB

OCM

OB

OCM

N
—

A2

PCT/US2014/010267

FIGURE 8



WO 2014/107634 PCT/US2014/010267

12/29
30
(" START METHOD OF OPERATING AN APPARATUS ) 302
RECEIVE USER INPUT TO CONTROL CAPTURE OF 304
AT LEAST ONE IMAGE OF A FIRST SCENE AREA /
___________ P

|_RECEIVE USER INPUT INDICATING A PORTION |
| OF THE FIRST SCENE AREA TO BE FOCUSED |

¥ 308

OPERATE A PLURALITY OF THREE OF MORE OPTICAL CHAIN MODULES IN PARALLEL TO CAPTURE
IMAGES OF A FIRST SCENE AREA, SAID IMAGES INCLUDING AT LEAST A FIRST IMAGE OF SAID FIRST
SCENE AREA, A SECOND IMAGE OF SAID FIRST SCENE AREA, AND A THIRD IMAGE OF SAID FIRST

SCENE AREA
2310 312 314
OPERATE A FIRST OPTICAL OPERATE A SECOND OPERATE A THIRD OPTICAL
CHAIN MODULE TO OPTICAL CHAIN MODULE TO CHAIN MODULE TO

CAPTURE A FIRST IMAGE CAPTURE A SECOND IMAGE CAPTURE A THIRD IMAGE
OF THE FIRST SCENE AREA OF THE FIRST SCENE AREA OF THE FIRST SCENE AREA

318

SECOND
IMAGE

320

PROCESS THE FIRST, SECOND, AND THIRD IMAGES TO GENERATE A
FIRST COMBINED IMAGE OF THE FIRST SCENE AREA
| SHIFT PIXEL POSITIONS ON AT LEAST ONE OF THE FIRST, |, 324
| SECOND, AND THIRD IMAGES TO ALIGN THE PORTION OF [
| THE FIRST SCENE AREA TO BE FOCUSED |

:

326
GENERATED
COMBINED
IMAGE
vé 38

STORE IN MEMORY AND/OR DISPLAY THE
COMBINED IMAGE ON A DISPLAY

FIGURE 9



WO 2014/107634 PCT/US2014/010267

13/29

400 N

(" START METHOD OF OPERATING AN APPARATUS ) 402

OPERATE ONE OF A PLURALITY OF OPTICAL CHAIN MODULES TO CAPTURE L~ 404

AN IMAGE, E.G., A FOURTH IMAGE, OF A FIRST SCENE AREA

DISPLAY THE FOURTH IMAGE ON A DISPLAY |~ 406

v

RECEIVE USER INPUT TO CONTROL CAPTURE OF AN |_~ 408
IMAGE OF THE FIRST SCENE AREA

i 410
Zz
OPERATE THE PLURALITY OF OPTICAL CHAIN MODULES IN PARALLEL TO CAPTURE IMAGES OF THE FIRST SCENE
2 412 I OPtRATEATHIRD L4165
OPERATE A FIRST OP(EES%TC% gﬁg&ND L 414} "OPTICAL CHAIN
MODULE TO CAPTURE MODULE TO I
CAPTURE A THIRD
AFIRST IMAGE OF THE CAPTURE A SECOND | I
IMAGE OF THE
FIRST SCENE AREA IMAGE OF THE FIRST
SCENE AREA USING A | FIRST SCENE AREA
USING AFIRST
SECOND EXPOSURE | USINGATHIRD |
EXPOSURE TIME
| BOOSURETHE |
j_
418 4
FIRST A 20 /T 'g,:l N
MAGE SECOND THIRD
IMAGE / _IMAGE ,
a4
PROCESS THE IMAGES TO GENERATE A FIRST COMBINED IMAGE OF THE FIRST

SCENE AREA 4%

WEIGHT AND SUM A COMBINATION OF PIXEL VALUES OF THE IMAGES AS A FUNCTION OF
EXPOSURE TIME INCLUDING, E.G., WEIGHTING PIXEL VALUES OF THE FIRST AND SECOND
IMAGES CORRESPONDING TO THE SAME PORTION OF THE FIRST SCENE AREA AS A
FUNCTION OF THE FIRST AND SECOND EXPOSURE TIMES RESPECTIVELY AND SUMMING
THE WEIGHTED PIXEL VALUES

_____________________ 428
I SECOND IMAGES TO GENERATE THE FIRST COMBINED IMAGE |

¥

430
GENERATED
COMBINED
IMAGE
@ P

STORE IN MEMORY AND/OR DISPLAY THE
COMBINED IMAGE ON A DISPLAY

FIGURE 10



WO 2014/107634 PCT/US2014/010267

14/29
SR
( START METHOD OF OPERATING AN APPARATUS  )— 502
RECEIVE USER INPUT TO CONTROL CAPTURE THE |- 504
IMAGE OF THE FIRST SCENE AREA
& 508
OPERATE A PLURALITY OF OPTICAL CHAIN MODULES IN PARALLEL TO CAPTURE IMAGES OF A
FIRST SCENE AREA
;)I:’ERA\TE AFIRST OPERATE A SECOND |52 oM
" | OPERATEATHIRD |
OPTICAL CHAIN OPTICAL CHAIN
MODULE TO MODULE TO CAPTURE | OPTICALCHAIN
ctinthrs | [AsccowumcEor| U ST
IMAGE OF THE FIRST THE FIRST SCENE 1" FiRsT SOENE AREA. |
SCENE AREA USING AREA USING A USING ATHIRD |
A FIRST EXPOSURE SECOND EXPOSURE
| EXPOSURETIME |
TIME TIME __ DATOoURE TIME
o § T
518 £ 520
_¥ _~
/" THIRD
! _AGE
OPERATE ONE OF THE FIRST, PROCESSING THE FIRST AND SECOND IMAGES TO GENERATE A
SECOND OR THIRD OPTICAL FIRST COMBINED IMAGE OF THE FIRST SCENE AREA -
CHAIN MODULES TO CAPTURE WEIGHT AND SUM A COMBINATION OF PIXEL VALUES OF THZZ |
AN IMAGE, E.G., AFOURTH IMAGES AS A FUNCTION OF EXPOSURE TIME INCLUDING, E.G.,
IMAGE, OF A FIRST SCENE AREA WEIGHTING PIXEL VALUES OF THE FIRST AND SECOND IMAGES
7 CORRESPONDING TO THE SAME PORTION OF THE FIRST SCENE
524 AREA AS AFUNCTION OF THE FIRST AND SECOND EXPOSURE
TIMES RESPECTIVELY AND SUMMING THE WEIGHTED PIXEL
VALUES
. 5 | m—_m—m———— — = — — — — _
Z ['PROCESS THE THIRD IMAGE IN ADDITION THE 532
DISPLAY THE FOURTH | FIRST AND SECOND IMAGES TO GENERATE |
IMAGE ON A DISPLAY | THE FIRST COMBINED IMAGE |
GENERATED 534
COMBINED
IMAGE
@ 53
STORE IN MEMORY AND/OR DISPLAY THE
COMBINED IMAGE ON A DISPLAY

v |

FIGURE 11



WO 2014/107634 PCT/US2014/010267

15/29
600/\

( START METHOD OF OPERATING AN APPARATUS )-—‘ 602

>
OPERATE A FOURTH OPTICAL CHAIN MODULE TO CAPTURE AN

IMAGE, E.G., AFOURTH IMAGE, OF A FIRST SCENE AREA, USING
AMULTI-COLOR FILTER

¥

604

DISPLAY THE FOURTH IMAGE ON A DISPLAY |~ 606
RECEIVE USER INPUT TO CONTROL CAPTURE AN IMAGE |~ 608
OF THE FIRST SCENE AREA
1 610
OPERATE THE PLURALITY OF OPTICAL CHAIN MODULES IN PARALLEL TO CAPTURE IMAGES OF THE
FIRST SCENE AREA
614 616
P OPERATE A SECOND I OPERATE A THIRD OPTICAL |
OPERATE A FIRST OPTICAL | JOPTICAL CHAIN MODULE TO[ | GHAIN MODULE TO CAPTURE |
CHAIN MODULE TO CAPTURE | - f CAPTURE A SECOND IMAGE | A THIRD IMAGE OF THE FIRST|
A FIRST IMAGE OF THE FIRST OF THE FIRST SCENE AREA | SCENE AREA USING A THIRD |
SCENE AREA USING A FIRST USING A SECOND COLOR COLOR FILTER
COLORFILTER FILTER L _— _g_ - — 1
618 620 622
/ THRD™

PROCESSING THE FIRST AND SECOND II\/IAGES TO GENERATE A FIRST COMBINED
IMAGE OF THE FIRST SCENE AREA

v

GENERATED
COMBINED
IMAGE

v

/

/ 630

632

STORE IN MEMORY AND/OR DISPLAY THE
COMBINED IMAGE ON A DISPLAY

FIGURE 12




WO 2014/107634

1300 "\

PCT/US2014/010267

16/29

1302

\ CONFIGURED TO: (1) PROCESS

ASSEMBLY OF MODULES

IMAGE PROCESSING MODULE

SAID FIRST, SECOND, AND THIRD
IMAGES TO GENERATE A FIRST
COMBINED IMAGE OF A FIRST
SCENE AREA; (2) RECEIVE USER
INPUT INDICATING A PORTION
OF THE FIRST SCENE AREA TO
BE FOCUSED IN THE FIRST
COMBINED IMAGE; AND/OR (3)
SHIFT PIXEL POSITIONS ON AT
LEAST ONE OF SAID FIRST,
SECOND, AND THIRD IMAGES
PRIOR TO GENERATING SAID
FIRST COMBINED IMAGE TO
ALIGN THE PORTION OF THE
FIRST SCENE AREA TO BE
FOCUSED, AS PART OF SAID
PROCESSING SAID FIRST,
SECOND, AND THIRD IMAGES TO
GENERATE A FIRST COMBINED
IMAGE; (4) WEIGHT AND SUM A
COMBINATION OF PIXEL VALUES
OF THE IMAGES AS A FUNCTION
OF EXPOSURE TIME INCLUDING,
E.G., WEIGHTING PIXEL VALUES
OF THE FIRST AND SECOND
IMAGES CORRESPONDING TO
THE SAME PORTION OF THE
FIRST SCENE AREAAS A

FUNCTION OF THE FIRST AND
SECOND EXPOSURE TIMES
RESPECTIVELY AND SUMMING
THE WEIGHTED PIXEL VALUES

DISPLAY MODULE CONFIGURED
TO DISPLAY SAID FOURTH IMAGE
ON SAID DISPLAY AND
CONFIGURED TO DISPLAY SAID
COMBINED IMAGE ON SAID
DISPLAY

STORAGE MODULE CONFIGURED
TO STORE ONE OR MORE OF
SAID FIRST IMAGE, SAID SECOND
IMAGE, SAID THIRD IMAGE, SAID
FOURTH IMAGE AND SAID
COMBINED IMAGE IN MEMORY

FIGURE 13




WO 2014/107634 PCT/US2014/010267

17/29
1400
—
COMPUTER SYSTEM - FOR 1408
PERFORMING POST CAPTURE IMAGE P
1402 PROCESSING
_ MEMORY
DISPLAY 1420n | DATAINFORMATION
1416 ~T1424
\ 1418
N ASSEMBLY OF MODULES
1404 1412
~ | | e ===
1422 “[426
RECEIVER it A STORAGE
INTERFACE [
1406 410
— PROCESSOR
1414
INPUT DEVICE

N\

TRANSCEIVER
INTERFACE
TO NETWORK

AND/OR CAMERA

APPARATUS

FIGURE 14



WO 2014/107634 PCT/US2014/010267

18/29

1500

CAMERA DEVICE

FIGURE 15



WO 2014/107634 PCT/US2014/010267

19/29 o
APPARATUS, E.G,
CAMERA DEVICE

1603 1607

1611

1655 1613

FIGURE 16

1705

APPARATUS, E.G,,
1707 CAMERA DEVICE

1717

1731

1729

1715

1713

FIGURE 17



WO 2014/107634 PCT/US2014/010267

______
-
PLide
-
-
-
-
«®
-
-
v
*
-

-
O--
-

|
825 H
" ,
180 I
|
1835 |
\
.'._
~

S 1804

1
~

FIGURE 18



PCT/US2014/010267

WO 2014/107634

21/29

1903

CAMERA DEVICE, E.G. CELL PHONE
1991

l’ o ./
IS \ y, NITE Y -
T AN N 12—
N NV 7
B P ~SA-—" 1 iws
11933, 1943 _ - 7)™\ e
T // |\ S 1949 ]

-

~
~
-
_____
------

FIGURE 19



WO 2014/107634 PCT/US2014/010267
22129
2000
7~
ASSEMBLY OF MODULES

MODULE CONFIGURED TO RECEIVE USER INPUT 2004
TO CONTROL CAPTURE OF ATLEAST ONE IMAGE |~

OF AFIRST SCENE AREA

2006
MODULE CONFIGURED TO RECEIVE USER
INPUT INDICATING A PORTION OF THE FIRST
SCENE AREA TO BE FOCUSED
2008

MODULE CONFIGURED TO OPERATE A PLURALITY OF THREE OF MORE OPTICAL CHAIN MODULES IN
PARALLEL TO CAPTURE IMAGES OF A FIRST SCENE AREA, SAID IMAGES INCLUDING AT LEAST A
FIRST IMAGE OF SAID FIRST SCENE AREA, A SECOND IMAGE OF SAID FIRST SCENE AREA, AND A

THIRD IMAGE OF SAID FIRST SCENE AREA

~ 2010 2012 3214
MODULE CONFIGURED TO MODULE CONFIGURED TO MODULE CONFIGURED TO
OPERATE AFIRST OPTICAL OPERATE A SECOND OPERATE A THIRD OPTICAL
CHAIN MODULE TO OPTICAL CHAIN MODULE TO CHAIN MODULE TO
CAPTURE A FIRST IMAGE CAPTURE A SECOND IMAGE CAPTURE A THIRD IMAGE
OF THE FIRST SCENE AREA OF THE FIRST SCENE AREA | | OF THE FIRST SCENE AREA
2016 , 2018 2020
MODULE CONFIGURED TO MODULE CONFIGURED TO MODULE CONFIGURED TO
STORE THE CAPTURED STORE THE CAPTURED STORE THE CAPTURED
FIRST IMAGE OF THE FIRST SECOND IMAGE OF THE THIRD IMAGE OF THE FIRST
SCENE AREA FIRST SCENE AREA SCENE AREA
MODULE CONFIGURED TO PROCESS THE FIRST, SECOND, AND THIRD IMAGES | , 2022
TO GENERATE A FIRST COMBINED IMAGE OF THE FIRST SCENE AREA
Zz
MODULE CONFIGURED TO SHIFT PIXEL POSITIONS ON AT LEAST
ONE OF THE FIRST, SECOND, AND THIRD IMAGES TO ALIGN THE
PORTION OF THE FIRST SCENE AREA TO BE FOCUSED
- 2029
2z MODULE CONFIGURED TO
MODULE CONFIGURED TO STORE DISPLAY THE COMBINED IMAGE
IN MEMORY THE COMBINED IMAGE ON A DISPLAY

FIGURE 20




WO 2014/107634 PCT/US2014/010267

23/29
2100
Z

ASSEMBLY OF MODULES 2104

MODULE CONFIGURED TO OPERATE ONE OF A PLURALITY OF OPTICAL CHAIN
MODULES TO CAPTURE AN IMAGE, E.G., A FOURTH IMAGE, OF A FIRST SCENE AREA

MODULE CONFIGURED TO | 2107
MODULE CONFIGURED TO DISPLAY THE | 2106 |STORE THE FOURTH IMAGE OF ¥
FOURTH IMAGE ON A DISPLAY THE FIRST SCENE AREA
MODULE CONFIGURED TO RECEIVE USER INPUT TO CONTROL |~ 2108
CAPTURE OF AN IMAGE OF THE FIRST SCENE AREA
P 2110
MODULE CONFIGURED TO OPERATE THE PLURALITY OF OPTICAL CHAIN MODULES IN PARALLEL TO CAPTURE
, 2112 IMAGES OF THE FIRST SCENE AREA _ 2116
MODULE CONFIGURED TO | |MODULE CONFIGURED TO ~2114
OPERATE A FIRST OPTICAL OPERATE A SECOND MODULE CONFIGURED TO
CHAIN MODULE TO OPTICAL CHAIN MODULE OPERATE A THIRD OPTICAL
CAPTURE A FIRST IMAGE TO CAPTURE A SECOND CHAIN MODULE TO CAPTURE A
OF THE FIRST SCENE AREA IMAGE OF THE FIRST THIRD IMAGE OF THE FIRST
USING A FIRST EXPOSURE SCENE AREA USING A SCENE AREA USING A THIRD
TIME SECOND EXPOSURE TIME EXPOSURE TIME
2118 2120 2122
MODULE CONFIGURED TO MODULE CONFIGURED TO MODULE CONFIGURED TO
STORE THE CAPTURED STORE THE CAPTURED STORE THE CAPTURED
FIRST IMAGE OF THE FIRST SECOND IMAGE OF THE THIRD IMAGE OF THE FIRST
SCENE AREA FIRST SCENE AREA SCENE AREA

2124

MODULE CONFIGURED TO PROCESS THE IMAGES TO GENERATE A FIRST COMBINED
IMAGE OF THE FIRST SCENE AREA

, 2126

MODULE CONFIGURED TO WEIGHT AND SUM A COMBINATION OF PIXEL VALUES OF
THE IMAGES AS A FUNCTION OF EXPOSURE TIME INCLUDING, E.G., WEIGHTING
PIXEL VALUES OF THE FIRST AND SECOND IMAGES CORRESPONDING TO THE SAME
PORTION OF THE FIRST SCENE AREA AS A FUNCTION OF THE FIRST AND SECOND
EXPOSURE TIMES RESPECTIVELY AND SUMMING THE WEIGHTED PIXEL VALUES

2128

MODULE CONFIGURED TO OPTIONALLY PROCESS THE THIRD IMAGE IN ADDITION
THE FIRST AND SECOND IMAGES TO GENERATE THE FIRST COMBINED IMAGE

, 2132

MODULE CONFIGURED TO STORE IN MEMORY
THE COMBINED IMAGE

, 2133

MODULE CONFIGURED TO DISPLAY
THE COMBINED IMAGE ON A DISPLAY

FIGURE 21




WO 2014/107634

PCT/US2014/010267

24/29
22000
ASSEMBLY OF MODULES
MODULE CONFIGURED TO RECEIVE USER INPUT TO CONTROL |- 2204
CAPTURE THE IMAGE OF THE FIRST SCENE AREA
220
MODULE CONFIGURED TO OPERATE A PLURALITY OF OPTICAL CHAIN MODULES IN PARALLEL
TO CAPTURE IMAGES OF A FIRST SCENE AREA
2210 214
‘ MODULE CONFIGURED /2212 MODULE CONFIGURED
MODULE CONFIGURED TO | | 15 5PERATE A SECOND 0 OPERATE A THIRD
OPERATE A FIRST OPTICAL CHAIN MODULE OPTICAL CHAIN
OPTICAL CHAIN MODULE | | 10 cAPTURE A SECOND VODULE T0 CAPTURE A
1O CRPTIREATRST | | IMAGE OF THE FIRST THIRD IMAGE OF THE
IMAGE OF THE FIRST SCENE AREA USING A IRST SCENE AREA
TIME EXPOSURE TIME

MODULE CONFIGURED TO STORE
THE CAPTURED FIRST IMAGE OF

MODULE CONFIGURED TO STORE
THE CAPTURED SECOND IMAGE

MODULE CONFIGURED TO STORE
THE CAPTURED THIRD IMAGE OF

THE FIRST SCENE AREA OF THE FIRST SCENE AREA THE FIRST SCENE AREA
2216 2218 2220 7 2228
MODULE CONFIGURED TO PROCESS THE FIRST AND SECOND IMAGES
o 2222 TO GENERATE A FIRST COMBINED IMAGE OF THE FIRST SCENE AREA
MODULE CONFIGURED 2223
TO OPERATE ONE OF MODULE CONFIGURED TO WEIGHT AND SUM A COMBINATION OF PIXEL
THE FIRST, SECOND VALUES OF THE IMAGES AS A FUNCTION OF EXPOSURE TIME
OR THIRD OPTICAL INCLUDING, E.G., WEIGHTING PIXEL VALUES OF THE FIRST AND SECOND
CHAIN MODULES TO IMAGES CORRESPONDING TO THE SAME PORTION OF THE FIRST

CAPTURE AN IMAGE,
E.G., AFOURTH IMAGE,

SCENE AREA AS A FUNCTION OF THE FIRST AND SECOND EXPOSURE
TIMES RESPECTIVELY AND SUMMING THE WEIGHTED PIXEL VALUES

OF A FIRST SCENE
AREA 2 2232
MODULE CONFIGURED TO PROCESS THE THIRD IMAGE IN ADDITION THE
ODULE CONFIGURED T0 FIRST AND SECOND IMAGES TO GENERATE THE FIRST COMBINED IMAGE
STORE THE CAPTURED
2224
IMAGE, E.G, FOURTH |, 2936
IMAGE, OF THE FIRST Z
SCENE AREA MODULE CONFIGURED TO STORE IN
MEMORY THE COMBINED IMAGE
MODULE CONFIGURED TO |  5o0e 223
DISPLAY THE FOURTH MODULE CONFIGURED TO DISPLAY IN
IMAGE ON A DISPLAY THE COMBINED IMAGE ON A DISPLAY

FIGURE 22




WO 2014/107634 PCT/US2014/010267

25/29
2300,\

ASSEMBLY OF MODULES /2304

MODULE CONFIGURED TO OPERATE A FOURTH OPTICAL CHAIN MODULE TO CAPTURE AN
IMAGE, E.G., A FOURTH IMAGE, OF A FIRST SCENE AREA, USING A MULTI-COLOR FILTER

MODULE CONFIGURED TO DISPLAY THE

FOURTH IMAGE ON A DISPLAY r 2300

MODULE CONFIGURED TO RECEIVE USER INPUT TO |~ 2308
CONTROL CAPTURE AN IMAGE OF THE FIRST SCENE AREA

2310
pd

MODULE CONFIGURED TO OPERATE THE PLURALITY OF OPTICAL CHAIN MODULES IN PARALLEL TO
CAPTURE IMAGES OF THE FIRST SCENE AREA

2312 2 2314 , 2316

< MODULE CONFIGURED TO MODULE CONFIGURED TO
g'F?E%iLTEEiOF'TFE'SGTUggﬁg /SL OPERATE A SECOND OPERATE A THIRD OPTICAL
OPTICAL CHAIN MODULE TO| | ~a N MODULE TO CAPTURE

CHAIN MODULE TO CAPTURE A || cAPTURE A SECOND IMAGE
FIRST IMAGE OF THEFIRST || OF THE FIRST SCENE AREA As ggﬁg&g@fig;g%ﬂfg
SCENE AREA USINGAFIRST || "USING A SECOND COLOR ot

COLOR FILTER FILTER

MODULE CONFIGURED TO I MODULE CONFIGURED TO STORE | [MODULE CONFIGURED TO STORE
STORE THE CAPTURED || THE CAPTURED SECOND IMAGE | | THE CAPTURED THIRD IMAGE OF
FIRST IMAGE OF THE FIRST OF THE FIRST SCENE AREA THE FIRST SCENE AREA

SCENE AREA
N 2318 2320 23227 234

MODULE CONFIGURED TO PROCESS THE FIRST AND SECOND IMAGES TO GENERATE
A FIRST COMBINED IMAGE OF THE FIRST SCENE AREA

MODULE CONFIGURED TO PROCESS THE THIRD IMAGE INADDITION TO THE |, 2328
FIRST AND SECOND IMAGES TO GENERATE THE FIRST COMBINED IMAGE

2332 2333
V4 Z

MODULE CONFIGURED TO STORE IN MODULE CONFIGURED 10 DISPLAY

THE COMBINED IMAGE ON A
MEMORY THE COMBINED IMAGE DISPLAY

FIGURE 23




WO 2014/107634 PCT/US2014/010267

_a 26/29
2400
START
25 | METHOD OF GENERATING A COMBINED
IMAGE
B >¢
2404

RECEIVE PIXEL VALUES GENERATEDBY  }/
MULTIPLE OCMs OPERATING IN PARALLEL
CORRESPONDING TO THE SAME SCENE

i

GROUP PIXEL VALUES OF THE SAME TYPE. E.G. 2406
COLOR, GENERATED BY DIFFERENT OCMS INTO  V/
SETS EACH SET INCLUDING PIXEL VALUES
CORRESPONDING TO THE SAME IMAGE AREA
CAPTURED BY DIFFERENT OCMS

FOR EACH SET OF PIXEL VALUES OF ONE
OF THE SUPPORTED PIXEL VALUE TYPES,
E.G., R, G, B, OR LUMINANCE DO:

GROUP PIXEL VALUES GENERATED BY DIFFERENT

OCMs INTO SETS EACH SET INCLUDING PIXEL VALUES [, 2408

CORRESPONDING TO THE SAME IMAGE AREA
CAPTURED BY DIFFERENT OCMS

Y

ACCESS EXPOSURE TIME INFORMATION
CORRESPONDING TO DIFFERENT OPTICAL CHAIN 2410
MODULES WHICH CONTRIBUTED TO PIXEL VALUES IN ¥/
SET BEING PROCESSED

Y

IDENTIFY PIXEL VALUES INDICATING THE SENSOR }/
WHICH GENERATED THE PIXEL VALUE SATURATED

!

EXCLUDE FROM THE SET OF PIXEL VALUES BEING % 2414
PROCESSED, PIXEL VALUES INDICATING THAT A SENSOR
SATURATION LEVEL WAS REACHED BY AN OCM WITH AN

EXPOSURE TIME LONGER THAN THE SHORTEST EXPOSURE
TIME USED

2412

2416

FIGURE 24A



WO 2014/107634 PCT/US2014/010267

27129
2416

NORMALIZE PIXEL VALUES BASED ON EXPOSURE
TIMES. E.G. WEIGHT PIXEL VALUES
CORRESPONDING TO DIFFERENT OCMS BASED ON %

THE EXPOSURE TIME USED BY THE

2418

CORRESPONDING OCM AND THE LONGEST USED
EXPOSURE TIME |
Figure 24A |

COMBINE, E.G., AVERAGE NORMALIZED Figure 24B
PIXEL VALUES REMAINING IN SET OF PIXEL [ 9409 L

VALUES CORRESPONDING TO THE SAME
IMAGE AREA, E.G., ON A PER PIXEL AREA Figure 24

BASIS

l 2422

GENERATE SET OF PIXEL VALUES FROM SET OF V/
COMBINED, E.G., AVERAGED, NORMALIZED PIXEL
VALUES

ARE
HERE SETS OF PIXEL VALUES OF ANOTHER TYPE,
E.G. COLOR, REMAINING TO BE
PROCESSED?

STORE GENERATED SETS OF
COMBINED PIXEL VALUES
2427 REPRESENTING THE COMBINED

\ IMAGE, E.G., R, G, AND B SETS OF
PIXEL VALUES

2426

2428 v
] OUTPUT,EG, TRANSMIT OR
FIGURE 24B OUTPUT TO A DISPLAY, AS A
GENERATED COMBINED IMAGE,
GENERATED SETS OF COMBINED
PIXEL VALUES GENERATED FOR
EACH OF THE PIXEL TYPES

2430
/



PCT/US2014/010267

WO 2014/107634
28/29
2500 ¥
CAPTURED PIXEL VALUES
OCM1 OCM2 OCM3
EXP =1/90 SEC|EXP = 1/60 SEC|EXP = 1/30 SEC
255
P1 100 154
(S)
P2 70 105 212
255 255
P3 240
o
95 95 95
P4
(S) (S) (S)
FIGURE 25
Y
2600

LONGER EXPOSURE TIMES

CAPTURED PIXEL VALUES EXCLUDING SATURATED PIXEL
VALUES CORRESPONDING TO OPTICAL CHAINS HAVING

OCM1
EXP =1/90 SEC

OCM2
EXP =1/60 SEC

OCM3
EXP =1/30 SEC

P1 100 154 X
P2 70 105 212
P3 240 X X
P4 255 X X

(S)

FIGURE 26




WO 2014/107634

X
2700

29/29

PCT/US2014/010267

NORMALIZED PIXEL VALUES EXCLUDING SATURATED PIXEL
VALUES CORRESPONDING TO OPTICAL CHAINS HAVING

LONGER EXPOSURE TIMES
OCM1 OCM2 OCM3
EXP = 1/90 SEC|EXP = 1/60 SEC|EXP = 1/30 SEC
NP1 100 103
NP2 70 70 71
NP3 240
NP4 255
FIGURE 27
X
2800
PIXEL OF  |SONFER D PEL| COMPUTATION USED TO
COMBINED ||\ covmmen | GENERATED COMPUTED
IMAGE MAGE PIXEL VALUE
P1 102 (100+103)/2
P2 70 (70+70+71)/3
P3 240 (2401)
P4 295 (255/1)

FIGURE 28




	Page 1 - front-page
	Page 2 - front-page
	Page 3 - description
	Page 4 - description
	Page 5 - description
	Page 6 - description
	Page 7 - description
	Page 8 - description
	Page 9 - description
	Page 10 - description
	Page 11 - description
	Page 12 - description
	Page 13 - description
	Page 14 - description
	Page 15 - description
	Page 16 - description
	Page 17 - description
	Page 18 - description
	Page 19 - description
	Page 20 - description
	Page 21 - description
	Page 22 - description
	Page 23 - description
	Page 24 - description
	Page 25 - description
	Page 26 - description
	Page 27 - description
	Page 28 - description
	Page 29 - description
	Page 30 - description
	Page 31 - description
	Page 32 - description
	Page 33 - description
	Page 34 - description
	Page 35 - description
	Page 36 - description
	Page 37 - description
	Page 38 - description
	Page 39 - description
	Page 40 - description
	Page 41 - description
	Page 42 - description
	Page 43 - description
	Page 44 - description
	Page 45 - description
	Page 46 - description
	Page 47 - description
	Page 48 - description
	Page 49 - description
	Page 50 - description
	Page 51 - description
	Page 52 - description
	Page 53 - description
	Page 54 - description
	Page 55 - description
	Page 56 - description
	Page 57 - description
	Page 58 - description
	Page 59 - description
	Page 60 - description
	Page 61 - description
	Page 62 - description
	Page 63 - description
	Page 64 - description
	Page 65 - description
	Page 66 - description
	Page 67 - description
	Page 68 - description
	Page 69 - description
	Page 70 - description
	Page 71 - description
	Page 72 - claims
	Page 73 - claims
	Page 74 - claims
	Page 75 - claims
	Page 76 - claims
	Page 77 - claims
	Page 78 - claims
	Page 79 - claims
	Page 80 - claims
	Page 81 - claims
	Page 82 - claims
	Page 83 - claims
	Page 84 - claims
	Page 85 - claims
	Page 86 - claims
	Page 87 - drawings
	Page 88 - drawings
	Page 89 - drawings
	Page 90 - drawings
	Page 91 - drawings
	Page 92 - drawings
	Page 93 - drawings
	Page 94 - drawings
	Page 95 - drawings
	Page 96 - drawings
	Page 97 - drawings
	Page 98 - drawings
	Page 99 - drawings
	Page 100 - drawings
	Page 101 - drawings
	Page 102 - drawings
	Page 103 - drawings
	Page 104 - drawings
	Page 105 - drawings
	Page 106 - drawings
	Page 107 - drawings
	Page 108 - drawings
	Page 109 - drawings
	Page 110 - drawings
	Page 111 - drawings
	Page 112 - drawings
	Page 113 - drawings
	Page 114 - drawings
	Page 115 - drawings

