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(57) Abrégée/Abstract:
Systems and methods for data synchronization are described. In some embodiments, a method is devised for a client to
synchronize information with a server. This client receives a communication from a server to selectively synchronize information
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(57) Abrege(suite)/Abstract(continued):

between the server and the client, the information includes data that have never been synchronized with the client and change
operations that have not been synchronized In last data synchronization, wherein the data Is arranged and recelved In an order
from higher priority to lower priority. The client stores at least a portion of the data and at least a portion of the change operations in
memory of the client in accordance to order recelived and enables a user of the client device to have immediate access to the

portion of data and the portion of change operations in the communication that are stored on the client at any termination point of
Information synchronization.
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(57) Abstract: Systems and methods for data synchroniza-
tion are described. In some embodiments, a method 1s de-
vised for a client to synchronize information with a server.
This client receives a communication from a server to se-
lectively synchronize information between the server and
the client, the mmformation includes data that have never
been synchronized with the client and change operations
that have not been synchronized in last data synchroniza-
tion, wherein the data is arranged and received in an order
from higher priority to lower priority. The client stores at
least a portion of the data and at least a portion of the
change operations 1n memory of the client i accordance
to order received and enables a user of the client device to
have immediate access to the portion of data and the por-
tion of change operations in the communication that are
stored on the client at any termination point of information
synchronization.
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Always Ready Client/Server Data Synchronization

TECHNICAL FIELD

[0001] The disclosed embodiments generally related to the field of client —

server interaction, in particular, the synchronization of items between a client device

and a server.

BACKGROUND

[0002] Many software applications (e.g., €-mail) are designed to operate on both
a client device and a server system, or on a client device with support from a server
system. These applications enable a user to freely create, receive, transmit, and modify
data regardless of whether the user is operating on the client device or on the server.
Synchronization of data betwecen the clicnt and the server allows consistency to be
maintained between the application data residing on the client and the server.
Synchronization 1$ important as, for reasons of efficiency, a client device generally
operates mainly with locally-stored data. For example, in the case of a client-server
cmail application where an c-mail client cxccutes on a portable device (such as a laptop
or a mobile telephone) in communication with a separate email server, synchronization
of email application data requires that email messages received at the email server are
downloaded to the email client (this is called downhill synchronization) and operations
performed on the locally-stored email data by the client are subsequently uploaded to

the email scrver (this is called uphill synchronization).

[0003] Data synchronization can operate between a client and server more or
less continuously as long as the server and the client remain in communication.
Howcvcer, synchronization becomces more challenging when the server and clicnt have
been out of communication for while, either due to a communications outage or the
need for the client to operate in an offline or “airplane” mode, or when the client device
1s being newly configured to connect to the server, in which case the client device has
little or no local application data stored in its memory. In such a situation, a large
amount of data received at the server during a communication outage will not have been
synchronized to the client when the client reconnects to the server, nor will offline

client operations have been synchronized to the server. The subsequent synchronization
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step, where a large amount of application data needs to be downloaded to the client, 1s

sometimes referred to as “priming the cache” of the client device.

[0004] Prior approaches to priming the cache of a client device are inconvenient
and/or slow. This 1s especially the case in those prior implementations that require
priming to be completed before the client is able to start operating with the downloaded
application data. Priming thc cachc in this way can be a long process that requires a

user to wait for a substantial time prior to being able to use the locally-stored data.

[0005] For example, 1n one prior implementation for priming the cache of a
client device with email application data, a substantial portion of thc email data stored
at the scrver is first written onto one or morc CDs, then a uscr physically copics the data
from the CDs onto a client device (such as a laptop). In other implementations, the set
of data to be synchronized to a client is downloaded via a network connection, which
means that a communication outage could interrupt a lengthy downhill synchronization

operation, rendering the client device unable to use any of the downloaded data.

[0006)] In other implementations of downhill synchronization, the data to be
synchronized to a client is downloaded from the server chronologically, from oldest to
newest data, which means that, should the client go offline prior to completion of
synchronization (and was able to use the incomplete data), only the oldest data would
be available on the client device, which would be frustrating to the user — especially in

the case where the user no longer is able to connect to the server.

[0007] Since client devices generally have less memory available to store
application data than servers, a more desirable method of synchronization of data from

the server (which is often a subset of all data stored on the server) to the client is

preferred so that a uscr of the client can have immediate access to the most relevant data

after each synchronization.

SUMMARY OF EMBODIMENTS

[(0008] In some embodiments, a method for a server to synchronize information
with a client includes, at a server, identifying, based on a record of past
synchronizations maintained on the server, at least one of data that have never been
synchronized with the client and change opcrations that have not been synchronized in
last synchronization; sending a communication to selectively synchronize information

between the server and the client, wherein the information includes the 1dentified data
2
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and the identified change operations, wherein the data is arranged and transmitted 1n an
order from higher priority to lower priority; and updating the record to include portions
of the data and changc operations in the communication that have been successfully

synchronized with the client at any termination point of information synchronization.

[0009] In other embodiments, the server method further includes receiving a

request from the client to initiate data synchronization with the scrver.

[0010] In other embodiments, the server method further include change
opcrations that are arranged in chronological order according to when the change

opcrations occurred on the server and old changes arc transmitted before new changes.

[0011] In some embodiments, a client method to synchronize information with a
server includes, at a client device, sending a request to inform the server a next range of
data and change operations to begin next synchronization; in response to the request,
rece1ving a communication from the server to selectively synchronize information from
the server to the client that includes: in a first synchronization mechanism, a first data
set including data on the server that have not been previously synchronized with the
client, wherein the first data set is to be received in an order from high priority to low
priority, and in a second synchronization mechanism, a second data including change
operations that have not be synchronized in a last synchronization with the client,
wherein the second data set is arranged in a chronological order based on occurrence of
cach change operation on the server, with old change operations to be received before
new changc operations; storing at lcast a portion of the information in memory of the
client; and enabling a user of the client device to access and use at least the portion of
the information that have been successfully stored in memory at any termination point

of information synchronization.

[0012] In some embodiments, this client method includes having the order of
priority arranged in accordance with relevance of data with respect to user of the client
such as recency of data, so that more relevant data is given a higher priority and

transmitted to the client before than less relevant data of lower priority.

[0013] In some embodiments of this client method, the first data
synchronization mechanism and the second data synchronization mechanism are
independent of each other but occur concurrently so that synchronization of the first

data set and the second data set are synchronized simultaneously.

3
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[0014) Still 1n other embodiments, this client method includes maintaining a
record on the client of a last data range successfully synchronized with the server for
inclusion 1n a next request for synchronization to be sent to the server to identify a next

data range on the scerver for synchronization with the client.

BRIEF DESCRIPTION OF THE DRAWINGS

(0015] For a better understand of the nature and embodiments of the invention,
reference should be made to the Description of Embodiments below, in conjunction
with the following drawings in which likc reference numbers refer to corresponding

parts throughout the figures.

[0016] Figure 1 18 a diagram illustrating a client-server based network system in

accordance with some embodiments of the present invention.

[0017] Figure 2 15 a block diagram of an exemplary server in the client-server

based network system in accordance with some embodiments of the present invention.

[0018] Figure 3 1s a block diagram of an exemplary client that interacts with the

server 1n accordance with some embodiments of the present invention.

[0019] Figure 4 1s a diagram illustrating information contained in a global
history tablc on the server in accordance with some cmbodiments of the present

invention.

[0020] Figure 5 1s a diagram illustrating information contained in a local history

table of the client in accordance with some embodiments of the present invention.

[0021] Figure 6 15 a diagram illustrating an exemplary synchronization
Interaction scheme between the server and the client in accordance with some

embodiments of the present invention.

[0022] Figures 7A and 7B are diagrams illustrating information contained in the
start synchronization interactions between the server and the client in accordance with

some embodiments of the present invention.

[0023] Figure 8A and 8B are diagrams illustrating information contained in the
main synchronization interactions between the server and the client in accordance with

some embodiments of the present invention.
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[0024] Figure 9A is a diagram illustrating the relationship between server items

and the global history table on the server in accordance with some embodiments of the

present invention.

[0025] Figure 9B 1s a diagram illustrating the relationship between client items
and the local/client history table on the client in accordance with some embodiments of

the present invention.

[0026] Figure 9C is a diagram illustrating an exemplary form of data that can be

synchronized between a server and a client in accordance with some embodiments of

the present invention.,

[0027] Figure 10A-10B, 10W and 10X are diagrams illustrating the concept of
start synchronization leading to a main synchronization in accordance with some

embodiments of the present invention.

[0028] Figure 10C-10D, 10Y arc diagrams illustrating the concept of main
synchronization under general operation condition in accordance with some

embodiments of the present invention.

[0029] Figure 10E-10F, 10Z are diagrams illustrating the concept of main
synchronization after a long period of disconnect in accordance with some

embodiments of the present invention.

[0030] Figure 11A is a diagram illustrating an exemplary interaction scheme
between the server and the client during forward synchronization in accordance with

some embodiments of the present invention.

[0031] Figure 11B is a flow diagram illustrating an exemplary method of
forward synchronization at the client in accordance with some embodiments of the

present invention.

[0032] Figure 11C is a flow diagram illustrating an exemplary method of
torward synchronization at the server in accordance with some ecmbodiments of the

present invention.

[0033] Figure 12A is a diagram illustrating an exemplary interaction scheme
between the server and the client during backward synchronization in accordance with

some embodiments of the present invention.
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[0034] Figure 12B 1s a flow diagram 1llustrating an exemplary method of

backward synchronization at the client in accordance with some embodiments of the

present invention.

[0035] Figure 12C 1s a tflow diagram illustrating an exemplary method of

backward synchronization at the server in accordance with some embodiments of the

prcsent invention.

[(0036] Figure 13A-D and 13X-Z are diagrams illustrating the concept of uphill
synchronization between the client and the server in accordance to some embodiments

of the present imnvention.

[0037] Figure 14A 1s a diagram illustrating an exemplary interaction scheme
between the server and the client during uphill synchronization in accordance with

some embodiments of the present invention.

[0038] Figure 14B is a flow diagram illustrating an cxemplary mcthod of uphill
synchronization at the client in accordance with some embodiments of the present
Invention.
(0039] Figure 14C 1s a flow diagram illustrating an exemplary method of uphill
synchronization at the server in accordance with some embodiments of the present
Invention.

DESCRIPTION OF EMBODIMENTS
10040] The present invention is directed to a client-server system and

corresponding methods and systems of synchronization of itcms between a client and a
server. The following disclosure describes methods and systems of synchronization
that allow priming of the client cache and data exchange between the client and the
server to occur in parallel to overcome the need for complete priming of local cache
betore synchronized data is accessible. The methods and systems described are

applicable to any client-server applications that involve data synchronization.

[0041] Figure 1 schematically illustrates an exemplary client-server based
network system. The client-server based network system includes a server 102, a
network 104 for communication, and a plurality of client devices 106A-C. It should be
understood that a common implementation of this system has at least one server, at least

one communication network, and a plurality of client devices. In a different

6
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configuration, the system may include a plurality of servers, a plurality of networks and

a plurality of client devices.

[0042] In some embodiments, the network 104 connecting the server 102 and
the chents 106 may be a private or public network and can be wired or wireless to
enable communications between the server 104 and the clients 106 such that data
exchange 1s possible. In somc embodiments, the network may be the Internct; in others,
a communication network may be private or has security to limit access to a group of
users. In the latter, the network may be a LAN. Other embodiments of the network 104
may also include a WiFi network and/or a WiMax network. Another embodiment of
the network 104 may be a cellular network that enables transmission and reception of
data by mobile devices such as cellular telephones and smart phones. Such cellular

network may be considered private where only paid subscribers have access thereto.

[0043] The client devices 106 may take on various forms. In some
embodiments, a client device may be a local computer communicating to 4 computer
server. In other embodiments, a client device may be any one of a personal digital
assistant (PDA), a smart phone, or a cellular phone. The client device may operate a
softwarc application that can also be opcrated on a scrver, or, it may opcrate an
application front cnd that cooperatcs with an application back cnd that opcrates on the
server. The server 102 is capable of performing operations related to the management,
data storage requirements, organization and/or execution of an application. For the
purpose of this disclosure, both the client 106 and the server 102 include memory in
which application data to be synchronized can be stored. More detailed descriptions of

the scrver and the client are discussed below in Figures 2 and 3 respectively.

[0044] Figure 2 is a block diagram of an exemplary server in the client-server
based network system described with reference to Figure 1. The server 200 typically
ncludes one or more processing units (CPU’s) 202, one or more network or other
communication interfaces 206, memory 205, and one or more communication buses
204 for interconnecting these components. Memory 205 includes high-speed random
access memory, such as DRAM, SRAM, DDR RAM or other random access solid state
memory devices; and non-volatile memory, such as magnetic disk storage devices,
optical disk storage devices, flash memory devices, or other non-volatile solid state
storage devices. Memory 205 may optionally include one or more storage devices

remotely located from the CPU(s) 202.
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[0045) In some embodiments, memory 2035 stores programs, modules and data
structures, or a subset thercof that includes: an operating system 207, a communication
module 208, scrver application module 209, server synchronization module 210, and
data structurcs 270. Note that the 1llustrated organization of thesc componcnts is
exemplary and does not preclude any alternative arrangement or organization of the
functionality attributed to the components. Other embodiments may combine the
functions attributed to these components in any combination, including a subset or

supersct of these components. This is truc of any and all software componcnts

described herein with reference to any server or client device.

[0046] The operating system 207 includes procedures for handling various basic

system services and for performing hardware dependent tasks.

[0047] The communication module 208 is used for interfacing server
applications 209 to other server or client devices. Interfacing using the communication
module 208 1s accomplished via the one or more communication network interfaces 206
(wired or wireless) and one or more communication networks, such as the Internet,

other wide area networks, local area networks, metropolitan area networks, and so on.

[0048] The application module 209 includes different client-driven or server-
driven applications. If an application is a client-driven application, when the
application is active on the server, the application itself is driven by commands
originating from a corresponding application in the client device. If an application is a
server-driven application, when the application is active on the server, the application
on the server drives a corresponding application on the client device. In some
embodiments, applications may be equally driven by the client and the server,

configured and adapted for operation in client devices such as a cellular telephone, and

may include a server synchronization module 210.

[0049] The server synchronization module 210 is used for synchronization of
data that may be utilized by one or more applications that operate on a client and a

server or that operate cooperatively between a client and server (as is the case for email
client and server applications). The synchronization module 210 may include
synchromzation configurations that arc specific to a single application or arc
generalizable to more than onc application. In one embodiment, the synchronization
module 210 includes a downhill synchronization module 220, an uphill synchronization

module 280, and a synchronization control 290. The functions of these modules
8
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correspond to their counterparts on the client, which are described with reference to

Figure 3.

[0050] The synchronization control 290 1s a software module that controls the
operations of data synchronization in accordance with connectivity to a
communications network, detection of unsynchronized data, or other conditions present
when data synchronization takes place. In onc embodiment, the scrver is configured to
iitiate synchronization by responding to a synchronization request from the client,

although the reverse may also be possible.

[0051] The downhill synchronization module 220 is responsible for
synchronizing data and data changes that have occurred on the scrver, from the scrver to
the client. In other words, this modulc is responsible for priming the client cache and
for cnsuring that data changes on the server are reflected in the data residing on the
client. In one embodiment, downhill synchronization is implemented by forward
synchronizatton and backward synchronization modules, and any other synchronization

modules that are specific to other applications.

[0052] In some embodiments, the forward synchronization module 230
monitors data changes on the server as these changes occur chronologically and reports
them to the client in chronological order. That is, the forward synchronization module
downloads data updates to the client device in a forward chronological order — from

older to newer updates.

[0033] In some embodiments, the backward synchronization module 240
downloads existing data items to the client in order of priority or a degree of relevance
to the user. In some embodiments, priority may be defined as physical organization of
data based on one or more criteria and rclevance may be defined as the uscr’s level of
interest in the data to be synchronized. Therefore, priority may be established based on
criteria defining relevance or interest level of the data to the user. For instance, priority
or relevance of a particular data update may be determined as a function of the type of
data being synchronized, time in which data changes occurred, and other elements
associated with data or data changes that may characterize the user’s interest in the data
or data changes. It is an advantage of the present invention that in some embodiments
higher priority data items arc downloaded to a client before lower priority items, and
clicnts are ablc to operate in an offlinc modc with partially synchronizcd data. In

contrast to the prior art, this ensures that, should a backward synchronization operation
9
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be interrupted prior to its completion (e.g., if there 1s a communication outage, or the
user takes the client device offline), the user will still be able to use the client device in
an offlinc modc with the highest priority local data for onc or more applications. In
some embodiments, when communications are re-established between client and scrver,
backward synchronization continues where it left off, with the server downloading

progressively lower priority/relevance data until backward synchronization is complete.

10054] In some embodiments, data priority for a backward synchronization
operation 1S determined by the relative age of an operation or piece of data stored on the
server — with younger items having a higher priority for updating. For example, in the
context of an email application, a user of a portable device with an email client might
prefer to have available for offline use of the device his most recent email messages
received at the server. In this example, the newest messages would have the highest
priority to cnsurc that they arc synchronized first to the client device. In other
cmbodiments, the highest priority might be assigned to cmail data associated with a
particular sendcr (such as a managcr or spousc) or with a particular subject linc (such as
a warning). In this way, cmbodiments of the present invention cnable users of portable
clectronic devices to have available for offline use whatever server data is most
relevant, or of highest priority, to their interests. This priority concept is applicable to
data for applications other than email, including but not limited to, digital media files,

such as photos, calendar or contact information, or application data, such as documents

or spreadsheets.

[0055] Therefore, in some embodiments, data changes that occur on the server
arc synchronized with the client device both chronologically (in the casc of forward
synchronization) and in order of priority/relevance (for backward synchronization).
Other synchronization modules 250 may also exist specifically for other applications

which may include configurations customized for data in these applications.

[0056] The same mechanism of data synchronization using forward
synchronization and backward synchronization may be useful for other types of data,
including but not limited to images, email conversations containing distinct and
separate email messages, contact information, and calendar information etc. In some
embodiments, relevance or priority may be established based on one or more criteria
which, but are not limited to, time of editing, who is editing the data or images, when a

message arrive, and who posted a message.

10
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[0057] The uphill synchronization module 280 1s responsible for the
synchronizing of data changes that have occurred on a client to the server. On the
servcr, this uphill synchronization module 280 interacts with the client’s uphill
synchronization module (described with reference to Figure 3) to obtain data changes

that have occurred on the client and to ensure that they are reflected in the data on the

SCTVCT,

[0058] The data module 270 includes data files that are used by the applications
in the server application module 209 as well as data used for synchronization with client
devices. In some embodiments the data modules 270 may include at least one of a

global history table 271, client data 273 which contains client specific data, and

application data 277.

[0059] The global history table 271 contains information about data changes on
the server. Specifically, information in the global history table may be used for forward

synchronization with the client. In some embodiments, the information in the global

history table 1s stored chronologically.

[0060] The client data 273 includes data specific to each client that interacts
with the server; for example, individual clients include client 1 272-A through client
‘m’ 272-B. Specific data stored for each client includes the last handled server history
operation identification (server history op. ID) 278, the backward synchronization
regions 275, and the last client history operation ID (client history op. ID)
acknowledgced by the server 274. The cached client data 276 may include data and
changes to data on the server that are associated with the particular client while the
other client-specific data 279 contains other data (e.g., the sync. configuration) that is

used for synchronization.

[0061] Each data item on the server has a unique identification or backward
synchronization token (BST) so that the data can be identified and prioritized by the
synchronization mechanism for backward synchronization. Unique identification
ensures that the correct data is synchronized. It is important to appreciate that BST are
well ordered so that priority of data items may be established for backward
synchronization. In some embodiments, the unique identification may be defined by
the time stamp in which the particular data itcm (c.g., mail message) was created or
recerved, so that all data items can be ordered by time. Still in other cmbodiments, the

BST for each data item may have at least one time stamp element along with other
11
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parameters that are also used for determining priority or relevance. For instance, some

embodiments may prioritize based on date and size, where date 1s used as a primary

critcrion and siz¢ as a sccondary parameter. In some cmbodiments, algorithms for
welghing and combining multiple paramcters including time stamp and other
information such as labels, size, sender etc., may be used for determining the ordering

of data for backward synchronization.

0062} The backward synchronization regions 275 indicate the regions of data
that have been synchronized with the client during backward synchronization. Each
backward synchronization region contains two backward synchronization tokens (BST).
Together, these two BSTs indicate a starting point and ending point of the range of data
on the server that has been synchronized with the client. Therefore, one BST will
represent the first data item in the range that was synchronized and the second BST will
represent the last data item in the range that was synchronized. Data in the backward

synchronization regions will be skipped in subscquent backward synchronizations.

[0063] The last handled server history operation (SHO) ID 278 is the last SHO
ID that 18 synchronized with the client in forward synchronization. The last handled
SHO ID represents the data change that was last synchronized with the client. This
allows the server determine which data changes in the global history table 271 have
been synchronized with the client and no longer need to be maintained in the Global
History Table and thus can be removed. Therefore the last handled SHO ID 278 is used

for organizing and managing the size of the global history table in forward

synchronization.

[0064] The last client history operation (CHO) ID acknowledged by the server
274 represents the last CHO ID on the client that was synchronized with the server.
This CHO ID represents the last data change on the client that was synchronized with
the server in the last forward synchronization. This also serves as the starting point for
the next forward synchronization when the server next connects with the client. Similar
to SHO IDs, CHO IDs are unique and specifically associated with the client. For
Instance, they may be represented by a time stamp associated with the creation, sending,

or modification of an email on the client.

[0065] Figure 3 1s a block diagram of an exemplary client 300 that intcracts with
a scrver. The client 300 gencrally includes one or more processing units (CPU’s) 302,

one or more network or other communications interfaces 306, memory 3035, and one or
12
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more communication buses 304 for interconnecting these components. The
communication buses 304 may include circuitry (sometimes called a chipset) that

intcrconnccts and controls communications between system components.

[0066] The client device 300 may include a user interface 390 having an output
device, like a display 392 and a user input device 394. The display 392 may be an
activc matrix display or a touch screen display, ¢tc., and the user input device 394 may
include any combination of, for example, a numeric entry key pad, soft keys, touch pad,
alphanumeric entry key pad or a touch screen etc. The Memory 305 may include high
speed random access memory and may also include non-volatile memory, such as one
or more magnetic disk storage devices, and portable storage devices such as flash
memory that can be remotely located from the central processing unit(s) 302. In some
embodiments, the memory 305 may store programs, modules and data structures, or a
subsct thereof that include an operating system 301, a communication module 303, a
graphics module 307, a memory cache 308, a client applications modulc 310, a clicnt

synchronization modulc 320 and data 380.

[0067] The operating system 301 includes procedures for handling various basic

system scrvices and for performing hardwarc dependent tasks.

[0068] The communication module 303 connects the applications 209 to servers
via the one or more communication network interfaces 306 (wired or wireless) and one
or more communication networks, such as the Internet, other wide area networks, local

arca nctworks, metropolitan area nctworks, cellular networks and so on.

[0069] The memory cache 308 temporarily stores information temporarily for
quick access by an active application. Examples of information stored may include
mctadata and other information specific to an application. Generally, when the

application becomes inactive, the information is erased.

[0070] The client application modules 310 include one or morc applications that
can bc cxecuted on the client device 300. Some of thesc applications 310 arc
configured to interact with the server 200 to perform tasks related to communications,
user interface management, application customization, and management of specific
client applications including email, calendar, text messaging, media players or
document editing or viewing software, etc. A client application is driven by the client

device when 1n operation.
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[0071] The client synchronization module 320 is used for synchronization of
data for applications that can operate independently on the client device or the server.
The client synchronization module 320 may includc synchronization schemes specific
to a singlc application or gencric to morc than onc application. In one cmbodiment, the
synchronization module 210 includes a downhill synchronization module 325, an uphll
synchronization module 365, and a synchronization control 375. The functions of these

modules correspond to their counterparts on the server.

[0072] The synchronization control 375 controls the operations of data
synchronization in accordance with connectivity to a communications network,
detection of unsynchronized data, or other conditions present when data
synchronization takes place. In one embodiment, the client is configured to initiate a

synchronization request to the server, although the reverse may be possible.

[0073] The downhill synchronization module 325 is responsible for
synchronizing to the client data changes that have occurred on the server. The downhill
synchronization module 3235 on the client works with its server counterpart (described
with reference to Figure 2) to ensure that the data changes on the server are
synchronizcd to the data on the client. Similar to the scrver counterpart, the downhill
synchronization, in onc embodiment, includes forward synchronization and backward
synchronmization. As described with reference to Figure 2, the forward synchronization
module 330 monitors data changes on the server as these changes occur chronologically
and sends them to the client. The client backward synchronization module 340
monitors data changes on the server in order of priority or based on relevance of the
data changcs. Similarly, the order of priority and the degree of relevance arc based on
similar pre-determined critenia used in the server. Therefore, data changes on the server
may be synchronized with the client device both chronologically and in order of
priority. Other synchronization modules 350 may exist specifically for other
applications which may include configurations customized for data in these

applications.

[0074] The uphill synchronization module 365, similar to its server counterpart,
1S responsible for synchronizing data changes that have occurred on a client to the
server. On the client, this uphill synchronization module 365 interacts with the server

to send data changes that have occurred on the client and to ensure that the same
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changes are reflected on the server when the server sends back to the client the last

CHO ID handled by the server.

[0075] The data module 380 includes data files that are used by applications in
the application module 310 as well as data used for synchronization with the server. In
some embodiments, the data modules 380 may include at least one of synchronization

data 370 for purposcs of data synchronization with the scrver, cached data 382, and a

configuration specification 384,

[0076] The synchronization data 370 includes specific data such as a local/client
history tablec 374, next backward synchronization token 372, the highest synchronized
scrver history opcration identification (SHO ID) 378, and other synchronization data
376 which may bc specific to some applications. Thesc data arc used specifically for

synchronization of the client device with the scrver.

[0077] The local/client history table 374 contains information about data
changes on the client. Each entry i this table has a CHO ID and represents a specific
data operation. Specifically, information 1n the local/client history table is used for

uphill synchronization of the data with the client.

[(0078] The next backward synchronization token (BST) 372 is the next
synchronization token sent from the client to inform the server of the starting point for
the next backward synchronization. The highest synchronized SHO ID 378 1s scnt from
the client to inform the server of the starting point for the next forward synchronization.
In other words, the highest synchronized SHO represents the starting point in the next
set of changes (¢.g., changes with SHO 1D greater than the highest SHO ID 378) which

are to be returned to the client.

[0079] Other client specific data 376 may be used for synchronization in generic
applications or for specific applications. For example, different applications may have
ditfercnt criteria for their respective data synchronizations. Thesc different criteria may

be stored as other client specific data used for synchronization in other applications.

[0080] The cached data 382 represents data that is stored on the client. This
may include data used for various applications and data to be synchronized with the

SCIVCT.

[0081] The configuration specification 384 includes specific configuration

mformation about the client device. This information may be used to identify the client
15
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to the server or to other devices for purposes of synchronization, interactions, and in
activation and operation of applications. For instance, information contained in the
configuration specification may include, but arc not limited to, clicnt identification,
device specification of the client, identification of application in which data 1s to be

synchronized, and criteria for synchronization etc.

[0082] Data synchronization, in som¢ cmbodiments, includes onc or more
independent synchronization mechanisms. Downhill synchronization is where server
sends unsynchronized changes on the server to the client and uphill synchronization 1s
where the client sends unsynchronized data changes from the client to the server. In
some embodiments, downhill synchronization includes backward synchronization and
forward synchronization. Backward synchronization synchronizes data that have never
been synchronized with the client (i.¢., data items on the server that have not been
rctlected on the client), whereas forward synchronization synchronizes change
operations (1.c., ongoing data changes occurring sincc a prior synchronization
operation). Each of these synchronization mechanisms may be separate and
independent from cach other, and they may opcrate scrially or concurrently as
appropriate. Again, this concept of data synchronization may be equally applicable to
synchronization about email conversations and the individual messages contained

within each email conversation and a set of related data (e.g., images, documents).

[0083] Figure 4 1s a diagram illustrating information contained in a global
history table 401 on the server. The global history table 401 contains entries that refer
to changes to data on the server and is used for forward synchronization. In some
cmbodiments, cvery change to data on the scrver 402 has a unique identification which
1S known as a server history operation identification (SHO ID). In one embodiment, the
server data changes 402A-D (corresponding to first through nth server data change)”
may be ordered chronologically with the newest change on the top of the table and the
oldest change at the bottom. Ordering, in this embodiment, is thus determined by
occurrence in time of the change operation. Ordering in different ways, such as by
priority, by relevance of the change operation, by category or type of change operation,
etc. 1s also possible. During forward synchronization, change operations on the server

are sent to the server in accordance with an order in the client history table.

[0084] Figure 5 is a diagram illustrating information contained in a local history

table of the client. The local/client history table 501 contains changes to data on the
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client and is used for uphill synchronization. Each client data change 502 has a unique
identification known as client history operation identification (CHO ID). In one
cmbodiment, the client data changes 502A-D (corresponding to first through nth client
data change) may be ordercd chronologically with thc newest change on the top of the
table and the oldest change at the bottom. Similar to its counter part global history table
401 on the server, ordering of items in the client history table may be arranged different
such as based on relevance, priority, and category of change operation etc. During

uphill synchronization, the clicnt sends ncw changes to the client in order which the

operations are arranged.

[0085] Figure 6 1s a diagram 1llustrating an exemplary synchronization
interaction scheme 600 between the server 602 and the client 604. In some
embodiments of a synchronization interaction scheme, a start synchronization
handshakc 621 takes placc between the scrver 602 and the client 604 to 1nitialize the
actual data synchronization proccss which is represented here as main synchronization
handshake 631. The start synchronization handshake 621 may occur prior to the first
data synchronization, or aftcr an cxtended period during which the client 604 docs not
communicate with the server 602 (e.g., out of range of communication network, client
device powered down, application on client 1s terminated, or when the device or server

1s disconnected from a communication network).

[0086] The start synchronization handshake 621 serves to establish a starting
point for data synchronization. Each start synchronization handshake has a request 611
and a response 612. In some embodiments, the request 611 originates from the client,
and upon rcceipt of the request, the scerver sends a response 612, 1t should be
appreciated that a start synchronization may be incorporated as part of main

synchronization as presented in this disclosure, or eliminated entirely. Furthermore, a

request may originate from the server instead of the client.

[0087] Main synchronization handshakes 631 occur after data ranges for
synchronization are established on the server. Similar to the start synchronization
handshake, each main synchronization begins with a request 613 sent from the client.
After receipt of the request 613, the server sends a response 615. In some
embodiments, the main synchronization request 613 includes data changes from the
client to be synchronized with the server, and the main synchronization response 615

includes data and change operations on the server from the server to be synchronized
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with the client. Main synchronization terminates either when there is a long

disconnection or when the program ends 617.

[0088] Figures 7A and 7B are diagrams illustrating information contained in the
start synchronization handshakes between the server and the client. Information
described includes those contained for downhill synchronization (forward and backward
synchronization) and uphill synchronization. Figurc 7A is an ¢xamplc of a start
synchronization request 710. Information contained in the start synchronization request

710 may include a client ID 711, the last backward synchronization region 712, and

other application specific data 713.

[0089] The client ID 711 identifics the clicnt to the server so the scrver can
retricve information corresponding to the matching client. The last backward
synchronization region 712 contains the last range of data from the scrver that was last
synchronized with the client in backward synchronization. The backward
synchronization region 712 contains two backward sync tokens (BST) to detine the
beginning and ending of the data range. Each BST uniquely identifies a unique datum
on the server. If no synchronization has taken place (e.g., first synchronization
attempt), the client will have no range. Two BSTs will be present in other cascs (c.g.,
after a long period of disconnect). Other application spccific data 713 may includc
specific configuration information for synchronization. For example, priority
information about which items to synchronize first, filters for synchronization particular
data, object, or items, and any other criteria for synchronization can be included.

Configuration information may be specific to applications.

[0090] Figure 7B is a diagram of a start synchronization response 760 sent by
the server to the client acknowledging the start synchronization request 710.
Information contained in the start synchronization response 760 may include the last
client history operation identification acknowledged by the server 761, the highest
server history operation identification 762, the highest backward synchronization token

763, and other application specific data 764.

[0091] The last client history operation identification (CHO ID) acknowledged
by the server 761 identifics the last data change from the client acknowledged by or
synchronized with the server in the last uphill synchronization. The purpose of this
CHO ID is to assist the clicnt in determining a new range for next uphill

synchronization.
18



CA 02741191 2011-04-19

WO 2010/048324 PCT/US2009/061530

[0092] The highest server history operation identification (SHO ID) 762
represents the most recent server data change operation and may serve as the next SHO
ID for forward synchronization. The highcst backward synchronization token (BST)
763 rcpresents the highest priority datum, object, item or data change on the scrver not
synchronized with the client. This is also the first item for synchronization at the next
backward synchronization. In some embodiments, priority or relevance of an
event/data change for synchronization may be based on the recency (i.e., time of
occurrence) of the data change, the status of an item associatcd with the data change
(c.g., new message in an email application might have a higher status/priority than a
contact update), and labels or tags associated with an item associated with the data
change (e.g., in some embodiments, the item could have an associated label set to
“important” or “urgent” or “always download”), or a combination of any of these or
similar factors. Other specific data 764 may include configuration information for

synchronization of data associated with specific applications.

[0093] Figurc 8A and 8B arc diagrams illustrating information contained in the
main synchronization handshakes between the server and the client. Figurc 8A is a
diagram of a main synchronization request 810 sent by the client to the server. In some
embodiments, the main synchronization handshakes occur immediately after ranges of
iformation are established for data synchronization after start synchronization
handshake. Main synchronization handshakes may repeat indefinitely so start
synchronization handshakes are not necessary, as long as the client and the server are
connected. In one embodiment, each main synchronization request 810 includes a
client ID 811, the last server history operation (SHO) ID handled by the client 812, the
client data changes to synchronize with the server 813, the next backward

synchronization tokcn (BST) 814, and other application specific data.

[0094] The client ID 811 is used to identify the corresponding set of data on the
server for data synchronization. The last SHO ID handled by the client 812 identifies
the last data change synchronized with the client and helps to determine the next sct of

server data changes on the global history table for forward synchronization with the

client.

[0095] The client data changes to be synchronized with the server 813 are also

sent in the main synchronization request from the client to the server. In some
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embodiments, a maximum number limits the number of client data changes to be sent to

the server 1n the uphill synchronization to reduce time for synchronization.

[0096] The next BST 814 represents where the next backward synchronization
should start. Unless there 1s a long period of disconnect, backward synchronization
starts at one point and moves from high to low priority in one direction until all relevant
data have bcen synchronized. In other words, backward synchronization is focused on
synchronizing a sct of data items existing on the server starting a particular time point in
time. Therefore, the next BST 814 would typically be lower in priority than the
previously sent next BST 814 that was synchronized. However, such is not the case
when synchronization resumes after a long period of disconnecting from the server,
where the next BST 814 would be the highest priority datum at the time of
reconnection, as this next BST 814 represents the highest priority data item at the
particular uniquc time point at which synchronization begins. Thercfore, as long as the
main synchronization handshakes repcat without interruption, backward
synchronization would movc uni-dircctionally and cach ncxt BST 814 representing a
new starting point would be lower in priority than all previously sent next BST 814.
Once backward synchronization terminates, it will not re-initiate unless the client and
the server are disconnected and then reconnected again. Other application specific data
may Include configuration information for synchronization specific to one or more
applications.

[0097] Figure 8B is a diagram of a main synchronization response 860 sent
from the server to the client in response to the main synchronization request 810.
Information contained in thc main synchronization response 860 may include the new
next BST 861, a list of items for backward synchronization 862, a next highest SHO 1D
863, a list of SHO for forward synchronization 868, the last CHO ID handled by the
server 8635, an indicator of whether there are more unsynchronized changes 866, and

other application specific data 867.

[0098] The hst of items for backward synchronization 862 includes a list of
unsynchronized server data items sent to client for synchronization in current backward
synchronization. The list of items in order from highest priority to lowest priority and
may be limited to a maximum number to minimize the time for data synchronization.

In some embodiments, the items are arranged and ordered on the server, in other
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embodiments, the ordering of the items are determined in real time as the items are

being queued and sent to the client.

[0099] In some embodiments, the new next BST 861 indicates the next highest
priority unsynchronized datum, object, item, or change after the last item in the list of
items for backward synchronization 862. This new next BST 861 marks the beginning
of the next backward synchronization, assuming all data in the list 862 are successfully
synchronized from the server to the client. The new next BST 861 is a suggested BST
for the client to send back to the server to identify beginning of the next unsynchronized
data range for next backward synchronization. In case of a long disconnect, assuming
all data in current backward synchronization are successfully synchronized, the client
may send this new next BST 861 when reconnected. However, if current backward
synchronization 1s interrupted and not all data is completely synchronized, the client
will have an option to scnd to the server the last BST successfully handled by the client
(or succcesstully synchronized with the scrver) to the scrver instcad for the server to

determine the proper starting point.

[00100] The list of server history operations (SHO) or forward synchronization
868 1s the list of operations performed to scrver data since last synchronization. This
list represents changes and operations performed to data. In some cmbodiments, thesc
changes and operations may refer to changes and operations to data previously
synchronized with the client, receiving or creation of new data, or changes and
operations to data that have not been synchronized with the client etc. In one
embodiment, these change operations are separately identified from the data itself so
that mercly the changes or operations can be synchronized with the clicnt independent
of the data. In another embodiment, the data including the change and operation may

be selected for synchronization. In some embodiments, this list of SHOs are arranged
and ordered on the server, in other embodiments, the ordering of the items are

determined 1in real time as the items are being queued and sent to the client.

[00101] The new highest synchronized SHO ID 863 for forward synchronization
represents the highest SHO ID in the global history table that the client assumes has
completed forward synchronization with the server assuming that the list of SHO ID
868, representing the data changes to be synchronized with the client, is successfully
forward-synchronized from the server to the client. In some embodiment, this new

highest synchronized SHO ID 863 may be a data change on the global history table
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actually synchronized with the client. In other embodiments, this new highest
synchronized SHO ID 863 may in fact be a data change on the global history that

mercly marks the end of the range of data changes to be synchronized with the client

but in fact will not be forward synchronized with the clicnt.

[(00102] Upon successful completion of this forward synchronization, this new
highest SHO ID 863 will be sent back from the client to the server in the main
synchronization request as the highest SHO ID handled by the 812. If forward
synchronization was interrupted and not carried to completion, the client will sent back
the highest SHO ID 1n the list of SHO ID 868 that has been successfully synchronized
for determination of the proper starting point for the next forward synchronization. The
rationale of this mechanism is to prevent the clients from requesting operations that

have alrcady been determined to be irrelevant to client.

[00103] In case of a long disconnect, assuming all change operations in current
torward synchronization are successfully synchronized, the client may send this new
SHO 1D when reconnected. One should appreciate that forward synchronization
synchronizes what has changed after synchronization was first initiated. Forward
synchronization does not end like backward synchronization and forward

synchronization may synchronizc changes to data or new data rcceived or created after

synchronization has initiated.

[00104] One unique aspect of the current invention is the ability to
simultancously implement backward synchronization and forward synchronization.
This implementation allows data items and changes to data items to be simultaneously
synchronized both going backward in time (backward synchronization) and forward in
time (forward synchronization) for both speeding up the synchronization processes as

well as ensuring that all data items and changes to data items of priority are

synchronized in a timely manner.

[00105] The last CHO ID handled by the server 865 is the CHO ID of the last
client data change synchronized on the server. When received, this informs the client to
start at the next highest CHO ID on the client history table to begin next uphill
synchronization. In anothcer embodiment, as described earlier, this next highest CHO
ID may be scnt to the server from the client, so if all the data changes from the client
arc synchronized with the server, this next highest CHO ID may be sent directly

instead. Similarly, a maximum number of client data changes may be used to limit the
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number of items sent from the chient to the server to minimize the time for data

synchronization.

[00106] An indicator 866 will be sent to the client indicating whether there are
data changes on the server that are unsynchronized and not included in the current
synchronization. In some embodiments, if there are remaining unsynchronized items,
thc main synchronization proccss will immediatcly repcat again beginning with the
main synchronization request from the client. If there is no remaining item for

synchronization, both the client and the server will enter standby mode until the next

main synchronization occurs.

[00107] Othcr application spccific data 867 may include data that arc used for

synchronization in particular applications.

[(00108] Figures 9A and 9B are diagrams illustrating the relationship between the
different lists of data items and the corresponding history tables in the server and the
client respectively. Figure 9A 1s a diagram of a list of server data 910 and the
corresponding global history table 920. The server data 910 represents a list of data

from which at [east a portion corresponds to data stored on a specific client.

(00109] Each datum 1n the list of server data 1s associated with a unique
1dentification (¢.g., backward synchronization token (BST)) and no two data have the
samc BST ID. The BST may, in onc cmbodiment, be samce as a date/time stamp;, in
another embodiment, it may be defined differently. In the illustration, each BST 1s
identified by an alphabet (e.g., item a, item b, etc.), each representing a datum. Data
may associate with any application, including, but not limited to text, media, graphics.
In some embodiments, there may be one list of data including different types of data
such as cmail messages, contact information, calendar information ctc. In other
embodiments, there may be different lists each representing a different type of data. In
one embodiment, there is one global history table that documents all changes to data for
all data. In other embodiments, there may be different global history tables for different
data that are logically partitioned from each other. In other words, data in one partition
will have a same global history table, and data in a second partition will have a different

global history table. In some cmbodiments, data may be partitioned diffcrently bascd

on data typcs.
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[00110] The server data 910 may be arranged in any order, such as by priority,
recency, relevance, or category etc. For instance, arrangement by priority suggests that
data 1itcms arc ranked 1n order based on onc or morc critcria. In onc embodiment,
arrangement by priority may be similar to arrangement by recency, where data with
more recent time-stamps are ranked higher than data with older time stamps. For
instance, email messages more recently received or created will have higher priority

- than older messages. Relevance may suggest items which are more desired by a user of
the client device. For example, in an email context, unread messages, messages
received within a week, or even messages concerning a particular subject may be more
relevant to a user than others. Category suggests that different data groups whether for
a same or different application, including but not limited to categories such as email

information, calendar information, contact information etc. may be ranked before being

synchronized.

[00111] The global history table 920 contains cntries corresponding to historical
records of scrver history operations (SHO) performed on server data 910. Each SHO in
the global history table 920 has a unique identification. The SHO ID may be assigned
based on when the operation occurred or by in accordance with a specific set of rules.
Changes to data generally correspond to time such that successive changes to the same
data can be properly identified. There are different ways to deal with changes to data in
forward synchronization. In some embodiments, changes to data moving forward in
time are dealt with individually. This implementation requires that all related changes
are to be handled chronologically as they occur. In another embodiment, a list of all
data items having changes is maintained and changes to these data items can either be
replaced entirely by sending from the server the list of items with their changes or by
scnding the list of changes for the list of itcms. If the list of changes for the list of itcms
1S sent, changes that are related to each other should also be handled chronologically as

they occur.

[00112] For purposes of illustration, the relationship between the operations in a
global history table 920 and scrver data 910 is cxplained in context of an email
application. For example, the SHO 921 indicates that a label is added to item d, an
email message, on the server. Similarly, the SHO 922 and 928 also indicate that a label
has been added to item f and item g, also email messages on the server, respectively.

The SHO 923 and 927 indicate that a star has been added to email messages on the
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server represented by items j and k respectively. Still, receipt of new messages in the
SHO 925, 926, and receipt of an invitation on the server in SHO 929 point to new items
0, p, and q on the server respectively. When a message on the server is cdited, such as
item m, the change to the message is recorded in the SHO 924, Opcerations may be
apphied to all data, synchronized or unsynchronized. Operations may also represent
user changes made to data (e.g., add a label, add a star, etc.) or inherent system changes

(e.g., newly received email, archived email message, filtering rules, etc.)

[00113] Figure 9B 1s a diagram of a list of client data 930 and a local/client
history table 940. Each datum on the client data list 930 has a unique identification
(e.g., a token ID). For purposes of illustration, each item on the client data list 930 is
labeled with a numeral (e.g., item 2020, item 2021 etc.). However, in actual
implementation, client data 930 correspond to at least a subset of data in the server data
910 where corresponding data arc identical (c.g., same BST ID) and contain the same
information. The synchronized client data 930 is gencrally an identical duplication of
thosc on the server, including all operations. Since memory capacity on the client is
often not as abundant as memory capacity on the scrver, the list of client data 930 is at

lcast 1dentical to a portion of the server data 910 after successful synchronization.

[00114] In onc embodiment, ordering of client data on the client device may be
arbitrary and in any order. This embodiment is where client data are not directly
synchromzed with the server, but instead, the data changes or change operations are
synchronized with the server. Change operations are more comprehensive than data
because data changes include but are not limited to data creation, data deletion, data
modification ctc. opcrations applicd to data. Thercfore, ordering of client data 930 is
unnecessary tor the purpose of data synchronization and may be arranged based on any

of priority, recency, labels, relevance, or any other configurable category.

[00115] The client history table 940 maintains a record about client history
operations (CHO) performed on at least portions of the client data 930. CHO on the
client are independent to SHO on the server; they refer to independent operations and

are not directly synchronized with cach other. However, the effects of the CHO and

SHO on data are synchronized by the downhill and uphill synchronizations.

[00116] For purposcs of illustration, relationship between the operations in a
client history table 940 and clicnt data 930 is cxplained in contcxt of an email

application. For instance, CHO 942 on the client history table refers to item 2007 being
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deleted on the client, CHO 943 represents receiving a new invitation on the client which
corresponds to item 2011, CHO 944 represents a message or item 2018 on the client

which 1s starred by the user, labels arc added via CHO 9435 and 948 to items 2017 and

2016 on the client respectively, and CHO 946 and 947 refer to recciving new messages

as items 2020 and 2021 on the client respectively.

[00117] Uniquc identification of data and ordering of data changes or opcerations
on both the server and client are important for purposes of synchronization.
Identification and ordering are important for distinguishing a particular range where
data synchronization stopped and where 1t should start again. For example, server data
910 are arranged 1n order of priority where the higher priority data (¢.g., items s, r, q)
are listed before lower priority data (e.g., items n, o, p). Similarly, both SHOs in the
global history table 920 and CHOs in the client history table 940 are arranged in order,
for cxamplc, in chronology to when cach operation was performed where later
opcrations are place abovc carlicr operations. Identification and order arc important for
identifying a next unsynchronized range of information for synchronization whencver

data synchronization stops and rc-starts.

[00118] Figurc 9C illustratcs cxemplary data that can be synchronized between a
scrver and a client. Datum 951 1s shown 1n Figure 9C having mctadata 960 and contcnt
964. Metadata 960 include, but are not [imited to, a unique identifier 961, data type

information 962, and other forms of identification 963. For purposes of illustration,

datum 951 may be an email message, an email conversation, a contact, a calendar entry,
or any other data object or data file such as a JPG file, a TIFF file, a text file etc. In one
embodiment, a unique identificr 961 may be a time stamp when the datum is created or

modified and may be same as a BST ID as described in Figures 9A and 9B.

[00119] The datum may be further categorized based on its data type
identification 962 and prioritized or ordered in the process of data synchronization. For
example, the datum may be classified as a contact entry, a message, a calendar entry, a
document, a text file, an image file etc. Similarly, other identification 963 such as a
label, attribute, flag etc. may also be used as an additional condition for prioritizing and
ordering during data synchronization. For purposes of exemplary illustration, in context
of email, a label may be assigned by system or user and may include but is not limited
to all unread messages, trash, sent messages, or other user defined categories such as

work, leisure, sport etc.
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[00120) Content 964 forms the remaining of the datum, and in the case of an
email, it may be the text of a message; in the case of a contact, it may include different
ficlds 1n a contact such as namc, phonc number, address, email address ctc.; and in the
casc of a calendar entry, time of an appointment, subjcct of an appointment, and any

information associated with the appointment.

[00121] As described earlier data synchronization, in some embodiments, may be
described as three different processes. Each process is separate and operates
independently of the others. In a preferred embodiment, they operate concurrently to
increase speed of data synchronization. In other embodiments, each may be activated
separately, one at a time, two at a time, in arbitrary sequence as needed, in order of
priority, or in any configuration that is appropriate. Each of these processes are
described separately below, but one should appreciate that all three can be combined
and applied together as described in context of the start synchronization and main

synchronization handshakcs in Figurcs 7 and 8.

[00122] Downhill synchronization incorporating both forward and backward
synchronization is described in Figures 10A-10F. The individual process of backward
synchronization 1s described in Figurcs 11A-11C, whereas the individual process of
forward synchronization is described in Figurcs 12A-12C. Uphill synchronization is
described 1n Figures 13 and 14. For purposes of exemplary illustration, the
synchronization processes will be explained in the context of an email application, one

should appreciate that it may equally be applicable in other applications.

[00123] Figures 10A-10B, 10W, and 10X describe the initiation of downhill
synchronization between a server and a client. Figure 10A shows a diagram of a list of
server data 1010A and a global history table 1010B at a state before data
synchronization re-initiates after a long period of disconnect or when data
synchronization has never occurred between the server and the client. The dotted line
represents a state at mnitiation of start synchronization or after last main synchronization
occurred. In this illustration, main synchronization is where both backward and
forward synchronizations take place and where data is synchronized from the server to

the client. In other embodiments, main synchronization may also include concurrent

operation of uphill synchronization.

[00124] Each itcm 1n the list of server data 1010A has a unique backward

synchronization token (BST). In one embodiment, the list of server data 1010A is
27



CA 02741191 2011-04-19

WO 2010/048324 PCT/US2009/061530

arranged 1n an order of priority, with the highest priority on top (¢.g., BST n) and lowest
priority at the bottom (e.g., BST a). Sorting of the data into priority may be performed
prior to initiation of or at the time of the data synchronization. Data is synchronized
and transmitted 1n order from high to low priornity. In one embodiment, backward
synchronization of data in order of priority proceeds in one direction until all
unsynchronized data at the point of initiation have been successfully synchronized.
Backward synchronization in this embodiment does not return to synchronize data
added after the point of synchronization unlcss the application terminatcs or if therc is a
long disconnect. In this embodiment, backward synchronization does not synchronize
change operations performed on data. Also, backward synchronization priority order

may be arranged based on relevance, recency or other criteria.

[00125] Each data change operation in the global history table 1010B has a
uniquc identification (SHO ID). In some cmbodiments, SHOs in the global history
table 1010B are arranged in chronological order according to when each SHO occurred,
so old opcrations appcar at the bottom and new operations appear at the top. In the
illustration, the carliest opcration is SHO 1 and the latest is SHO 18. In one
embodiment, these change operations represented by SHOs are forward synchronized in

same order arranged in the global history table 1010B.

100126} For purposes of illustration, in one embodiment, during data
synchronization (e.g., main synchronization) both backward synchronization and
forward synchronization occur simultaneously. If data synchronization has never
occurred, backward synchronization begins at the highest priority BST (e.g., BST n)
and movcs to lowest priority (c.g., BST a), and forward synchronization starts from
SHO 1, SHO 2 ... to SHO 18 in chronological order. In some embodiments, maximum

numbers of data and SHOs are sent at each time.

[00127] Figure 10W illustrates the handshake between server and client during a
start synchronization handshake to initiate data synchronization. Similar to what was
described m Figures 7A, 7B, less the portions of information for uphill
synchronizations. In the first start synchronization handshake, the client will merely
send a client ID 1n request 1047 of Figure 10W. The server replies with response 1048
containing the highest BST (e.g., BST n) and the highest SHO in the global history
table, (e.g., SHO 18). In the subsequent main synchronization handshake as illustrated
by Figure 10X, the chient request 1051 will include the client ID, the highest BST (e.g.,
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BST n) on the server and highest SHO (e¢.g., SHO 18) received from the start
synchronization response 1048. The server replies with response 1052 that includes
items BST n, m, 1, k for backward synchronization and no itcms for forward
synchronization. The number of items rcturned in both synchronizations may also be
limited by a same or different predefined maximum number. Response 1052 also

includes the new next BST (e.g., BST J) and highest handled SHO ID (e.g., SHO 18)

for next main synchronization.

[00128] Figure 10B shows a status of data and global history table on the server
after the first main synchronization. Server BST n, m, |, k and change operations SHO
I8 and those other change operations before SHO 18 are shaded, indicating that these
no longer need to be synchronized with the client. In some embodiments, the server
maintains a record of all data synchronization. The record may be maintained as part of
the server data list and the global history table, or it may be scparately stored. By
tracking the range of data on the server and range of change operations on the scrver
that have been successfully synchronized with the client, these same data ranges and
change operations ranges will be skipped over when they are encountered in future data
synchronizations. While all data are stored until they are deleted by the user, in one
embodiment, an item in the global history table may be deleted after it has been
synchronized to all existing clients. The operations of these synchronized SHOs will
have been incorporated into the clients’ local data, and thercfore will not be needed in

future synchronization.

[00129] Figures 10C-10D, 10Y are diagrams illustrating the concept of main
synchronization undcr general operation condition where there is no long disconnect
between the client and server. In some embodiments, as long as the application or the

connection between the client and server is active, main synchronization continues

regularly and indefinitely.

[00130] Figure 10C shows the same state of data and data change operations on
the server as in Figure 10B with new data and new change operations added after the
first main synchronization (as indicated by the dotted line). For example, new MEssages
corresponding to BST o and BST p arrived on the server while the message associated
with BST f has been modified by SHO 20. Arrival of new messages BST o and BST D
are retlected as SHO 19 and 21 respectively in the global history table. One should

appreciate the comprehensiveness of change operations which represent data addition,
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deletion, and any manner of modification of data, synchronized or not. In other words,
data operations 1n the global history table correspond to every aspect of every datum in

the server data list.

[00131] In the second main synchronization process as shown in Figure 10Y, the
client sends a request 1053 to the server with the next BST (e.g., BST 1) and the highest
synchronized SHO handled by the client (¢c.g., SHO 18). Responding to the client
request 1053, the server will send a communication 1054 to the client containing the
next set of server data (e.g., BST j, 1, h) and SHO (e.g., SHO 19, 20, 21) in the
backward and forward synchronization processes, respectively. In addition, the
communtcation will include an indication of whether there 1s any unsynchronized data
and change operations on the server, and if there 1s, as in this case (e.g., BST g and

SHO 21), they will be sent to the client as well.

[00132] Figure 10D 1s a diagram of the state of the data on the server 1010A and
the global history table 1010B after the second main synchronization. All the
synchronized data (e.g., BST h to p) and the synchronized SHO (e.g., SHO 18-21) are
shaded. As described earlier, in some embodiments, the synchronized SHO may be
dcleted from the global history table cither immediately or at a pre-defined time after

thc data synchronization.

[00133] Figures 10E-10F, 10Z are diagrams illustrating data synchronization
after a long disconnect between the server and the client. Figure 10E shows new items
(c.g., BST q, r) and ncw opcrations (c.g., SHO 22 — 29) addcd to the server since the
last (¢.g. second) main synchronization, as illustrated by the dotted line. New SHOs
include data operations performed on old but unsynchronized message (e.g., SHO 22
for operation on BST ¢), addition of new items to the list of server (e.g., SHO 23, 24
corresponding to additions of BST q, r), modification of data previously synchronized
(¢.g., SHO 25 for operation on BST 1), and modification of unsynchronized data (e.g.,
SHO 29 for operation on BST u).

[00134] Omutted from the figure is the occurrence of start synchronization by the
client t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>