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(57) ABSTRACT 
Methods and apparatuses are provided for controlling an 
electronic device that includes a plurality of microphones 
configured to receive Voice input, a storage unit configured to 
store a Sound recording file, and a display unit configured to 
visually display speaker areas of individual speakers when 
recording a sound or playing a Sound recording file. The 
electronic device also includes a control unit configured to 
provide a user interface relating a speaker direction to a 
speaker by identifying the speaker direction while recording 
the Sound or performing playback of the sound recording file, 
and to update at least one of speaker information, direction 
information of a speaker, and distance information of the 
speaker through the user interface. 

  



US 2016/0064002 A1 Mar. 3, 2016 Sheet 1 of 43 Patent Application Publication 

  



US 2016/0064002 A1 Sheet 2 of 43 , 2016 3 ication Mar. Pub ication Patent Appl 

[162] 

  



US 2016/0064002 A1 Mar. 3, 2016 Sheet 3 of 43 Patent Application Publication 

|\!|\|||||||||||||||||||||| [789] }|0010 [LL8] |||||||||||| 

[818] 10WIN00 

  



Patent Application Publication Mar. 3, 2016 Sheet 4 of 43 US 2016/0064002 A1 

FIG. 4 

443C 400 

  



Patent Application Publication Mar. 3, 2016 Sheet 5 of 43 US 2016/0064002 A1 

FIG. 5 

START 

SOUND RECORDINGMODE 6O1 

INPUT SOUND SIGNAL 

CALCULATE SOUND SIGNAL 

IDENTIFY DIRECTION OF SOUND SOURCE 
SPEAKER AREA 

DISPLAY SPEAKERINFORMATION 

611 

TERMINATE RECORDING) 

YES 

GENERATE RECORDING FILE 613 

STORE 615 

TERMINATE SOUND RECORDING MODE 617 

  

  

  

  



Patent Application Publication Mar. 3, 2016 Sheet 6 of 43 US 2016/0064002 A1 

s 
3. 

  



Patent Application Publication Mar. 3, 2016 Sheet 7 of 43 US 2016/0064002 A1 

FIG. 7 

  



Patent Application Publication Mar. 3, 2016 Sheet 8 of 43 US 2016/0064002 A1 

i 

  



Patent Application Publication Mar. 3, 2016 Sheet 9 of 43 US 2016/0064002 A1 

FIG. 9 

270 90 

18O 

  





Patent Application Publication Mar. 3, 2016 Sheet 11 of 43 US 2016/0064002 A1 

FIG. I. 

TRANSPOSITIONSECTION 
- He 

- 
  



US 2016/0064002 A1 Mar. 3, 2016 Sheet 12 of 43 Patent Application Publication 

GLI H?WHENW TWI01 

<!-- DOET? T? T? T? T? O <!-- DOETITTEITTITETITEIT) a 

  



Patent Application Publication Mar. 3, 2016 Sheet 13 of 43 US 2016/0064002 A1 

FIG. 13 

1210 O 
1200 

AREA IDENTIFIEDAS - 
SAME SPEAKER M2 

// 
A? M v. 

NSS 27O --/------------------ €s 90 

1230 

  



US 2016/0064002 A1 Mar. 3, 2016 Sheet 14 of 43 Patent Application Publication 

14 FIG. 

  



Patent Application Publication Mar. 3, 2016 Sheet 15 of 43 US 2016/0064002 A1 

FIG. 15 

1410 

1431 

s 
" 'OO : 00 

VOICe 002 
>1430 

1435 

1437 

  



Patent Application Publication Mar. 3, 2016 Sheet 16 of 43 US 2016/0064002 A1 

FIG. 16 

1530 

1410 

1520 

1510 

00: 14 
Voice OO2 1431 

1437 

  



Patent Application Publication Mar. 3, 2016 Sheet 17 of 43 US 2016/0064002 A1 

FIG. 1 7 

1650 

1530 

1410 

1520 

1510 

OOO:20 
Voice 002 

1437 

  



Patent Application Publication Mar. 3, 2016 Sheet 18 of 43 US 2016/0064002 A1 

FIG. 18 

VOICe 002 

G (X) () () is 

  



Patent Application Publication Mar. 3, 2016 Sheet 19 of 43 US 2016/0064002 A1 

FIG. 19 

OO: 14 
VOCe 002 

G (X) () () is 

  



Patent Application Publication Mar. 3, 2016 Sheet 20 of 43 US 2016/0064002 A1 

FIG. 20 

ReCOrdingS 

WOi Ce 004 
01/01/2014 00:00: 10 

WOi Ce 003 
01/01/2014 00:00: 11 

WOi Ce 002 1910 
01/01/2014 00:00:18 

VOCe 001 1930 
01/01/2014 00:00:30 

  



Patent Application Publication Mar. 3, 2016 Sheet 21 of 43 US 2016/0064002 A1 

FIG. 21 

START 

SELECT SOUND RECORDING FILE 2001 

DISPLAY INTERFACE CORRESPONDING TO SOUND RECORDING MODEN-2003 

PLAY AND OUTPUT 

YES 

SKIPMUTESECTION 

PLAY AND OUTPUT NEXTSECTION 

YES 

PLAY AND OUTPUT SELECTED SECTION 

2017 

TERMINATE PLAY 

YES 

PERFORMCORRESPONDING FUNCTION 2019 

      

  

    



Patent Application Publication Mar. 3, 2016 Sheet 22 of 43 US 2016/0064002 A1 

FIG. 22 

WOiCe 001 
01/01/2014 00:00:30 

> 2150 

> 2100 

2153 2155 

2157 

2151 

2250- - 2159 

2260 < 
> 22OO 

227O& 28 

2261 2269 2265 2267 

  



Patent Application Publication Mar. 3, 2016 Sheet 23 of 43 US 2016/0064002 A1 

FIG. 23 

WOiCe 001 
01/01/2014 00:00:30 

- 2150 

> 2100 

2155 
2153 

2157 

2151 

2250 < u-2159 

2260 K 
- 2200 

2270-k 2263 

2261 2269 2265 2267 

  



Patent Application Publication Mar. 3, 2016 Sheet 24 of 43 US 2016/0064002 A1 

FIG. 24 

WOiCe 001 
O1/01/2014 00:00:30 

NaSSGS Nazz NS NSSSSSr. 

2350 

  



Patent Application Publication Mar. 3, 2016 Sheet 25 of 43 US 2016/0064002 A1 

FIG. 25 

ReCOrdingS 

VO iCe 001 
O1/01/2014 OOOO:30 2430 

242O 

2410 

OO : 00:30 

  



Patent Application Publication Mar. 3, 2016 Sheet 26 of 43 US 2016/0064002 A1 

FIG. 26 

WOCe 001 
01/01/2014 00:00:30 25.30 

252O 

251O 

  



Patent Application Publication Mar. 3, 2016 Sheet 27 of 43 US 2016/0064002 A1 

FIG. 27 

ReCOrdingS 

WOi Ce 001 E= 
01/01/2014 00:00:30 is 25.30 

2540 

David 
W 252O 

Voice 2 

2500 2 
jack 

251O 

% A X10 N. 
26OO 

OO: OA.. O OO: 2O: OO 

() ()) () (e 

  

  



Patent Application Publication Mar. 3, 2016 Sheet 28 of 43 US 2016/0064002 A1 

FIG. 28 

WOiCe 001 
01/01/2014 00:00:30 2730 

27AO 

2720 

27OO 2710 

2830 

28OO 2 s 3. E. 2810 
& 

3. 23 

282O 

  



Patent Application Publication Mar. 3, 2016 Sheet 29 of 43 US 2016/0064002 A1 

FIG. 29 

ReCOr(dingS 

WOiCe 001 E= 
01/01/2014 00:00:30 is 2730 

27AO 

David 
W 2720 

Voice 2 

27OO jack 2710 

2830 

28OO v 3. 2810 

OOOA ... O OO: 2O: OO 

() () () e 
282O 

  

  

  



Patent Application Publication Mar. 3, 2016 Sheet 30 of 43 US 2016/0064002 A1 

FIG. 30 

ReCOrdingS 

I have an annoucement of 
considerable importance. 
The first problem of today's 
meeting is to. . . 

I would like to make a comment On (£ 

LCt mc give you a rundown On what 
has been going On With the 
packaging and Shipping process. 
We're here today to discuss the 
possible Waws to meet Our 

  



Patent Application Publication Mar. 3, 2016 Sheet 31 of 43 US 2016/0064002 A1 

FIG. 31 

VO iCe 002 
01/01/2014 00:00:18 

OO.OOO4. 

  



Patent Application Publication Mar. 3, 2016 Sheet 32 of 43 US 2016/0064002 A1 

FIG. 32 

  



US 2016/0064002 A1 Mar. 3, 2016 Sheet 33 of 43 Patent Application Publication 

0878 

No. NDHUHH UNIUS INSIMHI 

DZZ8 

  

  

  



Patent Application Publication Mar. 3, 2016 Sheet 34 of 43 US 2016/0064002 A1 

FIG. 34 

3350 

3330 

3310 

  



Patent Application Publication Mar. 3, 2016 Sheet 35 of 43 US 2016/0064002 A1 

FIG. 35 

Volume 100 

  



Patent Application Publication Mar. 3, 2016 Sheet 36 of 43 US 2016/0064002 A1 

FIG. 36 

C 
Volume 100 

  



Patent Application Publication Mar. 3, 2016 Sheet 37 of 43 US 2016/0064002 A1 

FIG. 37 

C 
Volume 90 

  



Patent Application Publication Mar. 3, 2016 Sheet 38 of 43 US 2016/0064002 A1 

FIG 38 

3715 3725 3735 

air DIRECTION AND 
3710 VOICE DATA (SPEAKER 1) DISTANCE INFORMATION STDATA 

DIRECTION AND 
3720 VOICE DATA (SPEAKER 2) DISTANCE INFORMATION STDATA 

DIRECTION AND 
3730 VOICE DATA (SPEAKER3) DSANEINFORMATION STDATA 

DIRECTION AND 
3740 VOICE DATA (SPEAKERN) DISTANCE INFORMATION STT DATA 

3750 TIMESTAMPINFORMATION 

  



Patent Application Publication Mar. 3, 2016 Sheet 39 of 43 US 2016/0064002 A1 

FIG. 39 

3815 3825 3835 

air DIRECTION AND 
3810 VOICE DATA (MASTER) DISTANCE INFORMATION STDATA 

DIRECTION AND 
382O VOICE DATA (Client A) DISTANCE INFORMATION STDATA 

DIRECTION AND 
3830 VOICE DATA (Client B) DSANEINFORMATION STDATA 

DIRECTION AND 
3840 VOICE DATA (ClientM) DISTANCE INFORMATION STT DATA 

3850 DEVICE INFORMATION 

3860 TIMESTAMPINFORMATION 

  



Patent Application Publication Mar. 3, 2016 Sheet 40 of 43 US 2016/0064002 A1 

S 

N s i 

  



Patent Application Publication Mar. 3, 2016 Sheet 41 of 43 US 2016/0064002 A1 

s 

N N 
N N N 
N X N 

& 

N 
N 
N 

& N x 

N N 
N N 

  





Patent Application Publication Mar. 3, 2016 Sheet 43 of 43 

N N 
N 
N 

N N N 
N 

N 

N 

US 2016/0064002 A1 

  



US 2016/0064002 A1 

METHOD AND APPARATUS FORVOICE 
RECORDING AND PLAYBACK 

PRIORITY 

0001. This application claims priority under 35 U.S.C. 
S119(a) to a Korean Patent Application filed on Aug. 29, 2014 
in the Korean Intellectual Property Office and assigned Serial 
No. 10-2014-01 14566, the contents of which are incorpo 
rated herein by reference. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003. The present invention relates generally to an elec 
tronic device and, more particularly, to a method and an 
apparatus for voice recording in the electronic device. 
0004 2. Description of the Related Art 
0005 Various services are provided for users of an elec 
tronic device. For example, an electronic device Supports a 
telephone function as well as various functions including, for 
example, web page browsing, contents playback, Social Net 
working Service (SNS) activity, sound recording (voice 
recording) and playback, video recording and playback. The 
electronic device can receive a Sound (or Voice) using a 
microphone while performing functions of telephone, Voice 
recording, or video recording. In order to Support the above 
described functions, the microphone of electronic device 
receives a Sound and converts it into an electric signal. 
0006 While performing the sound recording, users can be 
located at various distances and directions from the electronic 
device, according to the Sound recording environment, e.g., 
an interview, a conference, a speech, and daily activity. How 
ever, the Sound recording environment, which determines the 
distance or direction between users participating in the sound 
recording, is not considered, and the sound (or Voice) is 
simply recorded. Accordingly, the quality of the sound or 
voice recording can be deteriorated due to distance differ 
ences between users (for example, a speaker) and an elec 
tronic device (for example, a microphone). Specifically, it is 
difficult to record a high quality voice for all users. Further, it 
is difficult to distinguish individual speakers when playing a 
Sound recording file, and information corresponding to vari 
ous sound recording environments (for example, locations 
and directions of speakers) is not intuitively provided. 

SUMMARY OF THE INVENTION 

0007. The present invention has been made to address as 
least the above problems and/or disadvantages and to provide 
at least the advantages described below. Accordingly, an 
aspect of the present invention provides an electronic device 
and an operating method of the electronic device, which can 
improve user convenience and usability of the electronic 
device by establishing an environment Suitable for Supporting 
a sound recording function in the electronic device. 
0008. In accordance with an aspect of the present inven 

tion, a method is provided for operating an electronic device. 
A speaker is identified from an acoustic signal. A direction 
from the electronic device to the speaker is determined. A user 
interface is provided for the acoustic signal based on the 
direction from the electronic device to the speaker. The user 
interface is updated. 
0009. In accordance with another aspect of the present 
invention, a method is provided for operating an electronic 
device. A playback operation is performed. A user interface is 
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provided including a speaker area of at least one speaker 
corresponding to the playback operation. A Voice of the at 
least one speaker is output according to a playback section 
while performing the playback operation. The speaker area in 
the user interface corresponding to the at least one speaker is 
updated while outputting the Voice of the at least one speaker. 
0010. In accordance with another aspect of the present 
invention, an electronic device is provided that includes a 
plurality of microphones configured to receive Voice input, a 
storage unit configured to store a sound recording file, and a 
display unit configured to visually display speaker areas of 
individual speakers when recording a Sound or playing a 
Sound recording file. The electronic device also includes a 
control unit configured to provide a user interface relating a 
speaker direction to a speaker by identifying the speaker 
direction while recording the Sound or performing playback 
of the sound recording file, and to update at least one of 
speaker information, direction information of a speaker, and 
distance information of the speaker through the user inter 
face. 
0011. In accordance with another aspect of the present 
invention, a non-transitory computer readable recording 
medium having a program is provided. The program, when 
executed, implements the steps of identifying a speaker from 
an acoustic signal; identifying a direction from the electronic 
device to the speaker; providing a user interface for the acous 
tic signal based on the direction from the electronic device to 
the speaker, and outputting a voice of the at least one speaker 
according to a playback section while performing the play 
back operation. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0012. The above and other aspects, features, and advan 
tages of the present invention will be more apparent from the 
following detailed description when taken in conjunction 
with the accompanying drawings, in which: 
0013 FIG. 1 is a diagram illustrating an electronic device 
in a network environment, according to an embodiment of the 
present invention; 
0014 FIG. 2 is a diagram illustrating an electronic device, 
according to an embodiment of the present invention; 
0015 FIG. 3 is a diagram illustrating a configuration of a 
programming module, according to an embodiment of the 
present invention; 
0016 FIG. 4 is a diagram illustrating microphones dis 
posed in an electronic device, according to an embodiment of 
the present invention; 
0017 FIG. 5 is a flowchart illustrating processing of a 
Voice recording in an electronic device, according to an 
embodiment of the present invention; 
0018 FIG. 6 is a diagram illustrating a procedure of pro 
cessing a Voice recording in an electronic device, according to 
an embodiment of the present invention; 
0019 FIG. 7 is a diagram illustrating operations of distin 
guishing speakers while performing Voice recording in an 
electronic device, according to an embodiment of the present 
invention; 
0020 FIGS. 8 and 9 are diagrams illustrating operations of 
identifying a speaker area in an electronic device, according 
to an embodiment of the present invention; 
0021 FIG. 10 is a diagram illustrating operations of dis 
tinguishing a speaker in real time in an electronic device, 
according to an embodiment of the present invention; 
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0022 FIG. 11 is a graph illustrating operations of distin 
guishing a speaker in real time in an electronic device, accord 
ing to an embodiment of the present invention; 
0023 FIG. 12 is a diagram illustrating operations of dis 
tinguishing a speaker in real time in an electronic device, 
according to an embodiment of the present invention; 
0024 FIG. 13 is a diagram illustrating an operation of 
distinguishing a speaker in an electronic device, according to 
an embodiment of the present invention; 
0025 FIG. 14 is a diagram illustrating operations of dis 
tinguishing a speaker in an electronic device, according to an 
embodiment of the present invention; 
0026 FIG. 15-18 are diagrams illustrating an interface for 
displaying a sound recording function in an electronic device, 
according to an embodiment of the present invention; 
0027 FIG. 19 is a diagram illustrating displaying of a 
Sound recording function in an electronic device, according to 
an embodiment of the present invention; 
0028 FIG. 20 is a diagram illustrating an interface for 
displaying a list of Sound recording files in an electronic 
device, according to an embodiment of the present invention; 
0029 FIG. 21 is a flowchart illustrating a procedure of 
playing a sound recording file in an electronic device, accord 
ing to an embodiment of the present invention; 
0030 FIGS. 22-24 are diagrams illustrating a playback 
interface for a sound recording file in an electronic device, 
according to an embodiment of the present invention; 
0031 FIGS. 25-30 are diagrams illustrating operations for 
controlling playback of a sound recording file in an electronic 
device, according to an embodiment of the present invention; 
0032 FIG. 31 is a diagram illustrating an interface dis 
played while playing a Sound recording file in an electronic 
device, according to an embodiment of the present invention; 
0033 FIG. 32 is a diagram illustrating an example of dis 
playing speaker information in an electronic device, accord 
ing to an embodiment of the present invention; 
0034 FIG. 33 is a diagram illustrating operations of 
recording a voice by Synchronizing electronic devices, 
according to an embodiment of the present invention; 
0035 FIG. 34 is a diagram illustrating an interface for 
displaying a Sound recording function by synchronizing elec 
tronic devices, according to an embodiment of the present 
invention; 
0036 FIGS. 35 to 37 are diagrams illustrating operations 
of disposing locations of electronic devices participating in 
Sound recording, according to an embodiment of the present 
invention; 
0037 FIGS.38 and 39 are diagrams illustrating operations 
of managing a sound recording file in an electronic device, 
according to an embodiment of the present invention; 
0038 FIG. 40 is a diagram illustrating operations of pro 
cessing a Speech To Text (STT) function in an electronic 
device, according to an embodiment of the present invention; 
and 
0039 FIGS. 41 to 43 are diagrams illustrating operations 
of sharing a sound recording file, according to an embodiment 
of the present invention. 

DETAILED DESCRIPTION OF EMBODIMENTS 
OF THE PRESENT INVENTION 

0040 Embodiments of the present invention are described 
in detail with reference to the accompanying drawings. The 
same or similar components may be designated by the same 
or similar reference numerals although they are illustrated in 
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different drawings. Detailed descriptions of constructions or 
processes known in the art may be omitted to avoid obscuring 
the subject matter of the present invention. 
0041. Some components in the accompanying drawings 
are emphasized, omitted, or schematically illustrated, and the 
size of each component does not fully reflect the actual size. 
Therefore, the present invention is not limited to the relative 
sizes and distances illustrated in the accompanying drawings. 
0042. The expressions "comprise' and “include, as used 
herein, indicate the existence of a correspondingly disclosed 
function, operation, or component, and does not exclude the 
existence of at least one additional function, operation, or 
component. Further, the terms “include” and “have’, as used 
herein, mean that a characteristic, number, step, operation, 
element, component, or their combination exists in the dis 
closure, and therefore, it should be understood that at least 
one additional characteristic, number, step, operation, ele 
ment, component, or their combination is not excluded. 
0043. Expressions “A or B, “at least one of A and B, and 
“one or more of A and B may include one of the listed words 
and their combinations. For example, “A or B, “at least one 
of A and B, and “one or more of A and B may mean all the 
cases of: (1) including at least A, (2) including at least B, and 
(3) including at least A and B. 
0044 Expressions such as “first and “second can 
modify various components of the present invention, but do 
not limit the corresponding components. For example, the 
above expressions do not limit the order and/or importance of 
the corresponding components. The above expressions can be 
used to distinguish one component from another component. 
For example, both a first user device and a second user device 
are user devices but indicate separate user devices. For 
example, within the spirit and scope of the present invention, 
a first component can be referred to as a second component 
and, similarly, the second component can be referred to as a 
first component. 
0045. When describing that a component (for example, a 

first component) is operatively or communicatively “coupled 
with/to’ or “connected to another component (for example, 
a second component), the component could be directly 
coupled or connected to the other component or a further 
another component (for example, a third component) could 
exist between them. If it is described that a component (for 
example, a first component) is “directly coupled with?to’’ or 
“directly connected to another component (for example, a 
second component), it should be understood that no other 
component exists between them. 
0046. The expression “configured to’, as used herein, may 
be interchangeably replaced with "suitable for”, “having the 
capacity to”, “designed to”, “adapted to”, “made to”, or 
“capable of according to a given situation. The expression 
“configured to may not mean only 'specifically designed to 
in hardware. Alternatively, in Some cases, an expression 
“device configured to may mean that the device “can do - 
together with another device or other components. For 
example, "a processor configured (or set) to perform A, B, and 
C may mean ageneric-purpose processor (for example, Cen 
tral Processing Unit (CPU) or application processor) that can 
perform corresponding operations by using a dedicated pro 
cessor (for example, embedded processor) or by executing at 
least one software program stored in a memory. 
0047. The terms used herein are used to describe embodi 
ments of the present invention, and do not limit the scope and 
spirit of the present invention. It is to be understood that the 
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singular forms “a”, “an', and “the include plural referents as 
well, unless the context dictates otherwise. 
0048. Unless the context clearly dictates otherwise, all 
terms, including technical or Scientific terms, used herein, 
have the same meanings as those generally understood by 
those skilled in the art. It should be understood that terms 
defined in a generally used dictionary have the same mean 
ings as in a related technical context, and are not interpreted to 
have abnormal or excessively formal meanings, unless 
clearly dictated herein. 
0049 According to various embodiments of the present 
invention, the electronic device may be embodied as a Smart 
phone, a tablet Personal Computer (PC), a mobile phone, a 
video phone, an e-book reader, a desktop PC, a laptop PC, a 
netbook computer, a Personal Digital Assistant (PDA), a Por 
table Multimedia Player (PMP), an MP3 player, a portable 
medical device, a digital camera, or a wearable device (e.g., a 
Head-Mounted Device (HMD) such as electronic glasses, 
electronic clothes, an electronic bracelet, an electronic neck 
lace, an electronic appcessory, or a Smart watch). 
0050. According to embodiments of the present invention, 
an electronic device may be a Smart home appliance. For 
example, an electronic device may be embodied as a TV a 
Digital Versatile Disc (DVD) player, audio equipment, a 
refrigerator, an air conditioner, a vacuum cleaner, an oven, a 
microwave, a washing machine, an air cleaner, a set-top box, 
a TV box, a game console, an electronic dictionary, an elec 
tronic key, a camcorder, or an electronic picture frame. 
0051. According to embodiments of the present invention, 
an electronic device may be embodied as various medical 
devices (for example, Magnetic Resonance Angiography 
(MRA), Magnetic Resonance Imaging (MRI), Computed 
Tomography (CT), a scanning machine, a ultrasonic wave 
device, or the like), a navigation device, a Global Positioning 
System (GPS) receiver, an Event Data Recorder (EDR), a 
Flight Data Recorder (FDR), a car infotainment device, elec 
tronic equipment for ship (e.g., a marine navigation system, a 
gyrocompass, etc.), avionics, security equipment, head unit 
for automobile, industrial or home robot, Automatic Teller's 
Machine (ATM) for banking facilities, Point Of Sales (POS) 
for store, or internet of things (for example, electric bulb, 
various sensors, electric or gas meter, spring cooler device, 
fire alarm, thermostat, streetlight, toaster, sporting goods, 
hot-water tank, heater, and boiler). 
0052 According to embodiments of the present invention, 
an electronic device may be embodied as furniture or part of 
a building or construction having a communication function, 
an electronic board, an electronic signature receiving device, 
a projector, or various measuring instruments (e.g., a water 
meter, an electric meter, a gas meter, a wave meter, etc.). An 
electronic device may be embodied as one of the above 
described devices or any combination thereof. The electronic 
device, according to an embodiment of the present invention, 
may be a flexible electronic device. Further, the electronic 
device, according to an embodiment of the present invention, 
is not limited to the above-describeddevices, and may include 
new electronic devices according to technical developments. 
0053 Herein, the term “user may mean a person who 
uses an electronic device or a device that uses the electronic 
device (for example, artificial intelligence electronic device). 
0054 Referring initially to FIG. 1, a diagram illustrates an 
electronic device in a network environment, according to an 
embodiment of the present invention. A network environment 
100 includes an electronic device 101, which includes a bus 
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110, a processor 120, a memory 130, an input/output module 
150, a display module 160, and a communication module 
170. In some embodiments of the present invention, the elec 
tronic device 101 may omit at a least one component or may 
include additional components. 
0055. The bus 110 may be a circuit that interconnects the 
above-described elements and delivers a communication 
(e.g., a control message) between the above-described ele 
mentS. 

0056. The processor 120 may receive commands from the 
above-described other elements (e.g., the memory 130, the 
user input module 150, the display module 160, the commu 
nication module 170, etc.) through the bus 110, may interpret 
the received commands, and may execute calculation or data 
processing according to the interpreted commands. 
0057 The memory 130 may include a volatile and/or non 
volatile memory. The memory 130 can store a command or 
data related to at least one component of the electronic device 
101. According to an embodiment of the present invention, 
the memory 130 can store software and/or a program. The 
program includes a kernel 141, middleware 143, Application 
Programming Interface (API) 145, and application program 
(or “application') 147. At least one of the kernel 141, middle 
ware 143, and API 145 may refer to an Operating System 
(OS). 
0058. The kernel 141 may control or manage system 
resources (e.g., the bus 110, the processor 120, or the memory 
130, etc.) used for performing operations or functions of the 
other programming modules, e.g., the middleware 143, the 
API 145, or the application 147. Additionally, the kernel 141 
may offer an interface that allows the middleware 143, the 
API 145 or the application 147 to access, control, or manage 
individual elements of the electronic device 101. 

0059. Further, middleware 143 can process at least one 
operation request received from the application 147 accord 
ing to a priority. For example, the middleware 143 can assign 
the priority to at least one of the applications 147 so that the 
application can use system resources of the electronic device 
101 (for example, the bus 110, the processor 120, or the 
memory 130). By processing the operation request according 
to the priority assigned to the applications 147, the middle 
ware 143 can perform scheduling or load balancing for at 
least one operation request. 
0060. The API 145 may include a file control, window 
control, video processing, or at least one interface or function 
(for example, command) for text control so that the applica 
tion 147 can control a function provided by the kernel 141 or 
middleware 143. 

0061 The user input module 150 may play the role of an 
interface that transmits commands or data received from a 
user or an external device to other components of the elec 
tronic device 101. Further, the user input module 150 can 
transmit commands and data received from other components 
of the electronic device 101 to a user device or external 
device. 

0062. The display module 160 may include a Liquid Crys 
tal Display (LCD), a Light-Emitting Diode (LED) display, an 
Organic Light-Emitting Diode (OLED) display, a Microelec 
tromechanical Systems (MEMS) display, or an electronic 
paper display. The display module 160 can output various 
contents such as, for example, a text, an image, a video, an 
icon, and a symbol for a user. The display module 160 may 
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include a touch screen, and can receive inputs of touch, ges 
ture, approach, or hovering by using an electric pen or a 
portion of a user's body. 
0063. The communication module 170 can set communi 
cation between the electronic device 101 and an external 
device (for example, a first external electronic device 102, a 
second external electronic device 104, or a server 106). For 
example, the communication module 170 can communicate 
with an external device (for example, the second external 
electronic device 104 or the server 106) by connecting to a 
network 162 through wireless communication or wired com 
munication. 

0064. The wireless communication may use at least one 
cellular communication protocol Such as, for example, Long 
Term Evolution (LTE), LTE-Advanced (LTE-A), Code Divi 
sion Multiple Access (CDMA), Wideband CDMA 
(WCDMA), Universal Mobile Telecommunications System 
(UMTS), Wireless Broadband (WiBro), or Global System for 
Mobile Communications (GSM). Further, wireless commu 
nication may include a local area network 164. The local area 
network 164 may include at least one of Wireless Fidelity 
(WiFi), Bluetooth, Near Field Communication (NFC), or 
Global Positioning System (GPS). The wired communication 
may include at least one of Universal Serial Bus (USB), High 
Definition Multimedia Interface (HDMI), Recommended 
Standard 232 (RS-232), or Plain Old Telephone Service 
(POTS). The network 162 may include at least one of a 
communication network (telecommunications network) Such 
as, for example, a computer network (for example, LAN or 
WAN), internet, or telephone network. 
0065. The first and second external electronic devices 102 
and 104 may be of the same type as the electronic device 101 
or may be different types of devices. According to an embodi 
ment of the present invention, the server 106 may include one 
or more servers in a group. According to various embodi 
ments of the present invention, all or a portion of the opera 
tions executed in the electronic device 101 may be also 
executed in one or more different electronic devices (for 
example, electronic devices 102 and 104, or server 106). 
According to an embodiment of the present invention, when 
the electronic device 101 performs a function or service auto 
matically or according to a request, the electronic device 101 
may not perform all of the functions or services by itself, but 
instead may request another device (for example, electronic 
devices 102 and 104, or server 106) to perform at least a 
portion of functions oran additional function, and to transmit 
the result to the electronic device 101. The electronic device 
101 may provide the requested function or service as received 
or by additionally processing. For this, cloud computing, 
distributed computing, or client-server computing technol 
ogy can be utilized. 
0066 FIG. 2 is a diagram illustrating an electronic device, 
according to an embodiment of the present invention. 
0067. An electronic device 201 may form, for example, 
the whole or part of the electronic device 101 of FIG. 1. The 
electronic device 201 includes at least one Application Pro 
cessor (AP) 210, a communication module 220, a Subscriber 
Identification Module (SIM) 224, a memory 230, a sensor 
module 240, an input system 250, a display module 260, an 
interface 270, an audio module 280, a camera module 291, a 
power management module 295, a battery 296, an indicator 
297, and a motor 298. 
0068. The AP210, for example, may drive an operating 
system or applications, control a plurality of hardware or 
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Software components connected thereto, and also perform 
processing and operation for various data including multime 
dia data. The AP 210 may be formed of a System-on-Chip 
(SoC), fir example. According to an embodiment of the 
present invention, the AP210 may further include a Graphic 
Processing Unit (GPU) and/or image signal processor. 
0069. The AP210 may include at least a portion of com 
ponents shown in FIG. 2 (for example, cellular module 221). 
The AP210 can process a command or data received from at 
least one of other components (for example, non-volatile 
memory) by loading into the Volatile memory, and store vari 
ous data in the non-volatile memory. 
0070 The communication module 220 may have a con 
figuration that is the same as or similar to the communication 
interface 170 of FIG. 1. For example, the communication 
module 220 includes a cellular module 221, a WiFi module 
223, a Bluetooth module 225, a GPS module 227, an NFC 
module 228, and a Radio Frequency (RF) module 229. 
0071. The cellular module 221 can provide a voice com 
munication, video communication, character service, or 
internet service through a communication network. Accord 
ing to an embodiment of the present invention, the cellular 
module 221 can perform identification and authentication of 
the electronic device 201 by using SIM 224 (for example, 
SIM card) in the communication network. According to an 
embodiment of the present invention, the cellular module 221 
can perform at least a portion of functions provided by the 
processor 210. According to an embodiment of the present 
invention, cellular module 221 may include a Communica 
tion Processor (CP). 
0072 WiFi module 223, Bluetooth module 225, GPS 
module 227, or NFC module 228 may individually include a 
processor for processing data transmitted and received 
through the corresponding module. According to an embodi 
ment of the present invention, at least one of the cellular 
module 221, WiFi module 223, Bluetooth module 225, GPS 
module 227, and NFC module 228 may be installed in an 
Integrated Circuit (IC) or IC package. The RF module 229 
may transmit and receive data, e.g., RF signals or any other 
electric signals. The RF module 229 may include a trans 
ceiver, a Power Amp Module (PAM), a frequency filter, a 
(Low Noise Amplifier (LNA), antenna or the like. The WiFi 
module 223, the BT module 225, the GPS module 227 and the 
NFC module 228 are shown to share the RF module 229, 
however, at least one of them may perform transmission and 
reception of RF signals through a separate RF module in 
another embodiment of the present invention. 
(0073. The SIM 224 may be included in a card and/or 
embedded SIM, and may include specific identification infor 
mation (for example, Integrated Circuit Card Identifier (IC 
CID)) or subscriber information (for example, International 
Mobile Subscriber Identity (IMSI)). 
(0074 The memory 230 (for example, the memory 130) 
includes an internal built-in memory 232 and/or an external 
memory 234. The internal memory 232 may include at least 
one of a Volatile memory (for example, Dynamic Random 
Access Memory (DRAM), Static RAM (SRAM), or Syn 
chronous Dynamic RAM (SDRAM)), and a non-volatile 
memory (for example, One Time Programmable Read Only 
Memory (OTPROM), Programmable ROM (PROM), Eras 
able and Programmable ROM (EPROM), Electrically Eras 
able and Programmable ROM (EEPROM), mask ROM, flash 
ROM, flash memory (for example, NAND flash or NOR 
flash), hard disk drive, or Solid State Drive (SSD). 
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0075. The external memory 234 may include a flash drive, 
e.g., Compact Flash (CF), Secure Digital (SD), Micro Secure 
Digital (Micro-SD), MiniSecure Digital (Mini-SD), eXtreme 
Digital (xD), MultiMediaCard (MMC), memory stick, or the 
like. The external memory 234 may be functionally and/or 
physically connected to the electronic device 201 through 
various interfaces. 

0076. The sensor module 240 may measure a physical 
quantity or sense an operating status of the electronic device 
201, and then convert the measured or sensed information 
into electric signals. The sensor module 240 includes, for 
example, at least one of a gesture sensor 240A, a gyro sensor 
240B, an atmospheric sensor 240C, a magnetic sensor 240D, 
an acceleration sensor 240E, a grip sensor 240F, a proximity 
sensor 240G, a color sensor 24011 (e.g., Red, Green, Blue 
(RGB) sensor), a biometric sensor 2401, a temperature-hu 
midity sensor 240J, an illumination sensor 240K, and an 
ultraviolet (UV) sensor 240M. In an embodiment of the 
present invention, the electronic device 201 can control the 
sensor module 240, when the processor 210 is in a sleep state, 
by further including a processor configured to partially or 
separately control the sensor module 240. 
0077. The input system 250 includes, for example, a touch 
panel 252, a digital pen sensor 254, a key 256, and/or an 
ultrasonic input device 258. The touch panel 252 may recog 
nize a touch input in a manner of capacitive type, resistive 
type, infrared type, or ultrasonic type. Also, the touch panel 
252 may further include a control circuit. The touchpanel 252 
may further include a tactile layer. In this case, the touchpanel 
252 may offer a tactile feedback to a user. 
0078. The pen sensor (digital pen sensor) 254 may be a 
portion of touch panel or a separate identification sheet. The 
key 256 may include a physical key, optical key, or keypad. 
The ultrasonic input device 258 can detect ultrasonic waves 
generated by an input tool through a microphone 288, and 
identify data corresponding to the detected ultrasonic waves. 
0079. The display module 260 (e.g., the display 160) 
includes a panel 262, a hologram unit 264, and/or a projector 
266. The panel 262 may have a flexible, transparent, or wear 
able form. The panel 262 may be formed of a single module 
with the touch panel 252. The hologram unit 264 may show a 
Stereoscopic image in the air using interference of light. The 
projector 266 may project an image onto a screen, which may 
belocated at the inside or outside of the electronic device 201. 
According to an embodiment of the present invention, the 
display 260 may further include a control circuit for control 
ling the panel 262, the hologram unit 264, and the projector 
266. 

0080. The interface 270 includes, for example, a High 
Definition Multimedia Interface (HDMI) 272, a Universal 
Serial Bus (USB) 274, an optical interface 276, and/or a 
D-subminiature (D-sub) 278. The interface 270 may be con 
tained, for example, in the communication interface 170 of 
FIG. 1, Additionally or alternatively, the interface 270 may 
include, for example, a Mobile High-definition Link (MHL) 
interface, a Secure Digital (SD) card/Multi-Media Card 
(MMC) interface, or an Infrared Data Association (IrDA) 
interface. 

0081. The audio module 280 may perform a conversion 
between Sounds and electric signals. At least part of the audio 
module 280 may be contained, for example, in the user input 
module 150 of FIG. 1. The audio module 280 may process 
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Sound information inputted or outputted through a speaker 
282, a receiver 284, an earphone 286, and/or the microphone 
288. 

I0082. According to various embodiments of the present 
invention, the microphone 288 can receive an external sound 
signal and process it to an electric Voice data. The Voice data 
processed by the microphone 288 can be output by converting 
to a transmittable form to an external device through the 
communication module 220 when the electronic device 201 is 
in a telephone mode. The microphone 288 can be configured 
with various noise reduction algorithms in order to remove 
noises generated in the process of receiving an external Sound 
signal. The microphone 288 can handle an audio stream of 
Voice recognition, Voice copy, digital recording, and tele 
phone function. For example, the microphone 288 can con 
Vert a voice signal to an electric signal. According to various 
embodiments of the present invention, the microphone 288 is 
configured with a plurality of microphones (for example, first 
microphone, second microphone, and third microphone) so 
that a directional pattern can be obtained in a specific array 
form. If the electronic device 201 includes a plurality of 
microphones, a direction of speaker can be identified based 
on at least one of time, distance, and intensity of Sound or 
voice (decibel) input by the microphones, and thereby indi 
vidual speakers can be distinguished. The electronic device 
201 can output a sound corresponding to the distinguished 
direction of speaker. According to various embodiments of 
the present invention, the microphone 288 may include an 
internal microphone installed in the electronic device 201 and 
an external microphone connected to the electronic device 
201. According to an embodiment of the present invention, 
Sound recording can be supported by combining the internal 
and external microphones while performing a sound record 
ing function. 
I0083. According to various embodiments of the present 
invention, the AP 210 (or controller, or control unit) can 
control operations related to the Sound recording function. 
For example, the AP 210 can identify a speaker direction 
while sound recording or playback is performed, and control 
to provide a user interface corresponding to the operation of 
identifying a speaker direction. The AP 210 can control to 
update at least one of speaker information, speaker direction 
information, or speaker distance information through the user 
interface while proceeding the Sound recording or playback. 
According to various embodiments of the present invention, 
the AP 210 can perform a voice recording operation of the 
electronic device by synchronizing with Software modules 
stored in the memory 230. The AP 210 can perform sound 
recording by distinguishing speakers and speaker locations 
(distances and directions) in the Sound recording function. 
Further, the AP 210 can identify the current speaker in the 
Sound recording function, and record a Voice signal based on 
the identified speaker while displaying a visual effect. 
I0084. According to various embodiments of the present 
invention, the AP 210 can select a speaker in the playback 
function, and output a voice signal while displaying a visual 
effect based on the selected speaker. 
I0085. According to various embodiments of the present 
invention, the AP210 can connect electronic devices of other 
users (a plurality of speaker) through wired or wireless com 
munication and, in Some cases, operate as a master or server 
of the connected electronic devices to transmit and receive 
Voice information and speaker information. 
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I0086 According to various embodiments of the present 
invention, by synchronizing a plurality of microphones or 
electronic devices (for example, electronic device 101 and 
electronic device 102), the AP210 obtains angle information 
of direction having a high energy or a phase difference 
between arriving voices in order to identify a direction of 
sound source. The AP 210 can identify a speaker area of 
Sound Source based on directions accumulated for a predeter 
mined time, and if the size of Sound is greater than a prede 
termined value or if an angle value of direction has a big 
difference from an average angle value of previous sounds, 
the control unit may process it as a noise or a meaningless 
Voice. While recording a Sound or playing a sound recording 
file, the AP 210 can distinguish a speech section, mute sec 
tion, simultaneous speech section, and speaker movement 
section, and process operations related to compensating a 
movement of speaker or electronic device 201. Further, the 
AP210 can process an operation of storing various informa 
tion Such as speaker information, Voice signal in speaker area, 
text information generated by converting a voice signal to a 
text, and speaker area information. According to various 
embodiments of the present invention, the AP 210 may be 
configured with at least one module which can process the 
above functions. 

0087. The camera module 291 may capture an image and 
a moving image. According to an embodiment of the present 
invention, the camera module 291 may include one or more 
image sensors (e.g., a front lens or a back lens), an Image 
Signal Processor (ISP), and a flash LED. 
0088. The power management module 295 may manage 
power of the hardware. The power management module 295 
may include, for example, a Power Management Integrated 
Circuit (PMIC), a charger IC, or a battery gauge. The PMIC 
may be mounted to, for example, an IC or a SoC semicon 
ductor. Charging methods may be classified into a wired 
charging method and a wireless charging method. Examples 
of the wireless charging method may include a magnetic 
resonance method, a magnetic induction method, an electro 
magnetic method, and the like. Additional circuits (e.g., a coil 
loop, a resonance circuit, a rectifier, etc.) for wireless charg 
ing may be added in order to perform the wireless charging. 
The battery gauge may measure, for example, a residual 
quantity of the battery 296, or a voltage, a current or a tem 
perature during the charging. The battery gauge may mea 
sure, for example, a residual quantity of the battery 296, or a 
Voltage, a current or a temperature during the charging. The 
battery 296 may supply power by generating electricity, and 
may be, for example, a rechargeable battery or Solar battery. 
0089. The indicator 297 may indicate particular states of 
the electronic device 201 or a part (e.g., the AP210) of the 
electronic device 201, for example, a booting state, a message 
state, a charging state, and the like. The motor 298 may 
convert an electrical signal into a mechanical vibration or 
generate vibration, or haptic effect. The electronic device 201 
may include a processing unit (e.g., a GPU) for Supporting a 
module TV. The processing unit for supporting a module TV 
may process media data according to standards such as, for 
example, Digital Multimedia Broadcasting (DMB), Digital 
Video Broadcasting (DVB), media flow, and the like. 
0090. Each of the above-described elements of the elec 
tronic device 201, according to an embodiment of the present 
invention, may include one or more components, and the 
name of the relevant element may change depending on the 
type of electronic device. The electronic device 201, accord 
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ing to an embodiment of the present invention, may include at 
least one of the above-described elements. Some of the 
above-described elements may be omitted from the electronic 
device 201, or the electronic device 201 may further include 
additional elements. Also, some of the elements of the elec 
tronic device 201, according to an embodiment of the present 
invention, may be combined into one entity, which may per 
form functions identical to those of the relevant elements 
before the combination. 

0091 FIG. 3 is a diagram illustrating a configuration of a 
programming module, according to an embodiment of the 
present invention. 
0092 A programming module 310 may be implemented 
in hardware, and may include an OS controlling resources 
related to an electronic device (e.g., the electronic device 201) 
and/or various applications (e.g., an application 147) 
executed in the OS. 

0093. The programming module 310 includes a kernel 
320, a middleware 330, an API 360, and/or the applications 
370. At least a portion of the program module 310 may be 
preloaded in the electronic device or downloaded from an 
external device (for example, electronic devices 102 and 104, 
or server 106). 
(0094. The kernel 320 (e.g., the kernel 141) includes a 
system resource manager 321 and/or a device driver 323. The 
system resource manager 321 may include, for example, a 
process manager, a memory manager, and a file system man 
ager. The system resource manager 321 may perform the 
control, allocation, recovery, and/or the like of system 
resources. The device driver 323 may include, for example, a 
display driver, a camera driver, a Bluetooth driver, a shared 
memory driver, a USB driver, a keypad driver, a Wi-Fi driver, 
and/or an audio driver. Also, according to an embodiment of 
the present invention, the device driver 323 may include an 
inter-Process Communication (IPC) driver. 
(0095. The middleware 330 may include multiple modules 
previously implemented so as to provide a function used in 
common by the applications 370. Also, the middleware 330 
may provide a function to the applications 370 through the 
API 360 in order to enable the applications 370 to efficiently 
use limited system resources within the electronic device. For 
example, as illustrated in FIG.3, the middleware 330 (e.g., the 
middleware 143) includes at least one of a runtime library 
335, an application manager 341, a window manager 342, a 
multimedia manager 343, a resource manager 344, a power 
manager 345, a database manager 346, a package manager 
347, a connectivity manager 348, a notification manager 349, 
a location manager 350, a graphic manager 351, a security 
manager 352, and any other Suitable and/or similar manager. 
(0096. The runtime library 335 may include, for example, a 
library module used by a complier, in order to add a new 
function by using a programming language during the execu 
tion of the application 370. According to an embodiment of 
the present invention, the runtime library 335 may perform 
functions which are related to input and output, the manage 
ment of a memory, an arithmetic function, and/or the like. 
0097. The application manager 341 may manage, for 
example, a life cycle of at least one of the applications 370. 
The window manager 342 may manage GUI resources used 
on the screen. The multimedia manager 343 may detect a 
format used to reproduce various media files and may encode 
or decode a media file through a codec appropriate for the 
relevant format. The resource manager 344 may manage 
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resources, such as a source code, a memory, a storage space, 
and/or the like of at least one of the applications 370. 
0098. The power manager 345 may operate together with 
a Basic Input/Output System (BIOS), may manage a battery 
or power, and may provide power information and the like 
used for an operation. The database manager 346 may man 
age a database in Such a manner as to enable the generation, 
search and/or change of the database to be used by at least one 
of the applications 370. The package manager 347 may man 
age the installation and/or update of an application distributed 
in the form of a package file. 
0099. The connectivity manager 348 may manage a wire 
less connectivity such as, for example, Wi-Fi and Bluetooth. 
The notification manager 349 may display or report, to the 
user, an event Such as an arrival message, an appointment, a 
proximity alarm, and the like in Such a manner as not to 
disturb the user. The location manager 350 may manage loca 
tion information of the electronic device. The graphic man 
ager 351 may manage a graphic effect, which is to be pro 
vided to the user, and/or a user interface related to the graphic 
effect. The security manager 352 may provide various secu 
rity functions used for system security, user authentication, 
and the like. According to an embodiment of the present 
invention, when the electronic device (e.g., the electronic 
device 101) has a telephone function, the middleware 330 
may further include a telephony manager for managing a 
voice telephony call function and/or a video telephony call 
function of the electronic device. 

0100. The middleware 330 may generate and use a new 
middleware module through various functional combinations 
of the above-described internal element modules. The 
middleware 330 may provide modules specialized according 
to types of OSs in order to provide differentiated functions. 
Also, the middleware 330 may dynamically delete some of 
the existing elements, or may add new elements. Accordingly, 
the middleware 330 may omit some of the elements described 
in the various embodiments of the present invention, may 
further include other elements, or may replace the some of the 
elements with elements, each of which performs a similar 
function and has a different name. 

0101. The API 360 (e.g., the API 145) is a set of API 
programming functions, and may be provided with a different 
configuration according to an OS. 
0102 The applications 370 (e.g., the applications 147) 
may include, for example, a preloaded application and/or a 
third party application. The applications 370 (e.g., the appli 
cations 147) include, for example, a home application 371, a 
dialer application 372, a Short Message Service (SMS)/Mul 
timedia Message Service (MMS) application 373, an Instant 
Message (IM) application 374, a browser application 375, a 
camera application 376, an alarm application 377, a contact 
application 378, a voice dial application 379, an electronic 
mail (e-mail) application 380, a calendar application 381, a 
media player application 382, an album application 383, a 
clock application 384, and any other suitable and/or similar 
application. 
0103) According to an embodiment of the present inven 

tion, the applications 370 may include an application (here 
after, “information exchange application') supporting infor 
mation exchange between an electronic device 101 and an 
external electronic device 102 and 104. The information 
exchange application may include a notification relay appli 
cation for transmitting specific information to the external 
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electronic device or a device management application for 
managing the external electronic device. 
0104 For example, the notification relay application may 
include a function of transmitting notification information 
generated by an application of other electronic device (for 
example, the SMS/MMS application 373, the email applica 
tion 380, a health care application, or an environmental in 
formation application) to the external electronic device (for 
example, electronic devices 102 and 104). Further, the noti 
fication relay application can provide notification informa 
tion for a user by receiving from the external electronic 
device. 
0105 The device management application can manage 
(for example, install, delete, or update) at least one function 
(for example, turning on/off of electronic device or some of 
its components, or control of display brightness and resolu 
tion) of external electronic device (for example, electronic 
devices 102 and 104) communicating with the electronic 
device, application operating in the external electronic 
device, or service provided by the external electronic device 
(for example, telephone service or message service). 
0106. According to an embodiment of the present inven 
tion, the applications 370 may include applications (for 
example, a health care application for mobile medical appli 
ance) designated according to the attributes of the external 
electronic device 102 and 104. According to an embodiment 
of the present invention, the applications 370 may include an 
application received from the external electronic device (for 
example, the server 106 or the electronic devices 102 and 
104). According to an embodiment of the present invention, 
the applications 370 may include a preloaded application or a 
third party application downloaded from a server. The com 
ponent names of program module 310, according to an 
embodiment of the present invention, may differ according to 
the type of operating system. 
0107 According to various embodiments of the present 
invention, at least a portion of the program module 310 may 
be configured with software, firmware, hardware, or their 
combinations. At least a portion of the program module 310 
may be implemented or executed by a processor (for example, 
the processor 210). At least a portion of the program module 
310 may include a module, program, routine, command set of 
instructions, or process in order to perform at least one func 
tion. 

0108. The term “module”, as used herein, may refer to, for 
example, a unit including one or more combinations of hard 
ware, software, and firmware. The term “module' may be 
interchangeable with terms such as “unit.” “logic.” “logical 
block.” “component,” “circuit or the like. A module may be 
a minimum unit of a component formed as one body or a part 
thereof. A module may be a minimum unit for performing one 
or more fitnctions or a part thereof. A module may be imple 
mented mechanically or electronically. For example, a mod 
ule, according to an embodiment of the present invention, 
may include at least one of an Application-Specific Integrated 
Circuit (ASIC) chip, a Field-Programmable Gate Array 
(FPGA), and a programmable-logic device for performing 
certain operations, which have been known or are to be devel 
oped in the future. 
0109 At least a part of the programming module 310 may 
be implemented by instructions stored in a non-transitory 
computer-readable storage medium. When the instructions 
are executed by one or more processors (e.g., the one or more 
processors 120), the one or more processors may perform 
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functions corresponding to the instructions. The non-transi 
tory computer-readable storage medium may be, for 
example, the memory 130. At least apart of the programming 
module 310 may be implemented (e.g., executed) by, for 
example, the one or more processors 120. At least apart of the 
programming module 310 may include, for example, a mod 
ule, a program, a routine, a set of instructions, and/or a pro 
cess for performing one or more functions. 
0110. The computer-readable storage media may include 
a hard disk, floppy disk, magnetic media (for example, mag 
netic tape), optical media (for example, Compact Disc Read 
Only Memory (CD-ROM), DVD, magneto-optical media 
(for example, floptical disk), hardware device (for example, 
ROM, RAM, or flash memory). Further, the program com 
mand may include not only the machine language code gen 
erated by a compiler, but also a high level language code 
executable by a computer using an interpreter. The above 
described hardware devices may be configured to operate 
with at least one software module in order to perform an 
operation, or vice versa, according to various embodiments of 
the present invention. 
0111 Names of the elements of the programming module 
(e.g., the programming module (e.g., the programming mod 
ule 310), according to an embodiment of the present inven 
tion, may change depending on the type of OS. The program 
ming module 310, according to an embodiment of the present 
invention, may include one or more of the above-described 
elements. Alternatively, some of the above-described ele 
ments may be omitted from the programming module 310. 
Alternatively, the programming module 310 may further 
include additional elements. The operations performed by the 
programming module 310 or other elements, according to an 
embodiment of the present invention, may be processed in a 
sequential method, a parallel method, a repetitive method, or 
a heuristic method. Also, some of the operations may be 
omitted, or other operations may be added to the operations. 
0112 Embodiments of the present invention relate to an 
electronic device and a method for operating the electronic 
device, which includes Sound (voice) recording functions for 
a plurality of speakers, playing a Sound recording file, and 
managing the recording file. In various embodiments of the 
present invention, the Sound recording can be performed by 
considering various sound recording environments (for 
example, Sound recording in an interview, a conference, a 
speech, and daily activity), distance or direction between the 
speakers, and accordingly an electronic device and a method 
of operating the electronic device, which can intuitively play 
a corresponding sound recording file, are disclosed. 
0113. According to various embodiments of the present 
invention, a sound signal (acoustic signal) is input from a 
multi-direction by using a plurality of microphones installed 
in an electronic device or through synchronization of a plu 
rality of electronic devices. A Sound source generation direc 
tion (speaker area) is traced by calculating a Sound signal 
input by a predetermined method. Further, according to vari 
ous embodiments of the present invention, the traced Sound 
Source direction may be provided by converting to visualized 
information. According to various embodiments of the 
present invention, by providing the Sound source generation 
direction with visualized information, playback can be 
selected from individual speakers according to a user selec 
tion. 

0114. According to various embodiments of the present 
invention, the electronic device may include a plurality of 
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microphones, and can Support Voice recording by distinguish 
ing speakers, locations, or directions of speakers by using the 
plurality of microphones. In various embodiments of the 
present invention, the plurality of microphones may include 
an internal microphone installed in an electronic device oran 
external microphone connected to the electronic device, and 
can additionally or alternatively operate by combining the 
internal microphone with the external microphone. 
0115 Further, according to various embodiments of the 
present invention, Sound recording of voices for a plurality of 
speakers can be performed through wired or wireless Syn 
chronization between a plurality of electronic devices, and 
the sound recording can be supported by distinguishing 
speakers, locations, and directions of speakers based on the 
plurality of electronic devices. Further, according to various 
embodiments of the present invention, the electronic device 
can intuitively display information of speakers participated in 
the Sound recording and information of speaker area (location 
or direction) between speakers, and Support a selective play 
back according to a selection of speaker. 
0116 Invarious embodiments of the present invention, the 
electronic device may include all the devices utilizing various 
processors (for example, processor 120), such as an AP, GPU, 
and CPU. For example, the electronic device may include an 
information and communication device, multimedia device, 
wearable device, and an application device that Supports 
functions according to various embodiments of the present 
invention. 

0117 Hereafter, a method is described for accessing hard 
ware, according to various embodiments of the present inven 
tion. However, various embodiments of the present invention 
include technologies using both hardware and Software, and 
thereby various embodiments of the present invention don’t 
exclude an access method based on the Software. 

0118. According to an embodiment of the present inven 
tion, an electronic device may include: a plurality of micro 
phones configured to input a voice; a storage unit configured 
to store a sound recording file; a display unit configured to 
visually display a speaker area by individual speaker while 
Sound recording or playing a Sound recording file; and a 
control unit configured to control to display a speaker area 
corresponding to a speaker direction while proceeding the 
Sound recording, to store a sound recording file by including 
Voice information and direction information when the Sound 
recording is finished, to visually display a selective playback 
and a speaker area of the playback while playing the Sound 
recording file. In various embodiment of the present inven 
tion, the microphone may include an internal microphone and 
an external microphone. Further, the Sound recording file may 
be configured with Voice information, direction information, 
distance information, and text information, and the storage 
unit can store an original Sound recording file, divided Sound 
recording ile, Sound recording file by individual speaker 
when storing the Sound recording file. 
0119 Hereinafter, the sound recording mode may be used 
as a term including a normal mode, interview mode, meeting 
mode/conference mode, Voice memo mode, and playback 
mode. The normal mode may be a mode in which a user 
performs a conventional Sound recording function by using 
the electronic device. The interview mode may be a mode in 
which the user performs a sound recording function by an 
individual speaker in an environment of talking with more 
than one user by using the electronic device. The conference 
mode may be a mode in which the Sound recording function 
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is performed by individual speakers in an environment of a 
conference with a plurality of speakers. The voice memo 
mode may be a mode in which a text-based message or memo 
is recorded by converting a voice to a text. The playback mode 
may be a mode in which Sound recording files stored by 
various Sound recording functions are played back. 
0120 FIG. 4 is a diagram illustrating microphones dis 
posed in an electronic device, according to an embodiment of 
the present invention. 
0121 Referring to FIG. 4, an electronic device 400 
includes a plurality of microphones (for example, a first 
microphone 443A, a second microphone 443B, and a third 
microphone 443C). For example, the plurality of micro 
phones may be installed at one of the upper Surface, lower 
Surface, right Surface, left Surface, front Surface, or rear Sur 
face of the electronic device 400. 
0122) Invarious embodiments of the present invention, the 
plurality of microphones 443A, 443B, and third microphone 
443C may be installed in the electronic device 400, and trans 
mit related information to a control unit so that the Sound 
recording function is performed by receiving Voices from the 
plurality of speakers. 
0123. In an embodiment of the present invention, the elec 
tronic device 400 includes the first microphone 443A, the 
second microphone 443, and the third microphone 443C. The 
first microphone 443A and the second microphone 443B are 
installed at the lower surface of the electronic device 400, and 
the third microphone 443C is installed at the upper surface of 
the electronic device 400. In an embodiment of the present 
invention, one of the first microphone 443A, the second 
microphone 443B, and the third microphone 443C may be a 
microphone for a telephone function of the electronic device 
400, and the remaining microphones may be microphones for 
sound recording of the electronic device 400. In various 
embodiments of the present invention, the first microphone 
443A, the second microphone 443B, and the third micro 
phone 443C may be designed to have directional compo 
nentS. 

0.124. In the electronic device 400, according to various 
embodiment of the present invention, the arrangement of 
microphones is not limited to that shown in FIG. 4. The 
arrangement of microphones can be implemented variously, 
for example, two microphones may be installed at the upper 
surface of the electronic device 400 and one microphone may 
be installed at the lower surface of the electronic device 400. 
Alternatively, an additional microphone can be installed at 
the right surface or left surface of the electronic device 400. 
0.125. In various embodiment of the present invention, the 
electronic device 400 including the plurality of microphones 
443A, 443B, and 443C can identify speaker information (for 
example, location, distance, or direction of speaker) based on 
at least one of time difference, distance difference, or inten 
sity of sound (for example, difference of decibel) of voices 
input through the first microphone 443A, Second microphone 
443B, and third microphone 443C. 
0126 FIG. 5 is a flowchart illustrating processing of a 
Voice recording in an electronic device, according to an 
embodiment of the present invention. 
0127. Referring to FIG. 5, the AP 210 performs a sound 
recording mode, in step 601. For example, the AP 210 can 
receive a user input requesting execution of the sound record 
ing mode while operating the electronic device 201, and 
execute the sound recording mode responding to the user 
input. The Sound recording mode may be performed as an 
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interview mode or a conference mode according to a user 
selection, and the AP210 can control to display an interface 
related to the Sound recording mode according to the user 
selection. 

I0128. According to various embodiments of the present 
invention, the AP 210 receives a Sound signal (acoustic sig 
nal) through the microphone, in step 603. For example, if at 
least one user (speaker) makes a speech in a conference 
environment, the corresponding Sound may be input through 
a plurality of microphones (for example, the first microphone 
443A, the second microphone 443B, and the third micro 
phone 443C) installed in the electronic device 400. The plu 
rality of microphones can receive the input Sound and trans 
mit to the AP210 by converting to an electric signal. 
I0129. According to various embodiments of the present 
invention, if sound signals (acoustic signals) are received 
from the plurality of microphones, the AP210 calculates each 
sound signal, in step 605. For example, the AP210 can cal 
culate the Sound signals (acoustic signals) input through the 
plurality of microphones by using a sound source location 
tracing system based on a Time Difference Of Arrival 
(TDOA) between sound signals. The algorithm of TDOA 
may indicate a system which traces a location of a Sound 
Source by using arrival delay differences of Sound signals 
input through a plurality of microphones installed at different 
locations, according to the arrangement of microphones (for 
example, the first microphone 443A, the second microphone 
443B, and the third microphone 443C). According to an 
embodiment of the present invention, the AP210 can calcu 
late a relative time delay existing between each Sound signal 
(for example, waveform of sound signal) by using the TDOA. 
Alternatively, the AP 210 can calculate the sound signals 
input through the plurality of microphones by using a Sound 
Source location tracing system, which compares the fre 
quency, phase, or Sound pressure of the Sound signal based on 
Steered Response Power (SRP). According to an embodiment 
of the present invention, the Sound has a characteristic of 
Sound pressure besides the frequency and phase. The Sound 
pressure is a pressure generated when Sound waves passes 
through a medium, and differences in the size of sound pres 
Sure can generate according to distances between the Sound 
signal and each microphone. Accordingly, by calculating and 
comparing Sound pressures input through each microphone, 
it can be identified that a Sound has generated at the closet 
location of microphone having the highest sound pressure. 
Further, the AP 210 can use a complex algorithm to trace a 
Sound source. 
0.130. According to various embodiments of the present 
invention, the AP 210 identifies a direction of sound source 
based on the calculation result, in step 607. For example, AP 
210 can identify a direction of sound source from the result 
calculated through a Sound source location tracing algorithm 
such as the TDOA or SRP, and distinguish individual speak 
ers (for example, speaker area) according to the direction of 
Sound source. 

I0131. According to various embodiments of the present 
invention, the AP 210 processes speaker information to be 
displayed corresponding to the direction of Sound source, in 
step 609. For example, the AP210 can identify a speaker area 
of the current speaker by analyzing the direction of traced 
Sound source, and process So that speaker information for 
recognizing the current speaker is dynamically displayed 
through the identified speaker area. According to an embodi 
ment of the present invention, the AP 210 can identify the 
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direction of speaker, provide a user interface for relating the 
identified direction to the speaker, and provide the user inter 
face to be dynamically updated corresponding to the input 
Sound Source. Operations for displaying a speaker area and 
the corresponding speaker information according to an 
embodiment of the present invention will be described later. 
0.132. According to various embodiments of the present 
invention, the AP 210 can process the sound recording by 
individual speakers in a background based on Sound signals 
input through the plurality of microphones and the direction 
of traced sound source while processing steps 603 to 609, and 
buffersound recording information by individual speakers. In 
various embodiments of the present invention, the Sound 
recording information may include Sound information being 
recorded and analyzed location information of the corre 
sponding Sound. 
0.133 According to various embodiments of the present 
invention, the AP 210 identifies whether a user input for 
terminating the Sound recording operation is detected, in step 
611. For example, the AP 210 can identify whether a user 
input is generated through an interface (for example, an end 
button) set for terminating the Sound recording function while 
performing a sound recording function in a Sound recording 
mode. 
0134. According to various embodiments of the present 
invention, if a user input for terminating the Sound recording 
operation is not detected, the AP210 returns to step 603 and 
performs the above-described operations. 
0.135 If a user input for terminating the sound recording 
operation is detected, the AP210 generates a Sound recording 
file, in step 613. For example, the AP 210 terminates voice 
recording responding to a user input, and generates at least 
one sound recording file based on Sound recording informa 
tion buffered by individual speakers in the sound recording 
operation. According to the embodiment of the present inven 
tion, the sound recording information by individual speaker 
may be generated with separate files or generated with a 
single file. According to various embodiments of the present 
invention, the AP210 can generate the sound recording file by 
including speaker location information. 
0136. According to various embodiments of the present 
invention, the AP 210 stores the generated sound recording 
file, in step 615. For example, the AP 210 can store one or 
more sound recording files corresponding to individual 
speakers according to the Sound recording system. 
0.137 According to various embodiments of the present 
invention, the AP210 terminates the sound recording mode, 
in step 617. According to the embodiment of the present 
invention, when the Sound recording mode is finished 
responding to a user input, the AP210 can display a file list of 
the stored sound recording files or stop the Sound recording 
operation while maintaining a screen display of the Sound 
recording mode. 
0138 According to various embodiments of the present 
invention, AP 210 can identify a speaker from the input 
acoustic signal (sound signal, Voice), and perform an opera 
tion of identifying a direction of the identified speaker while 
proceeding with the Sound recording. According to various 
embodiments of the present invention, control unit 480 can 
provide a user interface for relating the direction to the 
speaker based on the operation result, and dynamically 
update the user interface while proceeding the Sound record 
ing. According to various embodiments of the present inven 
tion, the operation of updating may include an operation of 
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visually displaying changed speaker information in the cor 
responding direction responding to the acoustic signal while 
proceeding the Sound recording. According to various 
embodiments of the present invention, the operation of updat 
ing may include operations of identifying a speaker based on 
an acoustic signal input, and displaying changed speaker 
information in a user interface based on the identification 
result or displaying by adding new speaker information to the 
user interface. 

0.139 FIG. 6 is a diagram illustrating a procedure of pro 
cessing Voice recording in an electronic device, according to 
an embodiment of the present invention. 
0140. Referring to FIG. 6, a voice (sound) 500 generated 
by a speaker can be input through a plurality of microphones 
(for example, the first microphone 443A, the second micro 
phone 443B, and the third microphone 443C). The voice 
(sound) input through the plurality of microphones can be 
converted to electric signals through an Analog-Digital Con 
verter (ADC) 510. 
0.141. According to various embodiments of the present 
invention, a Pulse Code Modulation (PCM) sound source 520 
and an angle (in degrees) 535 can be extracted from the voice 
(sound) when the voice passes through the ADC 510, For 
example, the ADC 510 can transmit the voice signal of a 
speaker to a voice recorder 550 by converting to a digital 
signal through a 3rd party module (for example, PCM sound 
module, and PCM tone generator) using the PCM system, and 
perform sound recording through the voice recorder 550. 
Further, the ADC 510 can extract the angle 535 of the input 
ting Voice through the 3rd party module. The extracted angle 
535 can be stored in a system memory 530. 
0142. According to various embodiments of the present 
invention, the angle 535 stored in the system memory 530 can 
be transmitted to the voice recorder 550 in real time through 
an audio framework 540. 

0.143 According to various embodiments of the present 
invention, the voice recorder 550 can perform sound record 
ing based on the transmitted PCM sound source, and analyze 
the directivity of the PCM sound source by using the angle 
transmitted during sound recording. The AP210 can display 
the speaker information in the display unit based on the ana 
lyzed directivity. Further, the directivity may be stored by 
synchronizing with the PCM sound source. 
0144. According to various embodiments of the present 
invention, the angle (degree) can be accumulated according to 
a time elapse, and accordingly locations of each speakers can 
be identified. Such an example is shown in Table 1 below. 

TABLE 1 

30 ms 60 ms 90 ms 120ms 150ms 

Direction A 80° 790 83 77o 84 
Direction B 270° 277o 35o 273o 272 

0145 Table 1 illustrates an example of distinguishing each 
speaker from an identified angle (degree) according to vari 
ous embodiments of the present invention. In Table 1, the 
Vertical line indicates locations of each speaker and the hori 
Zontal line indicates a time elapse. Hereafter, a method of 
distinguishing speakers (or speaker locations) according to 
various embodiments of the present invention is described. 
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0146 FIG. 7 is a diagram illustrating operations of distin 
guishing speakers while performing Voice recording in an 
electronic device, according to an embodiment of the present 
invention. 
0147 Referring to FIG. 7, the electronic device 400 can 
detect a speaker in the omnidirectional range (0° to 360°) in a 
Sound recording mode (for example, conference mode). 
0148. Further, in the embodiment of the present invention, 
a representative angle can be calculated by obtaining a cumu 
lative average of identified angles. According to the embodi 
ment of the present invention, the electronic device 400 can 
identify a direction of speaker based on the calculated repre 
sentative angle (i.e., analyzed directivity) as shown in FIG.7. 
According to an embodiment of the present invention, the 
users can be distinguished, such as, user A: 180°, user B: 
305°, user C: 25°, and user D: 115° as shown in FIG. 7. 
0149 Further, if a newly input angle has a difference more 
than a predetermined base angle (for example, +/-10'. 
+/-15°, +/-30) from the presented angle, the newly input 
angle can be ignored or discarded by identifying as an error 
value. 
0150. For example, referring to Table 1, if firstly identified 
angle is 270° at 30ms, the presented angle may be determined 
to be 270°. Subsequently, if a new angle 277 is input at 60 
ms, the presented angle may be determined to be approxi 
mately as 273 by obtaining a cumulative average of the 
previous 270° and new 277. Here, the new angle 277 exists 
in a tolerance range (for example, base angle +/-10) from the 
presented angle 270°, and thereby can be used for the calcu 
lation of presented angle. Subsequently, if a new angle 35° is 
input at 90 ms, the new angle 35° is identifies as an error, and 
can be ignored. Namely, because the new angle 35° has a 
difference more than a tolerance range (for example, base 
angle +/-10) from the presented angle 273, the angle 35° 
may be processed as an error. Subsequently, an angle 273° 
input at 120 ms and an angle 272 input at 150 ms may be 
determined in the same manner as described above. 
0151. Further, according to various embodiments of the 
present invention, average angles for all the angles input 
within the base angle (for example, +/-10) can be converted 
to the cumulative average angle (for example, 273°) and 
stored in a file. According to an embodiment of the present 
invention, if a cumulative average angle for user B is calcu 
lated after calculating the cumulative average angle 305°, 
angles input within a base angle (for example, +/-10) set at 
305 may be determined as a speaker location based on 305°, 
and angles having a difference more than the predetermined 
base angle (for example, 290) may be processes as error as 
shown in FIG. 7. 
0152 FIGS. 8 and 9 are diagrams illustrating operations of 
identifying a speaker area in an electronic device, according 
to another embodiment of the present invention. 
0153. Referring to FIGS. 8 and 9, the speaker area can be 
identified by considering an input angle and movement of 
speaker while recording a voice by individual speakers. 
0154 According to various embodiments of the present 
invention, a corresponding speaker area can be identified by 
measuring frequencies of input angles (directions) of Sound 
Source while recording Voices by individual speakers, as 
shown in FIG.8. For example, a sound source between 19° 
and 31 may be identified as an identical speaker area (for 
example, user C), a sound source between 109° and 121 may 
be identified as an identical speaker area (for example, user 
D), a sound source between 175° and 187° may be identified 
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as an identical speaker area (for example, user A), and a Sound 
source between 283° and 310 may be identified as an iden 
tical speaker area (for example, user B). 
0.155. As shown in FIG. 9, the speaker area can be identi 
fied by considering a movement or displacement within a 
limited area of speaker (for example, error range of base 
angle). In various embodiments of the present invention, the 
error range may be variously determined according to the 
type of Sound recording environment. According to an 
embodiment of the present invention, in a conference envi 
ronment having frequent movement of speaker, the Sound 
recording may be performed in a dynamic mode in which the 
error range (base angle) is set greater (for example, +/-30) 
and, in a conference environment having less movement of 
speaker, the Sound recording may be performed in a static 
mode in which the error range is set Smaller (for example, 
+/-15). Accordingly, in the embodiment of the present 
invention, a sound source having different directivities within 
a predetermined error range can be identified as an identical 
speaker (user). Such an error range can be changed variously 
according to settings of user or electronic device 400. 
0156 FIGS. 10 to 12 are diagram illustrating operations of 
distinguishing a speaker in real time in an electronic device, 
according to an embodiment of the present invention. 
0157 FIG. 10 illustrates an example of performing sound 
recording for 4 speakers, i.e., user A, user B, user C, and user 
D, and the horizontal line indicates a time elapse and the 
Vertical line indicates each speaker location (angle of identi 
fied direction). According to an embodiment of the present 
invention, direction data can be collected at 1 frame per 
specific period (for example, 10 ms). 
0158. In various embodiments of the present invention, a 
speech may be made by a specific speaker or simultaneously 
by a plurality of speakers while performing sound recording, 
or various situations can be generated like that no speech is 
made for a certain time, a speaker moves, or a noise is gen 
erated. For example, the Sound recording may include a noise 
section 910, a simultaneous speech section 920, a mute sec 
tion 930, and a speaker movement section 940 as shown in 
FIG 10. 

0159. According to various embodiments of the present 
invention, the noise section 910 may indicate a section where 
an input directions changes within a specific time (for 
example, 30 ms). The electronic device 400 may identify a 
Sound signal in the noise section as a noise or meaningless 
Voice. For example, in various embodiments of the present 
invention, if a sound having a great difference from an aver 
age angle of the previous sounds is generated from the same 
speaker area, the Sound may be processed as a noise. Accord 
ing to an embodiment of the present invention, electronic 
device 400 can process a sound having a value less than a 
predetermined size of sound or a sound having a great differ 
ence from an average angle of the previous sound as a noise or 
meaningless voice. 
0160 According to various embodiments of the present 
invention, the simultaneous speech section 920 may indicate 
a section where changes (i.e., direction change) between 
more than one speaker is made repeatedly for more than a 
specific time (for example, 1 ms). For example, as shown in 
FIG. 11, the electronic device 400 can identify the simulta 
neous speech section 920 if an interchange between more 
than one sound direction is generated. According to an 
embodiment of the present invention, the electronic device 
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400 can identify the simultaneous speech section 920 when 
angle change is repeated for a plurality of speakers in a 
specific time. 
0161 According to various embodiments of the present 
invention, the mute section 930 may indicate a section where 
an input Sound is measured with a value less than a base value 
(for example, 20 dB). The electronic device 400 can deter 
mine the mute section if no Sound is input from a plurality of 
microphones or the intensity of Sound being input is mea 
sured with a value less than a predetermined value. 
0162 According to various embodiments of the present 
invention, the speaker movement section 940 may indicate a 
section where an input angle from an identical speaker area 
changes within a predetermined value. The electronic device 
400 can identify the speaker movement section 940 if an 
average angle value in a speech section changes within a 
critical value. An example is described with reference to FIG. 
12. Here, it is assumed that the currently input sound angle is 
167 while performing sound recording for each speaker of 
user A (angle 30°), user B (angle 180°), and user C (angle 
2309). 
0163 According to various embodiments of the present 
invention, as shown in FIG. 12 if a sound is input, the elec 
tronic device 400 can identify a speaker area (direction) of 
user A, user B, and user C. For example, the angle 167 of 
input Sound is in a tolerance range (for example, +/-100) of 
the direction angle 180° of user B, and can be identified to 
belongs to speaker area (direction) of user B. The electronic 
device 400 can compare the input sound angle 167 with an 
average (for example, 170') of recent angles (for example, 
recent 5 angles), and determine that a movement is generated 
in the direction (speaker area) of user B if the angle 167 is 
within a tolerance range (for example, +/-10') of the average 
(for example, 170). According to various embodiments of 
the present invention, the oldest angle is excluded from the 
recent angles, a median of the remaining 4 angles is calcu 
lated, and an average of the recent angles is calculated by 
adding to the remaining angles. For example, in the example 
of FIG. 12, the oldest angle 168° is discarded from the recent 
angles of user B: 168°, 172°, 170°, 175°, and 179°, and an 
average is calculated by adding a median 174° to the remain 
ing angles: 172°, 170°, 175°, and 179°. Further, if a subse 
quently input sound angle is 163, it can be identified that a 
movement is generated in the speaker area of user B, because 
the input sound angle 163° is within the tolerance range (for 
example, +/-10) of the average 170°. 
0164. According to various embodiments of the present 
invention, in order to identify as an identical speaker, a 
speaker area detected within a specific angle tolerance range 
(for example, +/-5°, +/-10°, and +/-15°) can be identified as 
of identical speaker, and Such a tolerance range can be vari 
ously set or changed by a user. 
0.165 According to various embodiments of the present 
invention, a mute section can be generated within a specific 
time (for example, 1 sec) in the same speaker area as already 
mentioned before. For example, as shown by reference num 
ber 950 of FIG. 10, if the mute section is generated within the 
specific time (for example, 1 sec) in the speech section of user 
C and identical to a preceding and following speakers, the 
corresponding section is not processed as a mute section but 
identified as a continuous speech section 950 of the same 
speaker. According to an embodiment of the present inven 
tion, the electronic device 400 can identify the continuous 
speech section 950 of the same speaker if the mute section is 
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continued less than a specific time in the speaker area and the 
speaker is same as the preceding and following speakers. 
0166 Similarly, according to various embodiments of the 
present invention, the electronic device 400 can identify a 
speaker location by tracing an input voice, and distinguish 
speech and speaker movements of a plurality of speakers in 
real time based on at least one of a cumulative direction 
change, time, or Volume. 
0.167 FIG. 13 is a diagram illustrating an operation of 
distinguishing a speaker in an electronic device, according to 
an embodiment of the present invention. 
0168 Referring to FIG. 14, a speaker area is compensated 
if more than one speaker area is identified as an identical 
speaker by using speaker recognition while performing Voice 
recording in the electronic device 400, For example, as shown 
in FIG. 13, sounds can be input from more than one area 1210 
and 1230 due to a movement of the same speaker while 
making a speech. 
0169. In various embodiments of the present invention, if 
more than one area 1210 and 1230 is identified from the same 
speaker due to the movement of speaker when identifying a 
speaker and a speaker area based on the direction, the elec 
tronic device 400 can identify more than one area 1210 and 
1230 as an area 1200 of the same speaker. According to an 
embodiment of the present invention, the electronic device 
400 can identify whether adjacent areas 1210 and 1230 cor 
responds to the area 1200 of the same speaker by using 
speaker recognition, and can integrate Sound signals input 
from the adjacent areas 1210 and 1230 through the same 
channel if the adjacent areas 1210 and 1230 are identical to 
area 1200 of the same speaker. 
0170 Further, according to an embodiment of the present 
invention, when a plurality of speakers makes a speech, the 
speaker area can be divided individually based on the direc 
tions, and speaker recognition can be performed based on the 
divided area. 
0171 FIG. 14 is a diagram illustrating operations of dis 
tinguishing a speaker in an electronic device, according to 
another embodiment of the present invention. 
(0172 Referring to FIG. 14, the electronic device 400 per 
forms a compensation operation if more than one speaker area 
is identified from the same speaker due to a rotation or move 
ment of the electronic device 400 while performing voice 
recording by using a specific sensor. In various embodiments 
of the present invention, the specific sensor may include at 
least one of a gyro sensor, an altitude sensor, a direction 
sensor, or an acceleration sensor. 
0173 For example, as shown in FIG. 14, the electronic 
device 400 may rotate or move while performing sound 
recording. In various embodiments of the present invention, if 
a change of attitude (for example, rotation or movement) is 
generated while performing Sound recording, the electronic 
device 400 can identify its own rotation angle (for example, 
25°) by using the specific sensor. The electronic device 400 
can apply the rotation angle (for example, 25') to the direc 
tion (angle) of each speaker area and identify a speaker. 
0.174 FIGS. 15 to 18 are diagrams illustrating an interface 
for displaying a sound recording function in an electronic 
device, according to an embodiment of the present invention. 
(0175 FIG. 15 illustrates an example of screen interface 
provided in a sound recording mode (for example, conference 
mode) executed by the electronic device 400. FIG. 15 shows 
a screen example before the Sound recording is performed in 
the sound recording mode. As shown in FIG. 15, the screen 
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interface is divided into a speaker information area 1410 and 
a control area 1430. The speaker information area 1410 can 
provide speaker information identified while performing 
Sound recording and speaker information of the currently 
identified speaker. In various embodiments of the present 
invention, the speaker information may be displayed with an 
object such as a text, graphic (icon, photo, or image), video, 
and their combinations. The control area 1430 provides time 
information 1431, file information 1433, and control infor 
mation 1435 related to the sound recording. 
0176 According to various embodiments of the present 
invention, in a state of displaying a screen interface shown in 
FIG. 15, a user can perform Sound recording by using control 
information 1435 related to the sound recording. For 
example, user can initiate a sound recording function by using 
a button 1437 for starting and ending the Sound recording. 
The electronic device 400 can perform the sound recording 
function responding to the users initialization of Sound 
recording function, and correspondingly display a screen 
interface shown in FIG. 15. 
(0177 Referring to 16, the electronic device 400 can dis 
play a time elapse according to the Sound recording through 
the time information 1431. The electronic device 400 can 
display speaker information identified in the Sound recording 
with a predetermined object through the speaker information 
area 1410. For example, it is assumed that 3 speakers partici 
pate in talking and all the speakers are identified because all of 
the speakers made speeches in the Sound recording. 
(0178. In this case, 3 objects 1510, 1520, and 1530, corre 
sponding to the number of speakers, can be displayed in the 
speaker information area 1410, as shown in FIG. 16. Further, 
the objects 1510, 1520, and 1530 can be disposed so that they 
have directivities corresponding to the identified speakers. 
For example, as described above, the electronic device 400 
can analyze a speaker area from the input sound source, and 
display the objects 1510, 1520, and 1530 of each speaker in 
the speaker information area 1410 corresponding to the direc 
tivities of analyzed speaker areas. According to an embodi 
ment of the present invention, as shown in FIG. 16, the object 
1510 may indicate speaker information of the identified user 
A, the object 1520 may indicate speaker information of the 
identified user B, and the object 1530 may indicate speaker 
information of the identified user C. 

0179. In various embodiments of the present invention, 
when recognizing a speaker according to the Sound recording 
function, the electronic device 400 can display predetermined 
visual information in the speaker area corresponding to the 
order of identified speakers. For example, electronic device 
400 can display a text-based Voice 1 and a graphic-based user 
item (for example, the object 1510) of the firstly identified 
speaker in a corresponding location of the speaker informa 
tion area 1410, Voice 2 and a user item such as the object 1520 
of the secondly identified speaker (for example, user B) in a 
corresponding location, and Voice 3 and a user item (for 
example, the object 1530) of the thirdly identified speaker 
(for example, user C) in a corresponding location. 
0180. In various embodiments of the present invention, 
when displaying the objects 1510, 1520, and 1530 through 
the speaker information area 1410, the electronic device 400 
can display a speaking state by distinguishing speakers. For 
example, the electronic device 400 can distinguish between a 
speaker making a speech and a speaker not making a speech. 
According to an embodiment of the present invention, in the 
example of FIG. 16, the objects 1510 and 1530 of the corre 
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sponding speakers (for example, respectively user A and user 
C) indicate a state of not speaking, and the object 1520 of the 
corresponding speaker (for example, user B) indicates a state 
of speaking. The electronic device 400 can display an object 
of speaker area for an identified speaker differently from 
other objects by differently visualizing if at least one speaker 
is identified while proceeding the sound recording. Accord 
ing to various embodiments of the present invention, corre 
sponding object can be differently displayed by visualizing at 
least one of color, brightness, intaglio/relief, and shape (shape 
change), highlight, or by adding an item (for example, speech 
state icon) according to a speaking state of speaker. 
0181. According to various embodiments of the present 
invention, a user can variously change objects (speaker infor 
mation) indicating each speaker through the speaker infor 
mation area 1410 as shown in FIG. 17. For example, referring 
to FIG. 18, in the state of displaying objects 1510, 1520, and 
1530 (for example, information of text and/or item such as 
Voice 1, Voice 2, Voice 3, and each graphic item) of users (for 
example, user A, user B, user C) participating in the Sound 
recording through the speaker information area 1410, a user 
can select a specific object. In various embodiments of the 
present invention, the selection of a specific object can be 
performed based on a user input according to a predetermined 
touch type and a user input according to a physical button. For 
example, the user input can be performed variously according 
to a predetermined touch type such as a long press, short 
press, or double press of object, or by a physical button (for 
example, direction/movement button and selection button). 
0182 An example of changing the speaker information 
according to object displayed in the speaker information area 
1410 is described with reference to FIGS. 17 and 18. 

0183. According to various embodiments of the present 
invention, as shown in FIG. 17, a user can select the object 
1530 corresponding to user C based on a predetermined user 
input (for example, long press). If a user input is detected 
through the object 1530 while performing sound recording, 
the electronic device 400 can identify execution of editing 
mode. The electronic device 400 can switch to a screen inter 
face for the object editing responding to a user input. For 
example, a text window 1650 including Voice 3 can be dis 
played so that the text of selected object 1530 (for example, 
Voice 3) can be edited, and additionally or alternatively a 
popup window for changing a user item can be displayed. The 
user can change the speaker information of the object 1530 in 
the state of displaying the text window 1650. According to an 
embodiment of the present invention, as shown in FIG. 17, the 
user can change “Voice 3’ to "Jerry'. If the change of speaker 
information is finished according to Such an operation, Voice 
3 can be replaced with Jerry in the screen interface. Similarly, 
the user item also can be changed to various graphic images 
according to a user selection. 
0184. According to various embodiments of the present 
invention, the change of speaker information can be per 
formed by Synchronizing with a phonebook. For example, the 
electronic device 400 can display a phonebook list respond 
ing to a user input, and the user can select an item of corre 
sponding speaker (for example, speaker of object 1530) from 
the phonebook list. The electronic device 400 can extract 
contact information (for example, name/nickname, telephone 
number, and image) responding to the selection of item, and 
automatically change the corresponding item according to a 
predetermined priority of the contact information (for 
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example, name nickname>image-telephone number). An 
example of screen interface configured like this is shown in 
FIG. 18. 

0185. As shown in FIG. 18, according to various embodi 
ments of the present invention, the objects 1520 and 1530 of 
FIG. 16 can be changed to names (for example, Jack and 
David) of the corresponding speakers (for example, user B. 
user C). 
0186. According to various embodiments of the present 
invention, the electronic device 400 can extract Rich Com 
munication Suite (RCS) information of counterpart speaker 
(for example, various user information obtained through vari 
ous communication services such as an image, name/nick 
name, message, video, or Social information) based on the 
speaker's voice identified in the sound recording and RSC 
information applied to the phonebook of the electronic device 
400, and automatically change an object of the corresponding 
speaker according to the extracted RCS information. 
0187 FIG. 19 is a diagram illustrating displaying a sound 
recording function in an electronic device, according to 
another embodiment of the present invention. 
0188 FIG. 19 illustrates an example of screen interface 
provided according to execution of Sound recording mode 
(for example, interview mode) in the electronic device 400. In 
particular, FIG. 19 illustrates a case when the sound recording 
function is performed based on an interview mode in the 
electronic device 400, and the sound recording can be per 
formed corresponding to the aforementioned operations of 
sound recording function in the electronic device 400. 
According to an embodiment of the present invention, in case 
of an interview mode capable of distinguishing speakers, the 
Sound recording can be performed with 2 channels (for 
example, L channel and R channel) by using 2 speaker units 
installed in the upper surface and lower surface of the elec 
tronic device 400, and the sound recording can be performed 
with a fixed beam forming system by using the 2 speakers 
installed at the upper and lower side of the electronic device 
400. In the interview mode, stereo sound recording can be 
performed by distinguishing the upper speaker as an L chan 
nel and the lower speaker as an R channel. 
0189 According to various embodiments of the present 
invention, various sound recording interfaces can be provided 
according to various Sound recording environments of users. 
The screen interfaces of FIGS. 15 to 18 indicate examples of 
interface according to the conference mode (or talk mode), 
and the screen interface of FIG. 19 indicates an example of 
interface according to the interview mode (or single direction 
Sound recording mode). Accordingly, the sound recording 
function corresponding the sound recording environment can 
be improved and identification of user's mode identification 
can be easily performed. 
0190. According to an embodiment of the present inven 

tion, the conference mode sensitively responds to Sounds of a 
plurality of microphones in the multi-direction (for example, 
0° to 360°), the electronic device 400 may perform sound 
recording with the same amount of Sound for all the micro 
phones. Further, according to various embodiments of the 
present invention, the interview mode may be a mode in 
which the sound recording is performed so that the micro 
phone responds to Sounds in one direction according to the 
characteristics of interview, for example, so that a Sound in the 
front direction of the electronic device 400 is recorded inten 
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sively. Further, according to various embodiments of the 
present invention, the Sound recording modes and interfaces 
can be variously modified. 
0191 FIG.20 is a diagram illustrating an example of inter 
face for displaying a list of Sound recording files in an elec 
tronic device, according to an embodiment of the present 
invention. 
(0192 Referring to FIG. 20, as described above, an 
example of interface for displaying a list of Sound recording 
files recorded according to the executing Sound recording 
mode (for example, normal mode, conference mode, and 
interview mode) is illustrated. According to various embodi 
ments of the present invention, the Sound recording files can 
be displayed by distinguishing the Sound recording mode. 
0193 For example, as shown in FIG. 20, identification 
icons (fbir example, a microphone icon 1910 and an icon 
indicating a plurality of users 1930) corresponding to the 
Sound recording mode can be displayed in a specific area of 
the list. For example, the microphone icon 1910 indicates that 
the sound recording file is one recorded in the environment of 
interview mode, and the icon indicating a plurality of users 
1930 indicates that the sound recording file is recorded in the 
environment of conference mode. The user can play a specific 
Sound recording file and listen to the corresponding Sound by 
selecting the Sound recording file. 
0194 FIG. 21 is a flowchart illustrating a procedure of 
playing a Sound recording file in an electronic device, accord 
ing to an embodiment of the present invention. 
(0195 Referring to FIG. 21, the AP210 detects a selection 
of a specific Sound recording file from a sound recording file 
list, in step 2001. For example, a user can select a specific 
Sound recording file to be played from the Sound recording 
file list as illustrated by the example of FIG. 20, and the 
electronic device 400 can identify playback of a sound 
recording file responding to the selection of Sound recording 
file. 
0196. According to various embodiments of the present 
invention, the AP210 displays an interface corresponding to 
a sound recording mode of the selected Sound recording file, 
in step 2003. For example, AP 210 can analyze the sound 
recording file if the Sound recording file is selected, distin 
guish a sound recording mode (for example, interview mode 
and conference mode) from the analysis result of Sound 
recording file, and distinguish speakers participating in the 
Sound recording of corresponding sound recording mode. 
According to an embodiment of the present invention, the 
Sound recording file can be generated with information (for 
example, mode information in a file header) indicating char 
acteristics of Sound recording environment (for example, 
conference mode or interview mode). The AP210 can display 
a playback interface corresponding to a Sound recording 
interface (for example, interface used for a sound recording 
environment (conference mode or interview mode)) by ana 
lyzing the information of Sound recording file. Here, the 
playback interface may be displayed by including all the 
speaker information distinguished in the Sound recording file. 
In the embodiment of the present invention, the control unit 
480 can display by identifying directivities of each speaker 
(for example, by identifying a speaker area) based on the 
location information of speaker stored in the Sound recording 
file while playing the Sound recording file. 
0.197 According to various embodiments of the present 
invention, the AP 210 outputs the selected sound recording 
file through playback, in step 2005, For example, the AP210 
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can play the Sound recording file back according to a progress 
time, output visual information through the interface corre 
sponding to the playback, and output acoustic information 
through a speaker unit. According to an embodiment of the 
present invention, the AP 210 can display a speaker area of 
currently playing section in the interface by distinguishing 
speakers through a visual reversing, and output a correspond 
ing Sound (voice) of speaker through the speaker unit. 
Although not shown in the drawings, according to various 
embodiments of the present invention, a user input for a 
selective playback by individual speakers in a speaker area of 
the interface can be received while selecting the sound 
recording file, and a playback section of the selected speaker 
area can be processed corresponding to the user input. 
0198 According to various embodiments of the present 
invention, the AP 210 determines whether a mute section is 
detected while playing the Sound recording file back, in step 
2007. In various embodiments of the present invention, the 
mute section can be processed according to a user setting, 
setting of the electronic device 400, or optional setting of 
skipping the mute section. 
0199 According to various embodiments of the present 
invention, if a mute section is not detected, the AP210 pro 
ceeds to step 2013. 
0200. According to various embodiments of the present 
invention, if a mute section is detected, the AP210 can skip 
the mute section, in step 2009, and control the playback and 
output of the next section (for example, speech section and 
simultaneous speech section), in step 2011. For example, if a 
mute section is detected while playing the Sound recording 
file back, the AP210 can check the end point of the detected 
mute section, skip the mute section by jumping to the end 
point of the detected mute section, and play and output a 
section following the mute section. Although not shown in the 
drawings, according to various embodiments of the present 
invention, the skip of mute section can be determined accord 
ing to a user setting (selection). According to an embodiment 
of the present invention, if the mute section is detected, the AP 
210 can identify a setting state of the skip option, and skip the 
mute section if the skip option is activated. Alternatively, 
according to various embodiments of the present invention, if 
a mute section is detected, the AP210 can request for a user 
selection corresponding to the skip of mute section through a 
predetermined popup window, and determine the skip of 
mute section according to the result. 
0201 According to various embodiments of the present 
invention, the AP 210 determines whether a section is 
selected by a user while playing the Sound recording file back, 
in step 2013. In various embodiments of the present inven 
tion, the user can select a playback section of specific speaker 
in the playback of Sound recording file, and the electronic 
device 400 can process a selective playback by individual 
speakers responding to the user's selection. 
0202 According to various embodiments of the present 
invention, if a selection of section is not detected, the AP210 
proceeds to step 2017. 
0203. According to various embodiments of the present 
invention, if a selection of section is detected, the AP 210 
controls the playback and output of selected section, in step 
2015. For example, the AP210 can control visual and acous 
tic outputs corresponding to the speaker of selected section. 
0204 According to various embodiments of the present 
invention, the AP 210 determines whether the playback of 
sound recording file is completed, in step 2017. In an embodi 
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ment of the present invention, the completion of playback 
may include a forced termination by a user and an automatic 
termination due to reaching the end of Sound recording file. 
0205 According to various embodiments of the present 
invention, if the playback of Sound recording file is not com 
pleted, the AP210 returns to step 2005. 
0206. According to various embodiments of the present 
invention, if the playback of Sound recording file is com 
pleted, the AP210 performs a corresponding function, in step 
2019. For example, the AP210 can display a sound recording 
file list described before or stop the playback operation while 
maintaining a screen display of the playback mode respond 
ing to the completion of playback. 
0207. According to various embodiments of the present 
invention, responding to the playback of sound recording file, 
the AP210 can provide a user interface including a speaker 
area for a plurality of speakers corresponding to the playback. 
According to various embodiments of the present invention, 
the AP210 can performan operation of outputting at least one 
speaker's voice according to a playback section of individual 
speakers while proceeding the playback, and provide an 
updated speaker area corresponding to at least one speaker in 
the user interface together with the output of voice. According 
to various embodiments of the present invention, the opera 
tion of updating may include an operation of identifying a 
speaker area corresponding to the output voice, and an opera 
tion of outputting the speaker area identified in the user inter 
face by visually modifying based on the result of identifica 
tion. According to various embodiments of the present 
invention, the AP210 can performan operation of displaying 
in the user interface by including at least one of speaker 
information, direction information of speaker, and distance 
information of speaker. 
0208 FIGS. 22 and 23 are diagrams illustrating a playback 
interface for a sound recording file in an electronic device, 
according to an embodiment of the present invention. 
0209 FIGS. 22 and 23 illustrate an example of playing a 
Sound recording file recorded based on 3 speakers in a Sound 
recording mode (for example, conference mode) of the elec 
tronic device 400, as shown in FIGS. 15 to 18). In various 
embodiment of the present invention, the playback interface 
for playing a sound recording file is divided into a speaker 
information area 2100 and a control area 2200. According to 
various embodiments of the present invention, the playback 
interface may further include a list area 2150. 
0210. According to various embodiments of the present 
invention, the speaker information area 2100 may include 
information of speakers participating in the sound recording, 
and can display by distinguishing a speaker making a speech 
at the current playback time. In various embodiments of the 
present invention, the speaker information may be displayed 
with visual object Such as a text, graphics (icon, photo, and 
image), video, or their combinations. According to an 
embodiment of the present invention, the AP210 can display 
a speaker area corresponding to a section currently being 
played through the speaker information area 2100 by distin 
guishing the speaker through a visual reversing. According to 
various embodiments of the present invention, objects in the 
speaker area corresponding to the playback section can be 
differently displayed by at least one of color visualization, 
brightness visualization, visualization in intaglio or relief, 
shape visualization, highlight visualization, or addition of 
items (for example, speech State icon). 
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0211. According to an embodiment of the present inven 
tion, the AP210 can display a speaker area corresponding to 
a section currently being played in the interface by distin 
guishing through a visual reversing, and output a recorded 
Sound (voice) of the corresponding speaker through a speaker 
unit. 
0212. According to various embodiments of the present 
invention, the control area 2200 can provide various informa 
tion related to the playback. According to an embodiment of 
the present invention, the control area 2200 includes a func 
tion item 2250 for setting various functions of cutting 2151, 
repeating 2153, playback speed 2155, mute section skip 
2157, and bookmarking 2159, a progress bar 2260 indicating 
a progress state of playback, and a control item 2270 for 
selecting a sound recording file (for example, previous file or 
following file) and selecting one from playback, temporary 
stop, and stop. According to various embodiments of the 
present invention, the progress bar 2260 can be displayed by 
distinguishing a speech section 2265 of each speaker and a 
mite section 2267, and a simultaneous speech section can be 
further included. According to an embodiment of the present 
invention, time information of a section currently being 
played, playback information of a total playback section 
2263, and a status bar 2269 indicating a playback progress 
state can be visually provided through the progress bar 2260. 
0213. According to various embodiments of the present 
invention, the list area 2150 can display information on sound 
recording files (for example, a previous or Subsequent Sound 
recording file) located adjacent to the sound recording file 
selected from the list for playback. According to an embodi 
ment of the present invention, when performing playback 
according to the selection of a Sound recording file (for 
example, Voice 2) as shown in FIG. 20, a playback interface 
can be displayed in an extended list view for the selected 
Sound recording file, and a part of the list can be displayed 
adjacent to the extended list view. The list area 2150 can be 
selectively displayed according to a provision form of play 
back interface, user setting, or setting of the electronic device 
400. 
0214. According to various embodiments of the present 
invention, FIG.22 illustrates an example of a playback inter 
face of which a sound recording file, which is stored without 
editing (modifying) speaker information, is being played in a 
manner similar to that shown in FIG.16. For example, objects 
configured with visual information automatically assigned to 
speakers identified in the electronic device 400 (for example, 
text automatically assigned according to the order of identi 
fication, Such as Voice 1, Voice 2, and Voice 3, and consistent 
user item) can be displayed in relation to their respective 
directions. 

0215. According to various embodiments of the present 
invention, FIG. 23 illustrates an example of a playback inter 
face in which a sound recording file, which is stored with 
edited (modified) of speaker information by Synchronizing 
with a user orphonebook, is played in a manner similar to that 
shown in FIGS. 17 and 18. For example, referring to FIG. 23, 
the objects configured with visual information modified by a 
user setting or phonebook synchronization (for example, 
edited text indicating a speaker name. Such as David, Jack, 
and Donna), and an edited user item (image by individual 
speakers)) can be displayed in relation to their respective 
directions. 

0216. According to various embodiments of the present 
invention, the electronic device 400 can edit the speaker infor 
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mation while playing the Sound recording file. Operations for 
editing the speaker information (object) while playing the 
Sound recording file may correspond to the descriptions in 
FIGS. 17 and 18. For example, a user can select an object of 
speaker information to be edited, and modify a text and/or 
user item of the selected object based on a popup window or 
phonebook list provided according to the user selection. 
0217 FIG.24 is a diagram illustrating a playback interface 
for a Sound recording file in an electronic device, according to 
an embodiment of the present invention. 
0218. Referring to FIG. 24, visual information distin 
guished by individual speakers can be displayed through a 
progress bar 2260 while playing back a sound recording file. 
According to an embodiment of the present invention, as 
shown in FIG. 24, playback sections 2310,2320, 2330, 2340, 
and 2350 corresponding to each speaker can be displayed in 
different colors. Further, according to various embodiments 
of the present invention, a simultaneous speech section 2330 
in which a plurality of speakers simultaneously make a 
speech can be displayed by overlaying at least two kinds of 
information corresponding to each playback section of speak 
CS 

0219 FIG.25 is a diagram illustrating operations for con 
trolling playback of Sound recording file in an electronic 
device, according to an embodiment of the present invention. 
0220 Referring to FIG. 25, while playing a sound record 
ing file, a user can control the playback of the Sound recording 
file through a selection of an object or progress bar in various 
methods, such as, for example, a selective playback by indi 
vidual speakers, simultaneous playback, or speaker skip play 
back. Namely the user can perform playback of a Sound 
recording file by distinguishing each speaker. 
0221 For example, the user can select at least one object 
from objects 2410, 2420, and 2430 in the speaker information 
area 2100, and the electronic device 400 can control visual 
and acoustic outputs corresponding to at least one object 
selected by the user. According to an embodiment of the 
present invention, if the user selects the objects 2420 and 
2430, the electronic device 400 can extract speaker informa 
tion corresponding to the selected objects 2420 and 2430 
from the sound recording file, display the selected objects 
2420 and 2430 differently from the object 2410 according to 
visual information set for playback sections corresponding to 
the objects 2420 and 2430 in the speaker information area 
2100, and output sounds (voices) set to the playback sections 
corresponding to the objects 2420 and 2430. Further, the 
electronic device 400 can control so that only the playback 
sections of the selected objects 2420 and 2430 are displayed 
in the progress bar 2260. 
0222. According to various embodiment of the present 
invention, the user can select a specific playback section from 
playback sections by individual speakers in the progress bar 
2260, and the electronic device 400 can control a visual 
output for an object of a speaker corresponding to a playback 
section selected from the objects 2410, 2420, and 2430 in the 
speaker information area 2100 responding to the user selec 
tion, and control the output of recorded sound (voice). 
0223 Further, according to various embodiments of the 
present invention, the user can decide to skip playback by 
selecting at least one object from the objects 2410, 2420, and 
2430 in the speaker information area 2100. The electronic 
device 100 can skip the playback of the object selected from 
the whole playback section of the sound recording file 
responding to the user's selection. For example, ifa playback 
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section of object set to skip is detected while playing a Sound 
recording file, the corresponding playback section is skipped 
and the next playback section is played. 
0224. In an embodiment of the present invention, an object 
set to skip by a user can be displayed with predetermined 
visual information. According to the embodiment of the 
present invention, as shown in FIG. 25, the display of object 
2410 can be changed according to identification information 
for setting a skip of the object. 
0225. According to various embodiments of the present 
invention, as shown in FIG. 25, a voice playback of a corre 
sponding object can be Switched on or off through selection of 
the object from the speaker information area 2100 or selection 
of a playback section from the progress bar 2260. Namely, in 
the embodiments of the present invention, a selective play 
back by individual speakers (or tracks) is possible and a 
selected speaker area can be visually displayed. Although not 
shown in the drawings, according to various embodiments of 
the present invention, locations of objects can be changed by 
controlling selection and movement (for example, drag & 
drop) of an object having a directional component in the 
speaker information area 2100, and the direction of changed 
location can be saved in the sound recording file. Further, 
according to various embodiments of the present invention, a 
plurality of objects can be combined, and 3-dimensional 
Sound playback can be supported because each object has 
directional information (location information). 
0226 Further, according to various embodiments of the 
present invention, the user can control volumes of each 
speaker while playing a Sound recording file in the state of 
displaying a playback interface, as shown in FIG. 25. For 
example, when selecting the object 2420, the user can 
increase or decrease the volume of the selected object 2420 
though a predetermined user input (for example, touch-based 
gesture or function button for volume control). If the volume 
of the specific object is changed by the user, the electronic 
device 400 can output sound with the changed volume in the 
playback section of corresponding object. 
0227 FIGS. 26 and 27 are diagrams illustrating operations 
for controlling playback of a Sound recording file in an elec 
tronic device, according to an embodiment of the present 
invention. 
0228 Referring to FIGS. 26 and 27, while playing a sound 
recording file, directions of individual speakers can be dis 
played by using speaker location information stored in the 
corresponding Sound recording file. The displaying of direc 
tions of each speaker can be performed by visualizing based 
on the objects set in the speaker information area 2500 as 
described in detail above. Further, according to an embodi 
ment of the present invention, a user can perform selective 
playback by individual speakers, change of an object's loca 
tion, editing of speaker information by selecting at least one 
object from the speaker information area 2500. 
0229. According to various embodiments of the present 
invention, the objects 2520 and 2530 of FIGS. 26 and 27 are 
speaker information according to a basic setting, and the 
objects 2510 and 2540 indicate an editing state of speaker 
information (for example, name and image) by a user. 
0230 FIG. 26 shows a state of performing playback by 
selecting all of dhe objects 2510, 2520, 2530, and 2540 from 
the speaker information area 2500. In this case, all of the 
playback sections corresponding to all of the objects 2510. 
2520, 2530, and 2540 can be visually displayed in the 
progress bar 2600. 
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0231 FIG.27 illustrates a state of performing playback by 
selecting specific objects 2530 and 2540 from the speaker 
information area 2500 for selective playback of individual 
speakers. In this case, playback sections corresponding to the 
selected objects 2530 and 2540 can be visually displayed in 
the progress bar 2600, and the display of playback sections 
for unselected objects 2510 and 2520 can be omitted. 
0232 Similarly, according to various embodiments of the 
present invention, playback sections in the progress bar 2600 
can be displayed by dynamically changing according to the 
selection of objects from the speaker information area 2500. 
Accordingly to various embodiments of the present inven 
tion, objects corresponding to playback sections selected 
from the speaker information area 2600 can be displayed by 
visually reversing corresponding to the selection of the play 
back section from the progress bar 2600. Namely, according 
to various embodiments of the present invention, a selective 
playback of each speaker can be supported by using the 
speaker information area 2500 or the progress bar 2600, and 
intuitively displayed through synchronization of the speaker 
information area 2500 and the progress bar 2600. 
0233 FIGS. 28 and 29 are diagrams illustrating operations 
for controlling playback of a Sound recording file in an elec 
tronic device, according to an embodiment of the present 
invention. 
0234 Referring to FIGS. 28 and 29, while playing a sound 
recording file, the progress bar 2800 can be visually displayed 
with various information based on various graphs (for 
example, a bar graph, a graphic graph, a belt graph, a pie 
graph, or a graph of a broken line), colors, and icons. 
0235 For example, as shown in FIGS. 28 and 29, frequent 
Switching between speakers or intensity of Volume in the 
Sound recording section can be measured, and a section in 
which an argument is generated can be visually displayed 
based on the measurement result by using a graph 2810, a 
color 2820, and an icon 2830. According to an embodiment of 
the present invention, a section of the progress bar 2800 in 
which the icon 2830 is located and the height of graph 2810 is 
greatest can be indicated as a section in which a plurality of 
speakers made arguments during the sound recording (for 
example, argument section), and can be differentially dis 
played according the number of speakers participating in the 
speech section. 
0236 Further, according to various embodiments of the 
present invention, visual information of the progressbar 2800 
can be differently displayed according selection of the 
speaker as shown in FIGS. 28 and 29. For example, FIG. 28 
shows a case in which playback is performed in a state when 
all of the objects 2710, 2720, 2730, and 2740 are selected 
from the speaker information area 2700, and the progress bar 
2800 can be displayed with visual information corresponding 
to all the objects 2710, 2720, 2730, and 2740, FIG. 29 shows 
a case in which playback is performed in a state when specific 
objects 2730 and 2740 are selected from the speaker infor 
mation area 2700 by a user, and the progress bar 2800 can be 
displayed with visual information corresponding to selected 
objects 2730 and 2740. According to an embodiment of the 
present invention, the number of speaker's voices in FIG. 29. 
is less than that in FIG. 8, and thereby the graph 2810, the 
color 2820, and the icon 2830 may be differently displayed in 
the progress bar 2800 (for example, it can be displayed with 
a lower complexity. 
0237 Further, according to various embodiments of the 
present invention, while playing a Sound recording file, an 
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object can be displayed with a highlight effect in the speaker 
information area 2700 corresponding to playback sections by 
individual speakers (for example, a section of a specific 
speaker's speech), and a plurality of objects can be displayed 
with the highlight effect in the speaker information area 2700 
corresponding to a playback section in which more than one 
speaker makes a speech (for example, simultaneous speech 
section by a plurality of speakers). 
0238 FIG. 30 is a diagram illustrating operations for con 

trolling playback of a sound recording file in an electronic 
device, according to an embodiment of the present invention. 
0239 According to various embodiments of the present 
invention, a function of displaying a text message by recog 
nizing a speaker Voice (for example, conference minutes 
preparation function, or a SpeechTo Text (STT) function) can 
be provided while playing a sound recording file. For 
example, if STT information is included in speaker informa 
tion of corresponding speaker or a conference minutes prepa 
ration function (STT function) is requested by a user while 
playing a sound recording file, text information can be dis 
played corresponding to a Voice of playback section by Syn 
chronizing as shown in FIG. 30. 
0240 Referring to FIG. 30, the electronic device 400 can 
perform the conference minutes preparation function auto 
matically or according to a user's request while playing a 
Sound recording file, and display corresponding text informa 
tion by recognizing an input voice and converting to a text. 
The text information can be displayed by distinguishing indi 
vidual speakers with a talk message display system (for 
example, speech bubble based talk form) by replacing the 
speaker information area. In the embodiment of the present 
invention, the text information can be displayed by replacing 
the speaker information area. In the embodiment of the 
present invention, the speech bubble in a talk form can be 
provided with visual information distinguished by individual 
speakers, According to the embodiment of the present inven 
tion, a color and shape of the speech bubble by individual 
speakers can be expressed differently. 
0241 Further, according to various embodiments of the 
present invention, information for identifying a speaker can 
be provided based on the text information by individual 
speakers and speaker information set to each object (for 
example, name and image). Further, according to various 
embodiments of the present invention, the text shown in FIG. 
28 can be stored after editing. 
0242 Further, according to various embodiments of the 
present invention, contents of a conference can be added to 
the Sound recording file by setting a user or speaker as a 
Subject at a desired location and inputting an additional text 
while displaying the text as shown in FIG.30. According to an 
embodiment of the present invention, the electronic device 
400 can perform a function of converting an input text to a 
voice (for example, Text To Speech (TSS)) when adding the 
text. The electronic device 400 can store the sound recording 
file with the converted voice by mapping the converted voice 
on a speaker according to a user setting. 
0243 FIG. 31 is a diagram illustrating an interface dis 
played while playing a Sound recording file in an electronic 
device, according to an embodiment of the present invention. 
0244 FIG.31 shows a screen interface for playing a sound 
recording file recorded in an interview mode, according to 
various embodiments of the present invention. According to 
various embodiments of the present invention, various play 
back interfaces can be provided. 
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0245. For example, FIGS. 22 to 30 show screen interfaces 
for a conference mode (or talk mode) in various embodiments 
of the present invention, and FII.31 shows a screen interface 
for an interview mode (or one direction Sound recording 
mode) in various embodiments of the present invention. 
When playing a sound recording file of the interview mode, 
the aforementioned operations related to the playback func 
tion of the electronic device 400 can be additionally per 
formed. 
0246 FIG. 32 is a diagram illustrating an example of dis 
playing speaker information in an electronic device, accord 
ing to an embodiment of the present invenition. 
0247 According to various embodiments of the present 
invention, while recording a sound or playing a sound record 
ing file, the speaker information can be displayed by dispos 
ing based on direction information. According to an embodi 
ment of the present invention, the speaker information can 
indicate a direction in a circular form as described above. 
However, the present invention is not limited to this, and the 
speaker information can be displayed in various graphic 
forms such as, for example, a conference table form shown in 
FIG. 32. 
0248 Referring to FIG. 32, while recording a sound or 
playing a sound recording file, the disposition of speakers’ 
seats can be displayed by using direction information and 
distance information of speakers. In various embodiments of 
the present invention, the direction information and distance 
information of speakers can be recorded in the Sound record 
ing file. The electronic device 400 can display the disposition 
of seats by using direction information of traced speakers and 
by disposing a figure. Such as a circle or a polygon, in the 
center of Screen. 
0249 According to various embodiments of the present 
invention, the electronic device 400 can automatically draw a 
table in a proper shape according to the number of speakers 
participating in Sound recording and locations of the speak 
ers. According to various embodiments of the present inven 
tion, the table can be automatically drawn in a circle or a 
polygon shape (for example, triangle, rectangle, and penta 
gon), and configured with a specific shape according to a user 
setting or settings of the electronic device 400, or according to 
the number of speakers participating in the Sound recording of 
the electronic device 400, speaker direction, and speaker 
direction. 
0250) Further, according to an embodiment of the present 
invention, a user can select or modify the seat disposition in a 
specific graphic form desired by the user. According to an 
embodiment of the present invention, the electronic device 
400 can automatically generate a circular table shape based 
on the direction information and distance information, and 
display speaker information in the circumference of circle. 
The user can display the speaker information by changing the 
circular table shape automatically generated by the electronic 
device 400 to a polygonal table shape as shown in FIG. 33. 
0251 FIG. 33 is a diagram illustrating operations of 
recording a voice by Synchronizing electronic devices, 
according to an embodiment of the present invention. 
0252 FIG. 33 shows operations of performing voice 
recording by synchronizing a plurality of electronic devices 
(for example, a first electronic device 3210, a second elec 
tronic device 3220, a third electronic device 3230, and a 
fourth electronic device 3240) through wireless and/or wired 
communication according to various embodiments of the 
present invention. 
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0253 Invarious embodiments of the present invention, the 
plurality of electronic devices 3210, 3220, 3230, and 3240 
can include a plurality of microphones in order to indicate a 
directional pattern, and perform sound recording when they 
are in use. Further, the plurality of electronic devices 3210. 
3220, 3230, and 3240 can perform the sound recording by 
using a sound beam forming method. 
0254. In various embodiments of the present invention, 
when recording a Sound recording file by Synchronizing a 
plurality of electronic devices 3210, 3220, 3230, and 3240, 
the electronic devices can be divided in to a master terminal 
and client terminals, and the master terminal can control 
general operations related to the Sound recording (for 
example, start of sound recording, or end of sound recording). 
Alternatively, each electronic device can perform the sound 
recording as a master terminal without dividing into a master 
terminal and client terminals. The master terminal can be 
determined from the plurality of electronic devices 3210. 
3220, 3230, and 3240 according to a user selection, or as an 
electronic device that first performed Sound sod recording. 
0255. In the example of FIG.33, the first electronic device 
3210 operates as a master terminal, and the second electronic 
device 3220, the third electronic device 3230, and the fourth 
electronic device 3240 operate as client terminals. 
0256 Referring to FIG.33, the master terminal 3210 starts 
Sound recording and transmits a command for starting Sound 
recording to client terminals 3220,3230, and 3240 connected 
to the master terminal 3210 through wired or wireless com 
munication, in step 3201. The client terminals 3220, 3230, 
and 3240 start Sound recording in response to the command 
for starting Sound recording received from the master termi 
nal 3210. 

0257 According to various embodiments of the present 
invention, when stopping (terminating) the sound recording, 
in step 3203, the master terminal 3210 transmits a command 
for stopping the sound recording to client terminals 3220, 
3230, and 3240 connected to the master terminal 3210 
through wired or wireless communication, and the client 
terminals 3220, 3230, and 3240 stop the sound recording in 
response to the command for stopping the Sound recording 
received from the master terminal 3210. In the embodiment of 
the present invention, when stopping the Sound recording, 
each client terminal 3220, 3230, and 3240 transmits a sound 
recording file to the master terminal 3210, in step 3205. 
0258 According to the embodiment of the present inven 

tion, the master terminal 3210 can turn on/off microphone 
inputs of each client terminal 3220, 3230, and 3210. When 
turning on/off the microphone inputs of client terminals 3220, 
3230, and 3240, the master terminal 3210 transmits a time 
stamp of the master terminal 3210 to the client terminals 
3220, 3230, and 3240. The client terminals 3220, 3230, and 
3240 having a microphone turned on according to the control 
of master terminal 3210 can start sound recording based on 
the time stamp received from the master ter terminal 3210. 
Further, the client terminals 3220, 3230, and 3240 having a 
microphone turned off according to the control of master 
terminal 3210 can stop sound recording based on the time 
stamp received from the master terminal 3210 and generate a 
Sound recording file. 
0259. According to various embodiments of the present 
invention, if sound recording files are received from the client 
terminals 3220,3230, and 3240, the master terminal 3210 can 
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manage the Sound recording files by integrating into a single 
Sound recording file, which is described in greater detail 
below. 
0260 According to various embodiments of the present 
invention, a method for recording a sound by Synchronizing a 
plurality of electronic devices can be performed by various 
application systems, such as the system shown in FIG.33. For 
example, according to various embodiments of the present 
invention, the start or stop of Sound recording can be per 
formed in response to user inputs through a sound recording 
button of each electronic device 3210, 3220, 3230, or 3240, 
and a sound recording file recorded until the end of Sound 
recording can be transmitted to the master terminal 3210 or to 
all the synchronized electronic device. Each electronic device 
received sound recording files may manage all the Sound 
recording files by integrating into a single file like the opera 
tions of the master terminal 3210. 
0261) Further, according to various embodiments of the 
present invention, when performing Sound recording by Syn 
chronizing a plurality of electronic devices, a separate server 
(for example, the server 106) can be utilized. For example, the 
role of master terminal 3210 can be performed by the separate 
server. According to an embodiment of the present invention, 
a plurality of electronic devices 3210, 3220,3230, and 3240 
can start or stop the Sound recording according to a user input, 
or control of the server or specific electronic device. When 
terminating the sound recording, the plurality of electronic 
devices 3210, 3220, 3230, and 3240 can transmit sound 
recording files recorded until the end of sound recording to 
the server. If sound recording files are received from the 
plurality of electronic devices 3210, 3220, 3230, and 3240, 
the server (for example, the server 106) can manage the sound 
recording file by integrating the received sound recording 
files into a single sound recording file. 
0262 FIG. 34 is a diagram illustrating an interface for 
displaying a Sound recording function by synchronizing elec 
tronic devices, according to an embodiment of the present 
invention. 

0263. In this embodiment of the present invention, the 
interface for recording a sound by Synchronizing electronic 
devices and playing a sound recording file in the electronic 
device 400 may have a configuration corresponding to the 
interface described in detail above. However, the interface 
provided by Synchronizing the electronic devices may 
include additional operations of inputting or editing related to 
device information flr distinguishing electronic devices. 
0264. Referring to FIG. 34, as described above, locations 
of electronic devices participating in Sound recording can be 
displayed based on visual information, and the locations of 
the electronic devices can be changed according to an input 
(for example, drag & drop) set by a user. The visual informa 
tion may be displayed based on information matching with a 
phonebook based on device information of electronic devices 
(for example, telephone number, device name, and user 
name). According to an embodiment of the present invention, 
Social information or presence can be displayed by reading 
RSC information of a counterpart speaker. Further, informa 
tion Such as a photo of a speaker, art image, or a name can be 
displayed. 
0265. Further, according to the embodiment of the present 
invention, the operations of recording a sound by Synchroniz 
ing electronic devices can draw a proper table shape auto 
matically or by a user setting, according to the number of 
electronic devices participating in Sound recording and their 
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locations. For example, the device information can be dis 
played by displaying in a circular or polygonal shape. 
0266 Further, according to an embodiment of the present 
invention, an electronic device operating as a master terminal 
can exclude a client terminal according to a user input, and the 
excluded client terminal may automatically terminate group 
networking. For example, referring to FIG. 34, the user may 
select an object 3310 corresponding to at least one client 
terminal (for example, Jack), and perform a predetermined 
user input (for example, touch based flick input or function 
button). If the user input is identified, the electronic device 
400 can delete the selected object 3310 from the interface, 
and disconnect a client terminal corresponding to the selected 
object. 
0267 Further, according to the embodiment of the present 
invention, the electronic device operating as a master terminal 
can add a new client terminal, and the added client terminal 
can automatically join in the group networking. For example, 
referring to FIG. 34, the user can perform a predetermined 
user input (for example, touch based long press input or 
function button) in a vacant area 3330 of the interface. If the 
user input is identified, the electronic device 400 can make a 
connection with the client terminal responding to the user 
input, and additionally display an object of the client terminal 
according to a user selection in the vacant area 3330 of the 
interface. According to this embodiment of the present inven 
tion, the electronic device 400 can display a phonebook list of 
adjacent electronic devices responding to the user input in the 
vacant area 3330, and transmit a request message for joining 
to a specific client terminal if the client terminal is selected. 
The electronic device that received the request message can 
participate in the group networking by responding with a 
user's confirmation. 
0268. Further, according to an embodiment of the present 
invention, when playing an integrated Sound recording file 
through the synchronization of electronic devices, the play 
back can be controlled by distinguishing electronic devices, 
Operations for playing a sound recording file can be per 
formed by including playback control operations described 
above. For example, referring to FIG. 32, information of an 
object selected by a user responding to a selection of specific 
object 3350 can be modified, the location of the selected 
object can be changed, a playback section of the selected 
object can be skipped, or only the playback section of selected 
object can be played. 
0269. According to various embodiments of the present 
invention, when playing a Sound recording file, if only one 
sound recording file has been recorded with a higher volume 
than a predetermined value and other Sounds have been 
recorded with a lower volume than the predetermined value, 
Sounds of the remaining objects can be adjusted to a Volume 
0 or reduced in order to eliminate an echo, howling, or 
clipping effect. 
0270 FIGS. 35 to 37 are diagrams illustrating operations 
of disposing locations of electronic devices participating in 
Sound recording, according to an embodiment of the present 
invention. 
(0271 Referring to FIGS. 35 to 37, when displaying elec 
tronic devices participating in Sound recording while playing 
a Sound recording file, direction information and distance 
information of client terminals can be used by the master 
terminal. In the embodiment of the present invention, the 
direction information and distance information can be stored 
in a sound recording file. According to various embodiments 
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of the present invention, the client terminals can transmit 
direction information received from other client terminals to 
the master terminal or server. The master terminal or server, 
which received the direction information of each client ter 
minal, can display a circle or other figures in the center of 
screen, as shown in FIG. 35. 
0272 Further, according to this embodiment of the present 
invention, besides identifying direction information, dis 
tances between electronic devices can be calculated by using 
volume differences of sound recording files recorded by each 
electronic device. Table 2 shows an example of volume infor 
mation. 

TABLE 2 

Volume 
Information A. B C D E 

A. 1OO 50 50 90 70 
B 60 100 90 60 8O 
C 50 60 1OO 60 8O 
D 90 50 60 1OO 8O 
E 70 8O 8O 60 100 

0273 For example, while a speaker of electronic device A 
is making a speech, each electronic device can recorda Sound 
for the identical voice data. According to an embodiment of 
the present invention, while the speaker of electronic device A 
is making a speech, electronic devices A to E can record Voice 
data from the speaker of electronic device A. Referring to 
Table 2, volume differences due to distance differences 
between the speaker of electronic device A and electronic 
devices A, B, C, D, and E can be expressed as electronic 
device Adelectronic device Delectronic device 
E>electronic device Beelectronic device C. Accordingly, the 
seat placements can be predicted based on cumulative data of 
Volume differences according to distance and direction, as 
shown in FIG. 37. 
0274 FIG. 35 shows a case in which the speaker of elec 
tronic device A makes a speech. FIG. 36 shows a case in 
which the speaker of electronic device C makes a speech, and 
FIG.37 shows a case in which the speaker of electronic device 
B makes a speech. Accordingly, each speaker can be distin 
guished speaker based on the Volume differences according to 
distance differences between electronic devices A, B, C, D, 
and E, and Sound recording and playback of Sound by indi 
vidual speakers can be supported correspondingly. 
0275. Further, according to the embodiment of the present 
invention, the direction information can be estimated by 
obtaining angle information in a direction having the greatest 
energy through a plurality of microphones or by using phase 
differences of voices received from the plurality of micro 
phones. 
0276 Further, according to this embodiment of the present 
invention, if electronic devices participating in Sound record 
ing are located in a close proximity, a table shape can be 
automatically drawn by determining a base electronic device 
(for example, master terminal), using Volume information 
and direction information of other electronic devices (for 
example, client terminals) transmitted to the base electronic 
device, and identifying locations and directions of other elec 
tronic devices. In this embodiment of the present invention, 
the Volume information can be used for identifying distances 
to other electronic devices (for example, client terminals), 
and the direction information can be identified by using a 
plurality of microphones or a Sound beam forming method. 
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According to various embodiments of the present invention, 
if the distance or direction of a specific electronic device (for 
example, client terminal) is difficult to identify, correction 
can be performed by requesting the corresponding electronic 
device (for example, client terminal) for direction informa 
tion and Volume information. 
0277 FIGS.38 and 39 are diagrams illustrating operations 
of managing a sound recording file in an electronic device, 
according to an embodiment of the present invention. 
0278. In the embodiment of the present invention, the 
Sound recording file can be configured with a plurality of 
Sound recording data generated by Sound recording opera 
tions through a plurality of microphones, or by a Sound 
recording operation through synchronization of a plurality of 
electronic devices, as described above. For example, Sound 
recording files generated through a plurality of microphones 
may have a format shown in FIG. 38, and a sound recording 
file generated through synchronization of a plurality of elec 
tronic devices may have a format shown in FIG. 39. 
(0279 Referring to FIGS. 38 and 39, the sound recording 
file can be configured with Sound recording data generated by 
individual speakers or individual electronic devices. For 
example, if the number of speakers participating in Sound 
recording is N (natural number greater than 1), N pieces of 
sound recording data 3710, 3720, 3730, and 3740 can be 
generated. Further, if the number of speakers participating in 
Sound recording is M (natural number greater than 1), M 
pieces of sound recording data 3810, 3820, 3830, and 3840 
can be generated. The electronic device 400 can manage the N 
or M pieces of Sound recording data as a group (file) or as 
separate files. According to an embodiment of the present 
invention, the electronic device 400 can generate a single 
Sound recording file by integrating a plurality of Sound 
recording data or generating a plurality of Sound recording 
files corresponding to the Sound recording data. 
0280. In this embodiment of the present invention, the 
sound recording data includes voice data 3715 and 3815, 
direction/distance information 3725 and 3825, and STT data 
3735 and 3835. In this embodiment of the present invention, 
the Sound recording file includes time stamp information 
3750 and 3860, and further includes device information 3850 
of electronic devices participating in Sound recording if the 
Sound recording file is recorded based on synchronization of 
electronic devices as shown in FIG. 39. 

0281. As described above, in the embodiment of the 
present invention, the electronic device 400 can individually 
or integrally manage a plurality of Sound recording data dis 
tinguished by individual speakers based on a multi-input 
through a plurality of microphones or electronic devices. 
0282. Hereafter, operations of managing a sound record 
ing file are described referring to a case that sound recording 
is performed through synchronization of a plurality of elec 
tronic devices and a master terminal transmits receives a 
plurality of Sound recording data from client terminals. 
0283 According to various embodiments of the present 
invention, the master terminal can manage a plurality of 
Sound recording data received from client terminals by inte 
grating into a file. For example, an audio track of represen 
tative Sound recording data (for example, Sound recording 
data of a master terminal) can be stored in a first area (for 
example, mdat area) of an MPEG4 container, and audio 
tracks of the remaining Sound recording data (for example, 
Sound recording data of client terminals) can be stored in a 
second area (for example, an area different from the first 
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area). Here, the master terminal can manage to generate a 
Sound recording file by matching Sound recording data of the 
first area and second area. While playing a Sound recording 
file, the master terminal can simultaneously play audio tracks 
of all of the sound recording data. Alternatively, the master 
terminal can selectively play an audio track of desired Sound 
recording data by individually managing the Sound recording 
data of Sound recording file. 
0284. Further, according to various embodiment of the 
present invention, the master terminal can manage a plurality 
of Sound recording data received from client terminals by 
mixing into an audio track. For example, the master terminal 
can generate a sound recording file by mixing its own Sound 
recording data and sound recording data received from client 
terminals. Such a sound recording file can be stored by mix 
ing all of the Sound recording data as a single Sound recording 
data, and an audio track of Sound recording data can be 
selectively played through sampling. 
0285) Further, according to various embodiment of the 
present invention, the master terminal can manage to store 
audio tracks of a plurality of Sound recording data received 
from client terminals through channels in an MPEG4 file. 
When playing a Sound recording file, the master terminal can 
play all the channels of MPEG4 file or desired channels 
selectively. 
0286 Further, according to various embodiment of the 
present invention, the master terminal can maintaina plurality 
of Sound recording data received from client terminals in an 
original state, and generate a specific separate file for man 
aging the plurality of Sound recording data. The generated 
specific file may include device information and Sound 
recording data information of the plurality of client terminals, 
and may further include direction information and distance 
information of the client terminals. The master terminal can 
simultaneously play a plurality of Sound recording files. 
0287 Further, according to various embodiment of the 
present invention, a mixing playback or simultaneous play 
back can be supported when playing a plurality of Sound 
recording data simultaneously recorded by the master termi 
nal and client terminal. For example, according to various 
embodiments of the present invention, the Sound recording 
data in a raw state can be played by using methods of merging 
after time synchronization, selective merging of Sound 
recording data by individual client terminals, or preferential 
merging of Sound recording data by individual client termi 
nals. The method of selectively merging Sound recording data 
by client terminals is performed by selecting Sound recording 
data of a client terminal generated by a speaker at a specific 
time, and ignoring Sound recording data of the remaining 
client terminal. Further, the method of preferentially merging 
Sound recording data by individual client terminals is per 
formed by applying a high weighted value to the Volume of a 
client terminal generating a speech at a specific time, and 
applying a lower weighted value to the Volume of a client 
terminal not generating a speech. 
0288 FIG. 40 is a diagram illustrating operations of pro 
cessing an STT function in an electronic device, according to 
an embodiment of the present invention. 
0289 Referring to FIG. 40, at least a portion of sound 
recording data of a Sound recording file can be stored in the 
Sound recording file by converting a voice to a text. For 
example, as shown in FIG. 40. STT conversion can be per 
formed by selecting a speech section of a speaker (for 
example, speaker C). In the embodiment of the present inven 
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tion, the STT conversion can be performed by identifying a 
Voice from Sound recording data of the selected speaker and 
converting it to text. The converted text can be stored in a 
specific area of the Sound recording data. According to this 
embodiment of the present invention, as shown in FIGS. 38 
and 39, STT data 3735 and 3835, which are converted from 
the identified Voice of the corresponding Sound recording 
data into text, can be included in a portion of the Sound 
recording data selected by a user. 
0290 According to the embodiment of the present inven 

tion, when playing a sound recording file including STT data, 
the screen display can be visually processed in a message talk 
type of messenger, as shown in FIG. 30. Further, according to 
the embodiment of the present invention, the STT data 
enables selection of a speech section by individual speakers 
or electronic devices. A Voice of a corresponding section can 
be converted into text according to the selective playback, and 
stored in an allocated area of the Sound recording file. 
0291 FIGS. 41 to 43 are diagrams illustrating operations 
of sharing a sound recording file, according to an embodiment 
of the present invention. 
0292 Referring to FIGS. 41 to 43, the sound recording file 
generated by the electronic device 400 and distinguished by 
individual speakers can be transmitted and shared with other 
electronic devices (for example, the server 106 or the elec 
tronic devices 102 and 104 of FIG. 1), according to a user 
Setting. 
0293 According to various embodiment of the present 
invention, when transmitting the Sound recording file distin 
guished by individual speakers from the electronic device 400 
to other electronic devices, the sound recording file can be 
edited before transmitting so that an electronic device that 
does not support playback of the sound recording file with 
distinguished individual speakers can play the sound record 
ing file. Here, both the original sound recording file and edited 
Sound recording file can be transmitted and shared. 
0294 For example, the electronic device 400 can generate 
a number of divided sound recording files (an edited sound 
recording file) corresponding to the number of distinguished 
speakers, as shown in FIG. 42, from the original Sound 
recording file distinguished by individual speakers, as shown 
in FIG. 41. The electronic device 400 generates a plurality of 
divided sound recording files (as shown in FIG. 42) from the 
original sound recording file (as shown in FIG. 41), and can 
share the divided Sound recording files and the original Sound 
recording file selectively with other electronic devices. 
0295 According to various embodiments of the present 
invention, other electronic devices that receive the divided 
Sound recording file can generate a sound recording file by 
sequentially rearranging a plurality of received sound record 
ing files so that the received sound recording files can be 
played in sequence, as shown in FIG. 43. The electronic 
devices, according to various embodiments of the present 
invention, can share and play the divided Sound recording 
files based on the original Sound recording file. 
0296 An electronic device and a method for operating the 
electronic device, according to various embodiments of the 
present invention, can Support Voice recording by individual 
speakers by using a speaker unit and playing a Sound record 
ing file by individual speakers. Further, according to various 
embodiments of the present invention, Voice recording by 
synchronizing a plurality of electronic devices can be Sup 
ported, and playing Sound recording files of each electronic 
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device by individual speakers can be supported through inte 
gration of the Sound recording file. 
0297 According to various embodiments of the present 
invention, while recording a voice by using an electronic 
device, the quality of Sound recording can be secured, and 
while playing a Sound recording file, a user can intuitively 
identify a sound recording environment through playback 
distinguished by individual speakers. According to various 
embodiments of the present invention, speaker information 
and location or direction information of speakers participat 
ing in the sound recording can be intuitively displayed while 
playing a Sound recording file, and the Sound recording func 
tion can be improved by Supporting playback of a Sound 
recording file according to the selection of a speaker. 
0298. According to various embodiments of the present 
invention, user conveniences can be improved by providing 
an optimum environment for Supporting a Sound recording 
function in the electronic device, and thereby, it can contrib 
ute to improvements in usability of an electronic device, 
accessibility, convenience, and competitiveness. 
0299 While the invention has been shown and described 
with reference to certain embodiments thereof, it will be 
understood by those skilled in the art that various changes in 
form and detail may be made therein without departing from 
the spirit and scope of present invention, as defined by the 
appended claims and their equivalents. 
What is claimed is: 
1. A method for operating an electronic device, the method 

comprising the steps of 
identifying a speaker from an acoustic signal; 
determining a direction from the electronic device to the 

speaker; 
providing a user interface for the acoustic signal based on 

the direction from the electronic device to the speaker; 
and 

updating the user interface. 
2. The method of claim 1, wherein the updating the user 

interface comprises: 
displaying speaker information and direction information 

in a visual form when Sound recording is performed on 
the acoustic signal; and 

storing a sound recording file with distinguished individual 
speakers, when the Sound recording of the acoustic sig 
nal is terminated. 

3. The method of claim 2, wherein updating the user inter 
face comprises: 

identifying the speaker based on the acoustic signal; and 
displaying the speaker information based on the identifi 

cation of the speaker. 
4. The method of claim 2, wherein storing the sound 

recording file comprises storing a voice of the speaker, direc 
tion information of the speaker, and distance information of 
the speaker. 

5. The method of claim 1, wherein identifying the direction 
from the electronic device to the speaker comprises: 

identifying the direction from the acoustic signal; and 
identifying a speaker area of the speaker according to the 

identified direction. 
6. The method of claim 5, wherein identifying the direction 

of the speaker comprises: 
obtaining an angle value of the direction having a high 

energy by using a plurality of microphones, or 
using a phase difference between arriving Voices. 
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7. The method of claim 5, wherein identifying the direction 
of the speaker comprises comparing energy sizes or Volume 
sizes of speakers collected through synchronization of a plu 
rality of electronic devices. 

8. The method of claim 5, wherein identifying the speaker 
area is performed based on a direction cumulated for a pre 
determined time. 

9. The method of claim 5, wherein identifying the speaker 
area comprises identifying a speech section of the speaker, a 
noise section, a simultaneous speech section, a mute section, 
a speaker movement section, or a continuous speech section 
of speaker. 

10. The method of claim 2, wherein displaying the speaker 
information comprises: 

receiving a user input related to the speaker information 
while performing the Sound recording; and 

editing the speaker information in response to the user 
input. 

11. The method of claim 10, wherein editing the speaker 
information comprises: 

compensating the speaker area according to a movement of 
the speaker; and 

compensating the speaker area according to a movement of 
the electronic device. 

12. The method of claim 11, wherein compensating the 
speaker area according to the movement of the speaker com 
prises identifying an identical speaker by using speaker rec 
ognition. 

13. The method of claim 11, wherein compensating the 
speaker area according to the movement of the electronic 
device comprises compensating a rotation angle or displace 
ment by using a specific sensor. 

14. The method of claim 10, wherein editing the speaker 
information comprises synchronizing the speaker informa 
tion with a user input or a phonebook. 

15. The method of claim 2, wherein storing the sound 
recording file comprises storing at least one of the speaker 
information, a Voice signal of the speaker, text information 
converted by a Speech To Text (STT) function, and area 
information of the speaker. 

16. The method of claim 2, further comprising sharing the 
Sound recording file with an external electronic device, 
wherein the Sound recording file includes an original Sound 
recording file and divided sound recording files. 

17. The method of claim 4, wherein the direction informa 
tion and the distance information are identified by the elec 
tronic device, or obtained from values identified by a plurality 
of electronic devices. 

18. A method for operating an electronic device, the 
method comprising the steps of 

performing a playback operation; 
providing a user interface including a speaker area of at 

least one speaker corresponding to the playback opera 
tion; 

outputting a voice of the at least one speaker according to 
a playback section while performing the playback 
operation; and 

updating the speaker area in the user interface correspond 
ing to the at least one speaker while outputting the Voice 
of the at least one speaker. 
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19. The method of claim 18, wherein the updating the 
speaker area comprises: 

identifying the speaker area corresponding to the Voice; 
and 

converting the speaker area to a visual form based on the 
identification of the speaker area. 

20. The method of claim 18, further comprising: 
receiving a user input while performing the playback 

operation; 
playing a selected speaker area according to the user input; 

and 
visually displaying the selected speaker area. 
21. The method of claim 19, wherein converting the 

speaker area comprises including at least one of speaker 
information, direction information of a speaker, and distance 
information of the speaker. 

22. The method of claim 19, wherein converting the 
speaker area comprises displaying and distinguishing the at 
least one speech section, a mute section, a simultaneous 
speech section, and an argument section. 

23. The method of claim 18, further comprising: 
receiving a user input while performing the playback 

operation; and 
editing speaker information based on the user input, 
wherein editing the speaker information comprises editing 

a location of individual speakers or the speaker informa 
tion in the speaker area. 

24. The method of claim 19, wherein converting the 
speaker area comprises displaying text information corre 
sponding to avoice output of a playback section when playing 
the playback section including the text information. 

25. An electronic device comprising: 
a plurality of microphones configured to receive Voice 

input; 
a storage unit configured to store a sound recording file; 
a display unit configured to visually display speaker areas 

of individual speakers when recording a sound or play 
ing a Sound recording file; and 

a control unit configured to provide a user interface relating 
a speaker direction to a speaker by identifying the 
speaker direction while recording the sound or perform 
ing playback of the Sound recording file, and to update at 
least one of speaker information, direction information 
of a speaker, and distance information of the speaker 
through the user interface. 

26. A non-transitory computer readable medium having a 
program, which when executed implements the steps of 

identifying a speaker from an acoustic signal; 
identifying a direction from the electronic device to the 

speaker; 
providing a user interface for the acoustic signal based on 

the direction from the electronic device to the speaker; 
and 

outputting a voice of the at least one speaker according to 
a playback section while performing the playback 
operation. 


