SYSTEM AND METHOD FOR AUTOMATING EXPLORATION OF PRODUCTION OF SUBTERRANEAN RESOURCES

A method and system for automating exploration and production of subterranean resources, using data collected from exploration and production activities, including drilling rig data and/or the like is described. The method and system include the use of a knowledge representation containing representation of uncertainty in the exploration and production operations.
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SYSTEM AND METHOD FOR AUTOMATING EXPLORATION OR PRODUCTION
OF SUBTERRANEAN RESOURCES

[0001] Embodiments of the present invention relate to interpreting data, including but not limited to interpreting data from oilfield applications— which data may include but is not limited to drilling data, production data, well data, completions data, drill string data, wellbore data, logging data and/or the like— using a knowledge representation that contains representation of uncertainties.

BACKGROUND

[0002] The statements in this section merely provide background information related to the present disclosure and may not constitute prior art.

[0003] In oilfield applications, the drilling process can be impeded by a wide variety of problems. Accurate measurements of downhole conditions, rock properties and surface equipment allow many drilling risks to be minimized and may also be used for detecting when a problem has occurred. At present, most problem detection is the result of human vigilance, but detection probability is often degraded by fatigue, high workload or lack of experience.

[0004] Merely by way of example, in oilfield applications, some limited techniques have been used for detecting the occurrence of one of two possible rig states using a single input channel. In one example, a technique may be used to automatically detect if a drill pipe for drilling a hydrocarbon well is either "in slips" or "not in slips". This information may be used to gain accurate control of depth estimates, for example in conjunction with activities such as measurement-while-drilling (MWD) or mud logging. To tell whether the drill pipe is "in slips," the known technique generally only uses a single input channel of hookload data measured on the surface. Another example of making a determination between two possible rig states is a technique used to predict if the drill bit is "on bottom" or "not on bottom." Again, this method makes use of only a single input channel, namely block position, and is only used to detect one of two "states" of the drilling rig.

[0005] In the oilfield industry there is a need to automate process/applications and to monitor the automated processes and applications. This automation and monitoring may require monitoring of one or more streams of data and interpretation of the data.
BRIEF DESCRIPTION OF THE DRAWINGS

[0006] The present disclosure is described in conjunction with the appended figures.

[0007] Figure 1 shows a drilling system using automatic rig state detection, according to one embodiment of the present invention.

[0008] Figure 2 illustrates a processor system for processing data to determine oilfield application state, according to one embodiment of the present invention.

[0009] Figure 3(a) is a screen shot showing graphs of several data channels collected during a drilling operation as may be used with an embodiment of the present invention.

[0010] Figure 3(b) is a screen shot showing a zoom-in on the graphs of several data channels collected during a drilling operation of Figure 3(a) over a short time interval.

[0011] Figure 3(c) is a screen shot showing graphs of several data channels collected during a drilling operation and interpretations including probabilities of particular drilling activities occurring based on the input data of Figure 3(a) using a methodology, in accordance with an embodiment of the present invention.

[0012] Figure 3(d) is a zoom-in on the screen shot of Figure 3(c) for a short time interval.

[0013] Figure 4 is a high-level schematic illustration of a RIG data interpretation software program that may be used in accordance with an embodiment of the present invention to compute the interpretations illustrated in Figs. 3(c) and 3(d).

[0014] Figure 5 is a schematic-type illustration illustrating use of drilling knowledge to interpret drilling data to produce an interpretation in greater detail than provided in Figure 4, in accordance with an embodiment of the present invention.

[0015] Figure 6 is a screen dump of a portion of an ontology of drilling, in accordance with an embodiment of the present invention.

[0016] Figures 7 through 11 are schematic-type illustrations of activities in a drilling activity grammar as may be used in the interpretation methodology of Fig. 5, in accordance with an embodiment of the present invention.
[0017] Figure 12 is a block diagram illustrating the components of a data interpretation program generated by a data interpretation program generator, in accordance with an embodiment of the present invention.

[0018] Figure 13 is a block diagram illustrating the process of interpreting a time sequence of input data, to compute probability values for each leaf state and for each activity defined by the activity grammar, in accordance with an embodiment of the present invention.

[0019] Figure 14 is a block diagram illustrating exemplary pseudo code implementing the process illustrated and discussed in conjunction with Figure 13, in accordance with an embodiment of the present invention.

[0020] Figure 15 is a block diagram illustrating code for computing the current state probability vector, in accordance with an embodiment of the present invention.

[0021] Figure 16 is a block diagram illustrating a relationship between the stochastic grammar described in Figure 5, the interpretation program code generator describe in Figure 5, and the TRANS-PROB matrix and the DATA-STATE-PROB matrix of the data interpretation program, in accordance with an embodiment of the present invention.

[0022] Figure 17 depicts a grammar that may be relied upon herein to provide an illustrative example of the process for generating the TRANS-PROB matrix.

[0023] Figure 18 is an example of a TRANS-PROB matrix corresponding to the grammar of Figure 17.

[0024] Figure 19 is an abstraction of a grammar showing four leaf states without providing specific grammar rules for transitioning between these four leaf states. This abstraction is provided for illustrative purposes.

[0025] Figure 20 is a continuation of the example started with Figure 19 and introduces a table illustrating the values for the traits making up the configurations of the leaf activities of Figure 19.

[0026] Figure 21 illustrates the compatible configurations for the configurations defined in Figure 20.
Figure 22 provides a table of the values of the traits making up the configurations corresponding to six data values used in the example introduced in Figure 19.

Figure 23 illustrates the compatible configurations for the configurations defined in Figure 22.

Figure 24 is a table of sequence of flags that reflect whether a particular corresponding configuration of the state is compatible with the configuration of the data value.

Figure 25 is a table illustrating an intermediate step in the computation of the DATA-STATE-PROB matrix corresponding to the example introduced in Figure 19.

Figure 26 is an illustration of the resulting matrix following the normalization operation.

Figure 27 provides an example TRANS-PROB matrix for the purposes of illustrating the operation of the interpretation program.

Figure 28 is an illustration of the results of the operation of the interpretation program 401 using the process described in conjunction with Figures 13 through 15 and the TRANS-PROB matrix of Figure 27 and the DATA-STATE-PROB matrix of Figure 26.

Figure 29 illustrates some confusion matrices corresponding to the example given herein above.

Figure 30 is a flow-chart illustrating the process of applying the data interpretation program introduced herein to evaluate multiple hypothesis relevant to the origin of a data set.

Figure 31 is a block diagram illustrating the extension of the drilling ontology illustrated in Figures 4 through 30 to include ontology representations of a stochastic grammar, and further, a Bayesian Belief Network (BBN) and, optionally, additional other drilling knowledge, in accordance with an embodiment of the present invention.

Figure 32 is a graphic representation of a Netica DNE BBN representation of a BBN for diagnosing drilling problems, in accordance with an embodiment of the present invention.
Figure 33 is a screenshot of a hierarchical representation of an ontology containing a BBN, in accordance with an embodiment of the present invention.

Figure 34, which is distributed over Figures 34a-e, provides a magnified view of the graphical representation of Figure 33, in accordance with an embodiment of the present invention.

Figure 35 is a screenshot of a probabilities table showing the conditional probabilities for the spPressure Bayesian variable from the BBN of Figs. 32 through 34, in accordance with an embodiment of the present invention.

Figure 36 is a screenshot with several windows from the Protege development system illustrating the relationships relating to the ontology representation of the BBN of Figure 32 and particularly, the spPressure node thereof, in accordance with an embodiment of the present invention.

Figure 37 provides a more detailed view of the windows of Figure 36.

Figure 38 is a screenshot illustrating the particular instance of a ConditionalBayesianState represented in the ontology, in accordance with an embodiment of the present invention.

Figure 39 is an alternative view of an ontology including the Bayesian component and the drilling component, in accordance with an embodiment of the present invention.

Figure 40 is a screenshot illustrating several windows of the Protege development system relating to the representation of the spPressure node of the BBN of Figure 32, in accordance with an embodiment of the present invention.

Figure 41 is a block diagram illustrating the relationships between various components of the herein-above described embodiments providing for the ability to provide advanced reasoning about the activities, measurements, conditions, etc. of a drilling operation, in accordance with an embodiment of the present invention.

Figure 42 illustrates the use of the correlation results from Figure 41 used in conjunction with an automated drilling mechanism, in accordance with an embodiment of the present invention.
Figure 43 is a data flow diagram illustrating the use of correlation results from Figure 41 used in conjunction with a training environment for student drillers, in accordance with an embodiment of the present invention.

In the appended figures, similar components and/or features may have the same reference label. Further, various components of the same type may be distinguished by following the reference label by a dash and a second label that distinguishes among the similar components. If only the first reference label is used in the specification, the description is applicable to any one of the similar components having the same first reference label irrespective of the second reference label.

DETAILED DESCRIPTION

In the following detailed description, reference is made to the accompanying drawings that show, by way of illustration, specific embodiments in which the invention may be practiced. These embodiments are described in sufficient detail to enable those skilled in the art to practice the invention. It is to be understood that the various embodiments of the invention, although different, are not necessarily mutually exclusive. For example, a particular feature, structure, or characteristic described herein in connection with one embodiment may be implemented within other embodiments without departing from the scope of the invention. In addition, it is to be understood that the location or arrangement of individual elements within each disclosed embodiment may be modified without departing from the spirit and scope of the invention. The following detailed description is, therefore, not to be taken in a limiting sense, and the scope of the present invention is defined only by the appended claims, appropriately interpreted, along with the full range of equivalents to which the claims are entitled. In the drawings, like numerals refer to the same or similar functionality throughout the several views.

It should also be noted that in the development of any such actual embodiment, numerous decisions specific to circumstance must be made to achieve the developer's specific goals, such as compliance with system-related and business-related constraints, which will vary from one implementation to another. Moreover, it will be appreciated that such a development effort might be complex and time-consuming but would nevertheless be a routine undertaking for those of ordinary skill in the art having the benefit of this disclosure.
In this disclosure, the term "storage medium" may represent one or more devices for storing data, including read only memory (ROM), random access memory (RAM), magnetic RAM, core memory, magnetic disk storage mediums, optical storage mediums, flash memory devices and/or other machine readable mediums for storing information. The term "computer-readable medium" includes, but is not limited to portable or fixed storage devices, optical storage devices, wireless channels and various other mediums capable of storing, containing or carrying instruction(s) and/or data.

Embodiments of the present invention provide a method of describing oilfield operations in a knowledge representation that contains a grammar for interpreting oilfield application data. Merely by way of example, in some embodiments, methods of describing drilling operations in a knowledge representation that contains a grammar for interpreting drilling data are provided. However, the methods herein disclosed may be used on other oilfield applications, such as hydrocarbon production, well completions, well logging, well interpretation, recovery operations, stimulation or the like. The knowledge representation of embodiments of the present invention may include representation of uncertainty.

For example, given a representation of oilfield operations, such as drilling activities or the like, that have component subactivities, the representation may include probabilities for transitioning from one such subactivity to another. The method, when applied, may provide for an efficient way of interpreting input data to determine the probability that the input data is indicative of certain activities occurring and is therefore a valuable tool in analyzing an oilfield application, such as the operations of a drilling rig or the like.

Figure 1 shows a drilling system 10 using automatic rig state detection, according to one embodiment of the present invention. Drill string 58 is shown within borehole 46. Borehole 46 is located in the earth 40 having a surface 42. Borehole 46 is being cut by the action of drill bit 54. Drill bit 54 is disposed at the far end of the bottom hole assembly 56 that is attached to and forms the lower portion of drill string 58. Bottom hole assembly 56 contains a number of devices including various subassemblies. According to an embodiment of the invention measurement-while-drilling (MWD) subassemblies are included in subassemblies 62. Examples of typical MWD measurements include direction, inclination, survey data, downhole pressure (inside the drill pipe, and outside or annular pressure), resistivity, density, and porosity. Also included is a subassembly 62 for measuring torque and
weight on bit. The signals from the subassemblies 62 are preferably processed in processor 66. After processing, the information from processor 66 is communicated to pulser assembly 64. Pulser assembly 64 converts the information from processor 66 into pressure pulses in the drilling fluid. The pressure pulses are generated in a particular pattern which represents the data from subassemblies 62. The pressure pulses travel upwards though the drilling fluid in the central opening in the drill string and towards the surface system. The subassemblies in the bottom hole assembly 56 can also include a turbine or motor for providing power for rotating and steering drill bit 54. In different embodiments, other telemetry systems, such as wired pipe, fiber optic systems, acoustic systems, wireless communication systems and/or the like may be used to transmit data to the surface system.

[0056] The drilling rig 12 includes a derrick 68 and hoisting system, a rotating system, and a mud circulation system. The hoisting system which suspends the drill string 58, includes draw works 70, fast line 71, crown block 75, drilling line 79, traveling block and hook 72, swivel 74, and deadline 77. The rotating system includes kelly 76, rotary table 88, and engines (not shown). The rotating system imparts a rotational force on the drill string 58 as is well known in the art. Although a system with a kelly and rotary table is shown in FIG. 4, those of skill in the art will recognize that the present invention is also applicable to top drive drilling arrangements. Although the drilling system is shown in FIG. 4 as being on land, those of skill in the art will recognize that the present invention is equally applicable to marine environments.

[0057] The mud circulation system pumps drilling fluid down the central opening in the drill string. The drilling fluid is often called mud, and it is typically a mixture of water or diesel fuel, special clays, and other chemicals. The drilling mud is stored in mud pit 78. The drilling mud is drawn in to mud pumps (not shown), which pump the mud though stand pipe 86 and into the kelly 76 through swivel 74 which contains a rotating seal.

[0058] The mud passes through drill string 58 and through drill bit 54. As the teeth of the drill bit grind and gouges the earth formation into cuttings the mud is ejected out of openings or nozzles in the bit with great speed and pressure. These jets of mud lift the cuttings off the bottom of the hole and away from the bit 54, and up towards the surface in the annular space between drill string 58 and the wall of borehole 46.
At the surface the mud and cuttings leave the well through a side outlet in blowout preventer 99 and through mud return line (not shown). Blowout preventer 99 comprises a pressure control device and a rotary seal. The mud return line feeds the mud into separator (not shown) which separates the mud from the cuttings. From the separator, the mud is returned to mud pit 78 for storage and re-use.

Various sensors are placed on the drilling rig 10 to take measurement of the drilling equipment. In particular hookload is measured by hookload sensor 94 mounted on deadline 77, block position and the related block velocity are measured by block sensor 95 which is part of the draw works 70. Surface torque is measured by a sensor on the rotary table 88. Standpipe pressure is measured by pressure sensor 92, located on standpipe 86. Additional sensors may be used to detect whether the drill bit 54 is on bottom. Signals from these measurements are communicated to a central surface processor 96. In addition, mud pulses traveling up the drillstring are detected by pressure sensor 92. Pressure sensor 92 comprises a transducer that converts the mud pressure into electronic signals. The pressure sensor 92 is connected to surface processor 96 that converts the signal from the pressure signal into digital form, stores and demodulates the digital signal into useable MWD data. According to various embodiments described above, surface processor 96 is programmed to automatically detect the most likely rig state based on the various input channels described. Processor 96 is also programmed to carry out the automated event detection as described above. Processor 96 preferably transmits the rig state and/or event detection information to user interface system 97 which is designed to warn the drilling personnel of undesirable events and/or suggest activity to the drilling personnel to avoid undesirable events, as described above. In other embodiments, interface system 97 may output a status of drilling operations to a user, which may be a software application, a processor and/or the like, and the user may manage the drilling operations using the status.

Processor 96 may be further programmed, as described below, to interpret the data collected by the various sensors provided to provide an interpretation in terms of activities that may have occurred in producing the collected data. Such interpretation may be used to understand the activities of a driller, to automate particular tasks of a driller, and to provide training for drillers.

Figure 2 shows further detail of processor 96, according to preferred embodiments of the invention. Processor 96 preferably consists of one or more central processing units.
350, main memory 352, communications or VO modules 354, graphics devices 356, a floating point accelerator 358, and mass storage such as tapes and discs 360. It should be noted that while processor 96 is illustrated as being part of the drill site apparatus, it may also be located, for example, in an exploration company data center or headquarters.

[0063] Figure 3(a) is a screenshot of 11 data channels logged as part of a drilling operation and one data channel that is an interpretation of a subset of the 11 logged data channels. Channel 301 is a plot of the depth (DEPT) and horizontal depth (HDTH). Channel 303 is a plot of block position (BPOS). Channel 305 is a plot of block velocity (BVEL). Channel 307 is a plot of hook load (HKLD). Channel 309 is a plot of standpipe pressure (SPPA). Channel 311 is a plot of mud flow rate in (FLWI). Channel 313 is a plot of rotational speed (RPM). Channel 315 is a plot of surface torque (STOR). Channel 317 is a plot of rate of penetration (ROP). Channel 319 is a plot of a binary value that indicates whether the bit is on bottom (BONB), and channel 321 is a plot of a binary value indicating whether the rig is "in slips" (SLIPSTAT).

[0064] Figure 3(b) is a zooming in on a small section along the time-index of the screen shot from Figure 3(a) thereby spreading out the data to show greater detail.

[0065] As described in U.S. Patents 6,868,920 and 7,128,167 - which patents are commonly owned by the owner of the present application and are incorporated herein in their entirety by reference for all purposes, various sensor data, *i.e.*, one or more of the data channels shown in Figure 3, may be communicated via the communications modules 354 and may be interpreted to determine a rig state. The rig states, in one embodiment, may include the following states: DrillRot, DrillSlide, RihPumpRot, RihPump, Rih, PoohPumpRot, PoohPump, Pooh StaticPumpRot, StaticPump, Static, In slips, Unclassified. Where Rih = Run in Hole, Rot = Rotate, Pooh = Pull out of hole. These states correspond to a numerical value in the RIG channel that is also logged and depicted as channel 323 in Figure 3.
Table I is a listing of RIG channel values and corresponding configurations:

<table>
<thead>
<tr>
<th>Integer Value</th>
<th>Rig State</th>
<th>Rotation</th>
<th>Pumping</th>
<th>Block</th>
<th>Bottom</th>
<th>Slips</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Rotary Drill</td>
<td>On</td>
<td>On</td>
<td>Slow</td>
<td>On Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>1</td>
<td>Slide Drill</td>
<td>Off</td>
<td>On</td>
<td>Slow</td>
<td>On Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>2</td>
<td>In Slips</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>In Slips</td>
</tr>
<tr>
<td>3</td>
<td>Ream</td>
<td>On</td>
<td>On</td>
<td>Down</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>4</td>
<td>Run In Pump</td>
<td>Off</td>
<td>On</td>
<td>Down</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>5</td>
<td>Run In Rotate</td>
<td>On</td>
<td>Off</td>
<td>Down</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>6</td>
<td>Run In</td>
<td>Off</td>
<td>Off</td>
<td>Down</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>7</td>
<td>Back Ream</td>
<td>On</td>
<td>On</td>
<td>Up</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>8</td>
<td>Pull Up Pump</td>
<td>Off</td>
<td>On</td>
<td>Up</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>9</td>
<td>Pull Up Rotate</td>
<td>On</td>
<td>Off</td>
<td>Up</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>10</td>
<td>Pull Up</td>
<td>Off</td>
<td>Off</td>
<td>Up</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>11</td>
<td>Rotate Pump</td>
<td>On</td>
<td>On</td>
<td>Stop</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>12</td>
<td>Pump</td>
<td>Off</td>
<td>On</td>
<td>Stop</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>13</td>
<td>Rotate</td>
<td>On</td>
<td>Off</td>
<td>Stop</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>14</td>
<td>Stationary</td>
<td>Off</td>
<td>Off</td>
<td>Stop</td>
<td>Off Bottom</td>
<td>Not Slips</td>
</tr>
<tr>
<td>15</td>
<td>Unclassified</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>Absent</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>Data Gap</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**TABLE I: RIG Channel Values and Configurations**

In addition to the physical traits such as Rotation etc., the grammar of Appendix A defines traits for datagap, classified, and absent. These traits reflect the presence or consistency of the data. For example, a configuration that is not compatible with any of the first 15 data values, would be unclassified. Where data is missing for one index value in the data, the data would be absent, and if no data is recorded (including no index value), the data would be a datagap. For Rig States 0 through 14, these traits all have the values classified, not absent, and not datagap. Conversely, rig states 15 through 17 correspond to the conditions resulting in those particular states, e.g., for 15 unclassified, the trait values are unclassified, not absent, and not datagap.

A configuration is a particular combination of traits. The Rig channel is an assignment of a value corresponding to values collected from sensors that indicate a
combination of traits corresponding to particular drilling conditions and operations. For this example, the traits are Rotation, Pumping, Block, Bottom, and Slips; Rotation signifies whether the drill string is rotating or not; Pumping signifies whether drilling mud is being pumped; Block indicates the direction of the block, i.e., up, down, slow or no movement; and Slips is reflects whether the drill string is in slips or not. Thus, a configuration is a particular combination of these trait values. Of course, given five variables, some of which take on several different values, the universe of configurations is rather large. However, some combinations of traits may not make sense. These nonsensical combinations are delegated to the Unclassified configuration. Drilling data may be collected on particular time intervals. As such, in some embodiments of the present invention, if for any given time index, data is recorded as NIL, the Absent value is assigned to the RIG channel. Similarly, if no data is recorded at all, the Data Gap value is assigned to the RIG channel.

While in one embodiment the invention may be used to interpret activities that correspond to values of the RIG channel, in other embodiments, other data values may be interpreted, either as combinations of data channels forming configurations in a similar manner to that discussed above for the RIG channel or for single channel data sets.

Figure 4 is a high-level schematic illustration of a RIG data interpretation software program 401, advantageously stored on a mass storage device 360 of the computer system 96 or on an interpretation computer system not located at the rig site but, for example, having a similar architecture as computer system 96, that is operable to further interpret the log data collected during a drilling operation. In one embodiment, described herein, the further interpretation operates to further interpret the collected data to determine the activities that occur or have occurred during a drilling operation by analyzing a time sequence of the RIG channel 323. In an alternative embodiment additional data channels are used for determining the activities that occur or have occurred during a drilling operation.

The drilling data interpretation program 401 may accept as input a drilling knowledge base 403 and drilling data 405. The drilling data 405 may be drilling log data, for example, as depicted in Figures 3(a) and 3(b); a subset of the drilling log data, or, for example, the RIG_STATE channel 323. The drilling knowledgebase 403 is described in further detail below. As is discussed herein below, in an alternative embodiment, the drilling data interpretation program 401 may be constructed from the drilling knowledge in the drilling knowledgebase 403. It may, in accordance with an embodiment of the present
invention, then be reused for interpreting subsequent data sets without accessing the
knowledgebase 403.

[0072] The output of the drilling data interpretation program may be some form of
interpretation 407 of the drilling data 405, e.g., a report of the activities that are occurring
or have occurred during a drilling operation. The interpretation output 407 may be an
interpretation of the input data using the knowledge contained in the knowledge base 403.

[0073] Embodiments of the present invention described herein, may be used on a variety
of data channels and provide a variety of interpretations. Herein, merely for purposes of
example, the interpretations that are made from the Rig Status channel 323 include four
separate channels as illustrated in Figures 3(c) and 3(d). Figures 3(c) and 3(d) contain, in
addition to a subset of the channels illustrated in Figures 3(a) and 3(b), four interpretation
channel graphs containing curves for several interpretation probability variables (in italics in
the table below):

1. (Channel graph 325) Type of Drilling Operation, i.e., whether the rig is used for
drilling rotary (drill rotary), drilling sliding (drill sliding), or neither
2. (Channel graph 327) Actively making hole (Make Hole), wiping the hole (Wipe
_Hole), or merely circulating mud by pumping (Circulate)
3. (Channel graph 329) Actively drilling (drilling), adding stand (Add Stand)
4. (Channel graph 331) Activity unknown (Unknown)

[0074] For each interpretation channel plot 325 through 331 there are logs for each of the
interpretation probability variables. For example, considering graph 329, for most of the
displayed section of Figure (c) the Drilling plot and the Add Stand plot behave essentially
binary, e.g., there is a 1.0 probability of drilling at the same time as there is a 0.0 probability
of adding stand. However, in the section near time-mark 23, the Add Stand plot indicates a
probability of approximately 0.2-0.3 and, conversely, the Drilling plot indicates a probability
of drilling of approximately 0.7-0.8. In other words, the plotted curves in graphs 325 through
331 indicate the probability of a particular activity.

[0075] Having described the input and the interpretation result, the methodology of
interpreting the input data is now described, which methodology of interpretation may in
some embodiments of the present invention take uncertainty into account and may produce
the interpretation results.
Figure 5 is a schematic illustration illustrating one embodiment of using drilling knowledge to interpret drilling data 405 to produce an interpretation 407. In the example of Figure 5, the drilling knowledgebase 403 is used by an interpretation program code generator 507 to produce a data interpretation program 401.

The drilling knowledgebase 403 may be contained in a hierarchical structure 501 known as an ontology. A sample ontology is depicted and described in greater detail hereinbelow.

The ontology 501 may be input into an Ontology-to-Activity-Grammar program 503, the output of which is an activity grammar 505. In an alternative embodiment, the drilling knowledge is contained directly in an activity grammar 505. Figure 6 is a screen dump of a portion of an ontology of drilling 501. A corresponding text version of the stochastic grammar ontology may be found in Appendix A - DRILLING STATES ONTOLOGY LISTING.

An Activity Grammar 505 contains, for example:

- Activity descriptions for a number of activities wherein each activity is described as a start state, a finish state, and one or more subactivities performed during each activity. There may be any number of levels of subactivities, i.e., a subactivity may be further composed of other subactivities.

- Transitional probabilities defining the probability of transitioning from one subactivity to another subactivity, from the start state to a particular subactivity, and from a subactivity to the finish state.

- A number of leaf activities. A leaf activity is an activity that does not include any subactivities.

- Configuration variables that define the configuration of an activity with respect to particular traits, which are values of particular observed conditions, e.g., whether the bit is on bottom, whether the mud circulating pump is on or not, whether block is moving, the direction it is moving, etc, wherein a configuration is a combination of trait values.

- Specification of a top level activity, e.g., drillwell. The activity drill_well corresponds to a defined activity that is composed of several subactivities. drillwell is defined in the activity grammar at lines A-1471 through A-1555.
Without meta information, drill_well. Would logically be the top level activity. However, in the actual implementation, for implementation reasons, the top level activity is a combination of drilljwell activity and the meta activity defined at A-1760 through A-1818.

[0080] Each of these elements of the stochastic grammar 505 is described herein below.

[0081] **Activity Descriptions** Figure 7 is a schematic illustration of the activity drilljwell represented by stochastic finite state machine 601. In a sense activities as defined in the activity grammar are probabilistic finite state machines, i.e., finite state machines in which transitions from one state to another have assigned probabilities. In Figure 7 the activity finite state machine (AFSM) 601 corresponds to the activity grammar code (Appendix A, Lines A-1471 through A-1555). The drilljwell AFSM 601 has a start state 603 and a finish state 605. From the start state 603, there are transitions to each of three sub-activities, namely, drill_a_section 611, tripjn 609, and trip_out 613, with transition probabilities 0.4, 0.4, and 0.2. These transitions and transitional probabilities are defined in the code at Lines A-1473 through A-1479, A-1480 through A-1486, and A-1501 through A-1507.

[0082] Drilling a section is defined as a continuous drilling operation that is terminated by an activity that does not fit within the grammar definition for the drill_a_section activity 611, see below. Therefore, at the conclusion of drill_a_section 611, or a sequence of drill_a_section activities, the AFSM drilljwell transitions to the finish state 605.

[0083] Now consider the activity drill_a_section (Lines A-1557 through A-1607) illustrated in Figure 8. The activity drill_a_section has several component activities, also known as subactivities. The subactivities of an activity are states in the finite state machine corresponding to the activity. Thus, there is a one-to-one mapping between activities and states. The drill_a_section activity 701 is depicted graphically in Figure 8. The drill_a_section 701 is composed of the subactivities: pre_drill_stand 702, drill_a_stand 703, pre_add_stand 704 and addjx_stand 705 (in addition to the start 101 and finish states 709).

[0084] Figure 9 is a schematic illustration of the drill_a_stand activity 703.

[0085] Figure 10 is a schematic illustration of an activity with a repeating subactivity. The tripjn activity 711 includes one subactivity, the tripjn_stand subactivity 713 which may repeat up to 100 times.
Figure 11 is a schematic illustration of a leaf activity, namely, the makejiole activity 715. The make_hole activity is defined in Appendix A at lines A-1 188 through A-1213. The makejiole activity has not subactivities and the only transition is directly from its start state 717 to its finish state 719. In the context of the finite state machine representation of stochastic grammar, leaf activities are referred to as leaf states.

The example of Appendix A defines the following leaf activities:

- lower_to_bottom
- run_into_hole
- lift_out_of_slips
- circulate
- wipe_up
- wipe_down
- lower_into_slips
- make_hole
- pull_out_of_hole
- in_slips
- connect_stand
- unclassified
- absent
- datagap
- unknown

Table II: Leaf Activities from the Example of Appendix A

Transitional Probabilities As noted above, each activity, other than leaf activities or bottom level activities, comprise one or more subactivities. The activity has specified transitional probabilities and a start and finish state. For example, the drill_well activity 601 defines transitions from tripJ n 609 to trip_out 613 and drill_a_section 611. In the example of drill_well, the transitional probabilities from its start state 603 to drill_a_section is 0.4 and to tripJ n 0.4. These probabilities represent probabilities that well drilling operation commences with drilling a section or tripping in, respectively. In some circumstances, drilling a well may start with a tripping out operation represented by a 0.2 probability transition from the start state to the trip_out subactivity 613.

As illustrated in Figures 7 through 10, activities correspond to finite state machines with transitions from the start state to the finish state through a sequence of subactivities. The activity grammar defines transitional probabilities for the transitions from the start state to these various subactivities, to one another, and to the finish state.
For example, lines A1473 through line A1542 define the transitional probabilities of the activity drill_well, corresponding to the transitional probabilities illustrated in Figure 7 and discussed hereinabove.

**Configuration Variables and Leaf Activities** The grammar has certain activities that do not have further subactivities; these are leaf activities. Associated with each leaf activity are values for certain traits. The traits may be defined in superactivities of the leaf activities and inherited by the leaf activities. A combination of trait values constitute a configuration that by definition have certain values when the leaf activity is being performed. The configuration variables, in a preferred embodiment, include pump, rotate (optionally), block, bottom, and slips.

Pump has the values on and off, and indicates whether the pump circulating drilling mud through the drillpipe is pumping (on) or not (off).

Rotate defines whether the drillstring is rotating or not.

Block indicates the movement of the block and has the values up, down, and stop (i.e., no movement).

Bottom indicates whether the bit is on the bottom of the borehole and has the values onbottom and offbottom.

Slips indicates whether the drillstring is inslips or notinslips.

Each leaf state is defined by particular values for each of the configuration variables. Configurations are particular combinations of trait values. For example, lines A1084 through A1109 defines that the activity circulate has the values pump=on, rotate=on, block=stop, bottom=offbottom, and slips=notslips. In other words, when the activity is circulate by definition the pump is pumping, the drill string is rotating, the block is not moving, the drillstring is off the bottom of the borehole and in slips.

In addition to the traits pump, rotate, block, bottom, and slips the ontology of Appendix A define several traits that are not directly associated with drilling operations, but rather with the data collected. These include classified, datagap and absent. Classified indicates that the trait combination recorded by the observed data translates to a datavalue in the RIG channel. I.e., if the combination of pump, rotate, block, bottom, and slips do not
produce a RIG channel datavalue, the configuration is said to not be *Classified*. *Datagap* is used to signify a sequence of datapoints without recorded data. *Absent* indicates a missing data value.

[0099] Declaring configurations for the leaf activities specifies connections to the observations that lead to a conclusion that the drilling rig is operating according to that leaf activity. Thus, the system defines some configuration variables, namely *pump*, *block*, *bottom*, *rotate* and *slips*. These correspond to the data channels and correspond to the RIG STATE data channel. Furthermore, these define important variables that characterized into discrete cases, *e.g.*, block is going down, pumping is off or on, we are either rotating or not, we are either on bottom or not on bottom, and in or not in slips. In an embodiment of the present invention, qualitative variables may be used that couple to the actual data. To decide whether the drilling process is pumping or not, in aspects of the present invention, a threshold above which it is deemed that the system is pumping is defined.

[0100] This threshold may be determined/analyzed/interpreted probabilistically. When looking at a measurement with a threshold, if far from the threshold there is a high certainty about the meaning of the data, *e.g.*, high standpipe pressure above the determined pumping threshold means the probability of pumping in the system is high, whereas low pipe pressure data below the pumping threshold means that the probability is that the pumping in the system is off. Pumping data around the threshold means the probability of pumping or not pumping is about fifty-fifty. As the pipe pressure rises, the probability of pumping goes from zero, to fifty percent, to 100 percent.

[0101] The specific configuration variable values for each leaf state may be found in Appendix A, *e.g.*, for *make_hole*, at A-1189 through A-1212, which defines that the configuration for *makehole* is slips=notslips, pump=on, block=slow, bottom=onbottom; rotate is not specified.

[0102] **Top-Level Activity** The grammar 505 defines a top level activity from which certain operations of the generation of the data interpretation program 501 may commence. For example, determination of transitional probabilities from one leaf-state to another leaf-state is performed by traversing the grammar. That traversal begins at the top-level activity.

[0103] In Figure 5, the ontology 501 contains a data representation of uncertainty in drilling knowledge. Uncertainty in drilling knowledge includes uncertainties in the manner in
which one would interpret a particular data condition. Consider, for example, a knowledge
that driller i is drilling a section of a well and that in so doing the driller is drilling a stand of
drill pipe, there is an uncertainty as to whether the driller will at the conclusion of that
operation drill another stand or will have finished drilling a the section of the well.
Experience may have shown that 90% of the time after drilling a stand another stand is added
and 10% of the time the drilling of the section has finished. The activity grammar 505
contains this type of probability knowledge about the flow of drilling operations.

[0104] **CODE GENERATOR 507.** In one embodiment of the present invention, the code
generator 507 accepts as input the activity grammar 505 (e.g., as listed in Appendix A) and
produces the Data Interpretation Program 401 that when executed may be used to interpret the
input data 405 and produce an interpretation 407 of the data in terms of the activities of the
grammar 505. A sample code generator 507 written in the Java programming language is
listed in Appendix B. This sample code generator accepts as input the grammar 505 that is
represented in listing form in Appendix A.

[0105] Figure 12 is a block diagram illustrating the components of the data interpretation
program 401 generated by the data interpretation program generator 401. The data
interpretation program 401 consists of three major components: a transition probability matrix
(TRANS-PROB) 451 which is a matrix containing the probabilities of transitioning from one
activity (i.e., one state) to another, a data-to-state probability matrix (DATA-STATE-PROB)
453 which is a matrix containing the probabilities that a given data value corresponds to each
particular state, and the program code 455 that applies the TRANS-PROB matrix 451 and
the DATA-STATE-PROB matrix 453 to compute an interpretation of the input data in terms
of probabilities that the input data corresponds to particular activities defined in the
knowledge base 403.

[0106] The mechanism for building the TRANS-PROB matrix 451 and the DATA-
STATE-PROB matrix 453 is described herein below. Before discussing how the code
generator 507 builds these matrices we describe the operation of the code 455 that applies
these matrices to interpret input data, e.g., a RIG states channel.

[0107] Figure 13 is a block diagram illustrating the process of interpreting a time
sequence of input data, e.g., the RIG State channel 323, to compute probability values for
each leaf state and for each activity defined by the activity grammar 505, in accordance with
an embodiment of the present invention. Figure 13 illustrates an example of the operation of code 455. In the illustrated embodiment, the input is the sequence to be interpreted, e.g., the RIG states channel data, and the grammar data structure, e.g., the grammar data structure 511.

[0108] Consider the interpretation of a data value Data at time T 200, and the probabilities of the various states at time T-I 201. The input state probabilities vector \( P(S_{t-i}) \) indicates the probability of each leaf activity is the leaf activity occurring at time T-I. Considering the example of Appendix A, there are fifteen leaf activities defined. The \( P(S_{T-i}) \) therefore has 15 elements, each indicating the probability that one of the leaf activities is occurring at T-I.

[0109] The \( P(S_{t-j}) \) is matrix-to-vector multiplied 157 with the \( TRANS-PROB \) matrix to determine the probability of each leaf state given the probabilities of transitioning from that leaf state to each other state, i.e., \( P(S_{t-j}|S_{T-i}) \). The construction of the \( TRANS-PROB \) matrix is described herein below.

[0110] The matrix-to-vector multiplication 157 produces a prior state probabilities vector \( P(ST) \) 205 in which each element represents the probability that the corresponding leaf state would occur given the state probability vector at T-I. As is discussed herein below, the \( TRANS-PROB \) is derived from the transitional probabilities in the grammar 505 and the grammar structure itself. Thus, \( P(S_{t-j}) \) 205 reflects only the transitional probabilities resulting from the grammar without taking the input data Data 200 into account. In Bayesian inference, a prior probability distribution, often called simply the prior, is a probability distribution representing knowledge or belief about an unknown quantity \( a \) priori, that is, before any data have been observed \( P(A) \).

[0111] The prior probability vector \( P(S_{t-j}) \) 205 is adjusted by the probabilities that the data reflects each particular leaf activity \( P(S_{t-j}|Data) \) 207. That task is performed by extracting 211 the vector of probability values corresponding to the Data value 200 in the \( DATA-STATE-PROB \) matrix 453. The \( DATA-STATE-PROB \) matrix 453 contains the probability value of each leaf activity given a particular data value. The computation of the \( DATA-STATE-PROB \) matrix 453 is provided herein below.

[0112] The prior probability vector \( P(ST) \) 205 is adjusted by the probabilities that the data reflects each particular leaf activity \( P(S_{t-j}|Data) \) 207 by an element-by-element multiplication 161 of each element in the prior probability vector \( P(ST) \) 205 by the corresponding element in
the data-to-state probability vector \( P(S \rightarrow Data) \) and normalizing 167 the result thereby obtaining the posterior state probabilities at time \( TP(S \tau \rightarrow Data) \) 209. Thus, the posterior state probabilities at time \( TP(ST \rightarrow Data) \) 209 take into account both the stochastic grammar 505 and the data values from the data channel.

[0113] Figure 14 is a block diagram illustrating exemplary pseudo code implementing the process illustrated and discussed in conjunction with Figure 13. A first step may be to clean up the input data, step 131. The data may be cleaned up to provide for missing data, to remove spikes indicative of nonsense/non-probabilistically relevant data and/or the like. In certain aspects, the nonsense/non-probabilistically relevant data may be treated as missing data. In an embodiment of the present invention, the program may interpolate for missing data values.

[0114] The pseudo code of Figure 14 operates to take a current state probability vector (computed at T-I) as an input for the processing of each data value in the data sequence at time T and from it, together with the data value, compute a new current state probability vector reflecting the data value at time T-I. For each iteration; the current state vector from the previous iteration (each iteration reflecting the processing of a data value in the sequence of data values) is updated. Thus, a first step may be to initialize the array holding the current state vector \( CURRENT-STATE-VECTOR \), step 135. The initialization may be to give each state the same probability, e.g., if there are 14 different possible states, each state would be given the probability of \( 1/14 = 0.0714 \). An alternative approach is to use a statistical distribution of states from historical data as the basis for the initial probability distribution.

[0115] Next, the pseudo code includes a loop iterating over the sequence of data samples to be processed, loop 137, to update the \( CURRENT-STATE-VECTOR \). First, the state probability vector \( \text{TRANSITION-PROB-VECT} \) is computed, step 139. Step 139 is fleshed out in greater detail in Figure 15. As discussed in conjunction with Figure 13, step 157, step 139 is a vector-matrix multiplication operation between the \( CURRENT-STATE-VECTOR \) and \( TRANS-PROB \) matrix. For each state \( i \) in the \( CURRENT-STATE-VECTOR \) (i.e., at T-I), outer loop 141, the sum of the probability that a each possible state/ is followed by the state \( i \) is calculated using an inner loop 143 that is an iteration over the possible states/ by looking up the probability value that the state/ is followed by the state \( i \) in the \( TRANS-PROB \) matrix, step 145. The computed vector \( TRANSITION-PROB-VECT \) is the "Prior" States Probabilities 205 of Figure 13.
Returning to Figure 14. The processing of a data value in the sequence being processed also includes the computation of the probability vector having values that the Data value at time $T$ corresponds to each possible activity based on the data on the data value, i.e., the Data-to-State Probabilities vector 207 of Figure 13, step 181 corresponding to operation 211 of Figure 13. This computation may be a look up operation in the DATA-TO-STATE probability matrix to determine for each possible state the probability that the Data value corresponds to that state.

It should be noted that steps 139 and 181 are independent of one another and may be computed in parallel or in any sequence.

The prior probabilities (TRANSITION-PROB-VECT) 205 are combined with the Data-to-State Probabilities vector 207 by multiplying each value in the prior probabilities vector to the corresponding value in the Data-to-State Probabilities vector, step 183.

hi an embodiment of the present invention, having computed the Leaf State v. Rig State probability matrix, step 153, the interpretation/parse program loops over the sequence of data samples in the input data 405, loop 155 may be determined. For each sample in the data channel, time-step by time-step, the interpretation/parse program may be performed (this process is illustrated in Figure. 14).

At the beginning of each sample, there is a probability of being in each state from the previous sample (the initial condition being either that the rig is in the unknown state, or that the probability is equal for all states, step 154). hi Figure. 14 these state probabilities are contained in a state probability vector 201. In an embodiment of the present invention, the transitional probability matrix 203 may be applied to all these state probabilities, step 157. This is a matrix multiplication operation. The application of the state transitional probabilities produces a prior state probability vector 205 ("prior" in the sense that it is computed solely from the previous state probability vector 201 and the transitional probability matrix 203).

The details of the Interpretation Program Code Generator 507 are now described. As noted above, the Interpretation Program 401 contains the TRANS-PROB matrix 451 and DATA-STATE-PROB matrix 453. The Interpretation Program Code Generator 507 produces these two matrices from the grammar 505 as is illustrated in Figure 16.
The following pseudo code describes the process of creating the TRANS-PROB matrix:

Build TRANS_PROB matrix
{
  Determine_Leaf_Nodes (START) {Determine Leaf Nodes of the grammar starting with START (see below)}
  Build Trans-Prob Matrix from leafnodes {rows = {START, leafnodes}; columns {leaf_nodes, FINISH}}
  Traverse_to_collect_probabilities by following paths from each leaf-node to each other leaf-node
}

Table III: Pseudo Code describing how to build the TRANS-PROB matrix

The first step is to determine the leafnodes. As discussed herein above, the leaf nodes are those nodes that have no subactivity states. The matrix may thus merely be traversed until a node has no transition out. Figure 17 is a very simple grammar used as an example to illustrate (this grammar is used herein below to illustrate the operation of the system and method for interpreting drilling data using a stochastic grammar. Beginning at the START state, the grammar is traversed collecting the nodes that have no path other than to finish. Thus, there is a path A-B-D and D to Finish. Therefore one leaf node is the A-B-D node, representing the transitions from Start to Finish via the nodes A, B, and D. Similarly, further traversal of the grammar structure of Figure 17 determines that nodes A-C and A-B-E are leafnodes.

Next, the TRANS-PROB matrix is constructed to have a row and column for each leaf state, an additional row for the START state, and an additional column for the FINISH state. Such a TRANS-PROB matrix 231 that corresponds to the grammar of Figure 17 is illustrated in Figure 18.

Next, the TRANS-PROB matrix 231 is populated by traversing the grammar following the transitions from START to leaf-states and multiplying together the transition probabilities. In the example, the path from START to A-C to FINISH has the transitions Start → A with a probability 1.0, A → C with a probability 0.6, and C → FINISH with a probability 1.0. Thus, the START to A-C state-to-state transition probability is $1.0 \times 0.6 \times 1.0 = 0.6$. Similarly, from START to A-B-D to FINISH has the transition probabilities 1.0, 0.4, 0.3,
and 1.0 for a state-to-state transition probability of .12, and so on. Of note is the transition back from node A-B-E onto itself with a 0.5 probability. In the traversal of the grammar to determine the transitional probabilities from one node to another, if a transition causes a visit to a node that has previously been visited in the determination from that one node to that another node, the traversal stops and the product of the transitional probabilities encountered along the path is noted. In this particular example, there is only the transition from A-B-E onto itself with a transitional probability of 0.5. A complete leaf-state-to-leaf-state traversal that multiplies all the transitional probabilities in the path from each leaf-state that can reach each other leaf-state results in the TRANS-PROB matrix, e.g., for the grammar example of Figure 17, into the matrix 231 of Figure 18.

[0126] The process for building the interpretation program 401, e.g., the interpretation program code generator 507, also computes the DATA-STATE-PROB probability matrix 453. The following pseudo code describes, one possible process of creating the DATA-STATE-PROB probability matrix 453:

Build Data-to-state matrix NOT taking confusion into account

```
build_data_to_state_matrix_not_taking_confusion_into(account

1    {
2        for each state
3            {
4                determine the configurations compatible with that state (state-compatible-configurations) and number of state compatible configuration (state-compatible-configurations-count); /* i.e., if a state is defined by config 11---, the compatible configurations are 1100, 1101, 1110, and 1111. Thus there are 4 compatible configurations */
5                state-per-configuration-probability := 1 / state-compatible-configurations-count;

6            for each state-compatible-configuration
7                {
8                    for each data-value
9                        {
10                            if the data value is compatible with the state-compatible-configuration
11                                {
12                                    note the data value as compatible (e.g., set a bit corresponding to that data value and configuration;
13                                    increment count of data value-configuration pairing as compatible for this state (data-value-compatible-count);
14                                } /* end if data value is compatible
15                            } /* end for each data value */
16                        } /* end for each data-value */
```
for each compatible-datavalue

\[
\text{DATA-STATE-PROB} \{ \text{compatible-datavalue, state} \} := \\
\text{DATA-STATE-PROB} \{ \text{compatible-datavalue, state} \} + \text{state-per-configuration-probability} \text{ DIVIDED BY data-value-compatible-count};
\]

\} /* end for each compatible datavalue */
\} /* end for each state */

normalize each datavalue row;

Table IV: Pseudo Code describing how to build the DATA-STATE-PROB matrix without taking confusion into account

The process iterates over the leaf-states defined in the grammar. In the present example, the leaf states are A, B, C, and D.

For each state, first there is a determination of which states are compatible with particular data values based on common traits, Loop Lines 3 through 22. Figures 19 and 20 illustrate the operation of matching compatible states and traits. Consider a very simple grammar 801 of Figure 19. The grammar 801 has four leaf states: A, B, C, and D. The transitions defined by the grammar 801 are not specified. However, let's stipulate that the grammar defines four traits: TRAIT1, TRAIT2, TRAIT3, and TRAIT4. The values for the configurations of these traits for the four states are given in the TRAITS-TO-STATE table of Figure 20. Note that similar configurations are given for the leaf-states defined in the grammar of Appendix A. For illustrative purposes, the traits in Figure 19 are binary. Thus, for each trait, a configuration corresponding to a particular state may have the value undefined (-), 1, or 0. For State A, the configuration is - - 1 0, etc. Thus, since the undefined (-) values may take any value, the compatible configurations for state A are 0010, 0110, 1010, and 1110. Figure 21 illustrates the compatible configurations for the states in the present example.

Similarly, configurations, i.e., combination of trait values are assigned to the various data values. For example, in the example of Appendix A, the token Run_In
(Appendix A, Lines A269 through A304), corresponding to the RIG channel value 6, has the defined configuration classified=yes, absent=no, rotate=off, block=down, bottom=offbottom, pump=off, slips=notslips, and datagap=np. All other possible data values also have defined configurations.

[0130] In the simplified example presented here, there are six data values provided, 1 through 6. Figure 22 provides a table of the configurations corresponding to these six data values. For example, data value 1 has the configuration 0 0 - -.

[0131] These configurations may also be expanded into compatible configurations like the configurations corresponding to the various leaf states. Figure 23 is a table of the compatible configurations corresponding to the defined configurations of Figure 22.

[0132] The compatible are referred to in the pseudo code of Table IV as state-compatible-configurations and the count of such configurations, as state-compatible-configurations-count.

[0133] Having determined the compatible configurations, the process assigns the total probability for the state over those compatible configurations by simply taking the inverse of the state-compatible-configurations-count, Line 6.

[0134] The process iterates over all the state-compatible-configurations for the state of the current outer loop iteration, Loop starting Line 7 and ending Line 21 to determine the data values (innermost nested loop: Lines 9 through 16) that have a configuration that matches the compatible configurations. For any data value that is compatible with the state configuration (If statement Line 11), the data value is noted as compatible (Line 13) and a count of compatible data value-to-state-configuration pairings is incremented (Line 14). Figure 24 is an illustration of the notation of compatible configurations for each state. Note that the configurations for each state are numbered sequentially and that each element in the matrix of Figure 24 is a sequence of flags that reflect whether the particular corresponding configuration of the state is compatible with the configuration of the data value. For example, because the configuration of state A is -10 and has compatible configurations 0010, 0110, 1010, 1111 and data value 1 has the configuration 00- with the compatible configurations 0000, 0001, 0010, 0011, the first compatible configuration of state A is the only compatible configuration that is compatible with the configurations of Data value 1.

[0135] After the conclusion of the loop over compatible configurations, the process knows which datavalue is compatible with the state (e.g., have been noted as compatible)
and how many such compatible states there are, \textit{data-value-compatible-count}. That information is used to populate the DATA-STATE-PROB matrix 453. For each data value that is noted as compatible, the DATA-STATE-PROB \{datavalue, state\} matrix element is set to number of compatible configurations for that data value, state combination divided by the total number of compatible configurations for the state, Lines 17-21. Figure 25 is an illustration of the result of the loop of Lines 17-21. Consider, for example, the column for State B. For data value 2, there are 4 compatible configurations, for each of data values 3 through 6 there are 2 compatible configurations. Thus, for the entire column there are a total of 12 matches of compatible configurations. Dividing the matching configurations for each data value with the total number of matching configurations results in the values 1/3, 1/6, 1/6, 1/6, and 1/6 for rows corresponding to data values 2 through 6.

[0136] Finally, the DATA-STATE-PROB matrix is normalized along the rows, Line 23. Figure 26 is an illustration of the resulting matrix following the normalization operation.

[0137] The example grammar 801 of Figure 19 does not provide specific transition rules. For the purpose of illustrating the operation of the data interpretation program, let's consider an example TRANS-PROB matrix with arbitrarily selected probability numbers. Figure 27 provides such an example that will be used herein below for the purposes of illustrating the operation of the interpretation program 401.

[0138] Figure 28 is an illustration of the results of the operation of the interpretation program 401 using the process described in conjunction with Figures 13 though 15 and the TRANS-PROB matrix of Figure 27 and the DATA-STATE-PROB matrix of Figure 26. Row 803 represents a sequence of data values. Column 805 is an initial value for the \textit{CURRENT-STATE-PROBABILITY VECTOR}; or it may be viewed as an interim vector in the processing of some larger sequence that is immediately followed by the vector 803.

[0139] Table 205' is the prior probabilities. Thus, the first column are the prior probabilities obtained from a vector-to-matrix multiplication of the initial vector 805 and the TRANS-PROB matrix of Figure 27 as discussed in conjunction with elements 157 of Figure 13, 139 of Figures 14 and 15. Table 207' contains the Data-to-State vectors corresponding to the respective data values in the input data sequence 803. For example, the first, third, and sixth data values are the value 5. The value 5 has the data-to-state vector \{0.,3, .1, .3, .1,0]. Thus, that vector is recorded in columns 1, 3, and 6 of table 207'. Having the vectors 205 and 209, corresponding to a data value, these are element-by-element multiplied (operation 161)
and normalized (operation 167) to produce the vector corresponding to the same data value in
the output table 209'.

[0140] While the present example discussed herein above relies on a very simplified
grammar, the same techniques may be used for a more complex grammar 505. Appendix A
illustrates such a grammar. Appendix B is an example Java program implementation of an
interpretation program code generator 507 operating on, for example, the activity grammar
505 that has been extracted into the representation of Appendix A.

[0141] It is entirely possible that a recorded data value is inaccurate. Consider an
unrelated example. Consider two drivers following one another. The trailing driver wishes to
use the turn signal of the car in front to determine the actions of the first driver. Usually the
turn signal coming on is a good predictor of the intent of the driver to turn. However, a
missing turn signal may only mean that the light is out. Even a blinking turn signal may not
indicate that the driver intends to turn. The blinking turn signal could be indicative of a faulty
circuit or that the driver mistakenly engaged the turn signal (or that the eyes of the person in
the trailing car is hallucinating). Thus, there is some confusion about what the observed data
really means.

[0142] The same phenomena may occur in a drilling operation. For example, a RIG state
indicative of the rig being in slips usually would mean that the rig is indeed in slips.
However, it could also mean that there was an error in recording the rig as being in slips.
Such errors may occur, for example, by sensors failing, sensor calibration being off, or some
anomalous condition that caused a sensor to operate erratically.

[0143] An embodiment of the present invention accounts for such uncertainties, also
known as confusion, by recording the confusion as to the meaning of a trait value in a
confusion matrix mapping recorded values to actual values according to the probability that
the recorded value accurately reflects the actual value. Figure 29 illustrates some confusion
matrices that could correspond to the example given herein above. The first trait confusion
matrix 901, for example, corresponds to the Trait #1 and indicates that a recorded value of
ON is .98 indicative of the actual value being ON and .02 indicative of the actual value being
OFF. Similarly of the other traits. Note that the third and fourth confusion matrices 903 and
905 indicate that there is no confusion as to these values.

[0144] It is valuable to note that the confusion matrices are not necessarily symmetrical.
The example, with the turn signal would probably yield a similar dissymmetry, i.e., it is more
likely that the turn signal being on means an imminent turn than that the turn signal being off means that no turn will be made.

[0145] The following pseudo code describes the process of creating the DATA-STATE-PROB matrix 453 using the Confusion Matrices:

Build Data-to-state matrix taking confusion into account

```
{ 
  for each state
    { 
      determine the configurations compatible with that state (state-compatible-configurations) and number of state compatible configuration (state-compatible-configurations-count); /* i.e., if a state is defined by config 11, the compatible configurations are HOO, 1101, 1110, and 1111. Thus there are 4 compatible configurations */
      state-per-configuration-probability := 1 / state-compatible-configurations-count;
    
    for each state-compatible-configuration
      { 
        for each data-value in the list of data-values
          { 
            if the data value is compatible with the state-compatible-configuration then
              { 
                note the data value as compatible (e.g., set a bit corresponding to that datavalue and configuration;
                increment count of data value-configuration pairing as compatible for this state (data-value-compatible-count);
              } /* end if data value is compatible
            } /* end for each data value */
          } /* end for each state-compatible-configuration */
      } /* end for each data-value in the list of data-values */
      if the state-compatible-configuration does NOT have confusion
        for each compatible-datavalue
          DIVIDED BY data-value-compatible-count
      else /* the state-compatible-configuration does have confusion */
  } /* end for each state */
} /* end { */
```
for each confusion-alternative-configuration /*
e.g., if config is 10 and can be confused with 11 the iteration is
over the set 10 and 11. */
 
{ Determine the alternative-config-
probability for the confusion-alternative-configuration from the
confusion matrix; }

For each alternative-data-value IN the
list of data-values that is compatible with the confusion-
alternative-configuration

DATA-STATE-PROB

[alternative-data-value,state] := DATA-STATE-PROB
[alternative-data-value,state] + alternative-config-
probability* state-per-configuration-probability DIVIDED
BY data-value-compatible-count;

} /* end for each confusion-alternative-
configuration */

} /*ENDIF */

} /*end for each state-compatible-configuration */

} /* end for each state */

normalize each datavalue row;

Table V: Pseudo Code describing how to build the DATA-STATE-PROB matrix using
confusion matrices

[0146] The above pseudo code will be described herein by way of example. The pseudo
code of Table V loops over each state (Loop starting at Line 3). The pseudo-code of Table V
operates much like pseudo code of Table IV. For any configuration that is compatible with
the state and for which there is no confusion, the assignment of probability is the same.
However, if there is confusion in a compatible configuration, the probability associated with
that configuration is allocated between the alternative configurations that could reflect the
recorded configuration and to the datavalues that such alternative configurations are
compatible with according to the probabilities assigned in the confusion matrices.

[0147] Consider a very simple example. If a first state S has a defined configuration as 1-
-, i.e., the first bit is 1 and the second bit is undefined, there are two configurations that are
compatible with that configuration, 1 0 and 1 1 . Now, suppose that there are three alternative
data values, A, B, and C. Let's define 1 0 to be compatible with A and B, and 1 1, with B and
C. Let's further define that the first compatible configuration, 1 0, has no confusion, whereas
1 1 may be confused and has alternative configurations 1 0 and 1 1. According to the
confusion matrix, 1 1 has the probability 0.8 of begin 1 1 and the probability 0.2 of being 1 0.

[0148] Because there are two compatible configurations for state S, each is allocated a
probability of 0.5.

[0149] Consider now the first compatible configuration of the state S, 1 0. Because it has
no confusion, of the data values compatible with 1 0, namely A and B, are allocated A of the
0.5 probability allocated to 1 0.

[0150] The resulting DATA-TO-STATE probability matrix for state S is as follows:

A : .25

B : .25

C : 0.0

[0151] Now consider the second compatible configuration of state S, 1 1. Because 1 1
has confusion, Line 20 of the pseudo code of Table V, for each alternative (1 1 and 1 0), the
probability of that configuration is determined from the confusion matrix. The confusion
matrix has a row for each recorded value of a trait and a column for each actual value. In the
present example, the only recorded value is 1 and the corresponding actual values may be
either 1 (with a probability 0.8) and 0 (with a probability 0.2). Thus, the two alternative
configurations are given the probabilities 0.8 and 0.2, respectively, Line 22. For each
configuration that is an alternative to the confused configuration each compatible data value
the probability assigned to the alternative configuration multiplied by the portion of the
probability assigned to the state compatible configuration that is assigned to each data value,
Line 23. Because there are two data values compatible with the second state compatible
configuration each is allocated 0.25. This is then multiplied by then allocated to the data
values compatible with the alternative configurations as follows:

A: .2* .25 (from being compatible with 1 0 which is 0.2 probability alternative of 1
1)
B: .8*25 + .2*.25 (from being compatible with 1 1 which is 0.8 probability alternative of 1 1, and being compatible with 1 0 which is 0.2 probability alternative of 1 1)

C: .8*.25 (from being compatible with 1 1 which is 0.8 probability alternative of 1 1)

Thus, the end-result allocation of data-to-state probabilities for state S is:

A: .25 + .2*.25

B: .25 + .8*25 + .2*.25

C: 0.0 + .8*.25

The methodology for storing a stochastic grammar 505 in an ontology for drilling 501 and using that in the manner described for interpreting a data stream 405 may be extended. In an embodiment, the above-described methodology is used to assess the compatibility of a data set with a particular grammar and thereby determining something about the data set. For example, each operator company may have its own way of performing drilling operations and may handle particular situations in particular ways. Each company would then have a unique grammar. Similarly, different geographic regions may have different grammars. A data set, for which an analyst does not know the origin, be it by operator-company or by geographic region, may be interpreted against several alternative grammars to determine which grammar is the best fit and therefore most likely to be the origin of the data set. Figure 30 is a flow-chart illustrating the process of determining the origin of a data set.

A data set 251, e.g., a RIG state channel or another data channel, is received as input. A plurality of hypothesis 255a through 255d are started, step 253. Each hypothesis 253 may be a data interpretation program 401 that implements a unique stochastic grammar reflecting the operations of a particular drilling operator or geological area. These hypothesis data interpretation programs 255 each iterate 257 over the data sequence 251 in the manner described herein above in conjunction with, for example, the interpretation program 401. On each iteration, the hypothesis interpretation programs 255 determine state probability vector
corresponding to an interpretation of the data set vising the grammar associated with that particular hypothesis.

[0155] Each hypothesis may test the state probability vector it generates against some criteria to determine whether the hypothesis is plausible, decision 261. Usually, if a data set reflects activities that may be interpreted by a particular grammar the state probability vector would strongly indicate that certain activities are much more probable than the other activities. Conversely, if all activities are roughly equally probable, there is a very poor match between the grammar and the data set. Thus, if the grammar seem ill-suited over several iterations, the hypothesis is aborted, step 263, otherwise, the next point in the sequence is processed, step 265. At the conclusion of the processing of the data set through various hypothesis, the interpretation results may be reported, step 267, including reporting the best overall match between the data set 251 and the grammars processed by the various hypothesis interpretation programs 255.

[0156] As described herein above, a stochastic grammar may be stored in an ontology for the purpose of interpreting certain data in terms of activities performed by a driller. In further embodiments, additional drilling knowledge may be stored in the ontology 501 to facilitate reasoning about drilling operations that involve combining knowledge from different aspects of drilling, exploration, production, etc. Such different knowledge may include information about relationships between certain measurements and problem diagnostic inferences that may be drawn from those measurements. By correlating different types of knowledge, all stored in a common representation, inferences may be drawn about the relationships between the interpretations that may be made from the different types of knowledge. For example, if one domain of knowledge allows for interpretation of data leading to problem diagnostics and a second domain of knowledge allows for interpretation of drilling activities, these interpretations may be correlated to allow for inferences such as what actions (or activities in the parlance of the embodiments described herein above) a driller takes when the driller likely has encountered certain problems or drilling conditions. Extensions to the ontology 501 and these types of reasoning is described herein below.

[0157] Figure 31 is a block diagram illustrating the extension of the drilling ontology 501 to include ontology representations of, as herein above, a stochastic grammar 1001, further, a Bayesian Belief Network (BBN) 1003, and, optionally, additional other drilling knowledge 1005. As discussed herein above, the stochastic grammar may be extracted from the ontology 501 and form the basis for a drilling activity interpretation program 401. Similarly, the
ontology representation of the Bayesian Belief Network 1003 may be used to extract a BBN in a representation 1007 (for example, a Netica .dne file) that may be interpreted by a BBN interpreter (for example, the Netica program from Norsys Software Corp, Vancouver, Canada). For ease of explanation, the interpretable representation 1007 of the BBN is referred to herein below as the DNE BBN representation. However, it must be understood that .dne and Netica are merely examples and that any representation of a BBN and, conversely, any interpreter of BBNs are alternatives and are to be included in the interpretation of the words DNE BBN representation and BBN Interpreter respectively. The DNE BBN representation 1007 is produced by an ontology-to-BBN-interface 1009 containing a BBN generator 1011. Conversely, the DNE BBN representation 1007 may be loaded back into the ontology by a BBN Loader 1013.

[0158] Figure 32 is a graphic representation 1100 of a Netica DNE BBN representation 1007. Each node in the DNE BBN representation 1007 represent particular probabilities of particular diagnostics (Washout 1101, MotorStall 1103, BitBalling 1105, FormationChange 1107) based on the probabilities of particular observed physical properties (spPressure 1109, Torque 1111, ROP (rate of penetration) 1113, and WOB (weight on bit) 1115. Each of the diagnostic nodes 1101 through 1105 either have a state value OK, meaning the condition associated with the node, is not the case with a probability indicated. E.g., in the present example, the Washout node 1101 indicates a 99% probability of being OK. Conversely, each of the diagnostic nodes also indicate the probability of the corresponding diagnostic condition, e.g., for the Washout node 1101 there is a 1% probability of Washout occurring, and for Formation change 1107 there is a 5% probability of a formation change.

[0159] Appendix C contains a listing of a .dne file generated from an ontology 501, and corresponding to the graphic representation 1100.

[0160] Figure 33 is a screenshot of a hierarchical representation of an ontology 501 containing a BBN 1003. As an example of an embodiment of the present invention, a small part of the domain of knowledge about drilling in the OWL ontology language is provided below. Figure 33 shows a graphical representation of the taxonomy of concepts, viewed using the Protege ontology development environment. Figure 34, which is distributed over Figures 34a-e, provides a magnified view of the graphical representation of Figure 33.

[0161] In the illustrated embodiment, the leftmost node, Owl:Thing 1201 is the top node of the taxonomy. DrillingComponent 1203 is a class or subset of the top node 1201, and in
turn it has sub-classes *DrillingAction* 1205, *DrillingState* 1207, and *DrillingEvent* 1209. One sub-class of *DrillingEvent* is *DrillingProblem* 1211, which is expanded on Figure 34d and contains the sub-classes *BHBalling* 1213, *MotorStall* 1215 and *Washout* 1217 (as three arbitrary examples of problems). The class *DrillingEvent* 1209 also contains the sub-class *DrillingMeasurement* 1219, which is also expanded on Figure 34d and which in turn contains *StandpipePressure* 1221, *Torque* 1223, and other measurements.

[0162] In addition to the sub-class relationship, the ontology contains individual instances of the various classes and relationships between the classes. For example, a *DrillingProblem* instance is related to one or more corresponding *DrillingStates* that represent associated observations of various measurements. The relationship *hasDrillingState* in the ontology expresses the link between the two.

[0163] In accordance an embodiment of the present invention, the process of representing drilling knowledge in an ontology illustrated Figures 33 and 34 described above provides a very simple example in which a number of typical problems encountered while drilling and a number of observations by which they may be recognized have been defined in an ontology.

[0164] In an embodiment, probabilistic knowledge is represented in the ontology using an ontology representation of a Bayesian Belief Network. In that representation probabilistic knowledge is represented by defining various classes and individuals in the ontology that relate to Bayesian inference. For example, the class *BayesianComponent* 1204, which is a sub-class to Owl:Thing 1201, is defined to contain *BayesianVariable* 1233 and *BayesianState* 1235 (both expanded on Figure 34e). A Bayesian variable, expanded on in Figure 34e, represents a small set of mutually exclusive and exhaustive propositions about the state of the world, for example "Bit-Balling is occurring" and "Bit-Balling is not occurring"; an assignment of a state to the variable represents one of the propositions being true and the rest being false. In our example, *BV-BitBalling* 1237 is the class of Bayesian variables representing Bit-Balling problems, and the *BayesianStates* S_BBLyes 1239 and S_BBLno 1241 correspond to the two propositions above. The BBN makes the determination of the probabilities prob(BitBalling = yes) and prob(BitBalling = no) possible.

[0165] In an embodiment of the present invention, the state of a Bayesian variable may be independent of other variables, in which case the state is a *StraightBayesianState* 1243 and the state has a relation *hasBayesianProbability* that links the state to a numerical value for the probability of the state, representing prob(variable = value).
Alternatively the state of the variable may be dependent upon the state of other variables, in which case the state is a ConditionalBayesianState 1245. For example, bit-balling causes a decrease in ROP (rate of penetration), therefore, the goal is to determine the conditional probability prob(ROP = decreasing | BitBalling = yes), i.e., the probability that the ROP is decreasing on the observation that BitBalling is occurring. This conditional probability relationship is represented in the example ontology by an individual ConditionalBayesianState 1245 that links to specific states for other variables and to a numerical value for the conditional probability.

In the example of the embodiment, there are also relationships, hasBayesianVariableRepresentation and isBayesianVariableRepresentationOf, which link DrillingEvents to Bayesian Variables.

In the DNE BBN representation 1007 (depicted graphically in graph HOO), the straight Bayesian probabilities and conditional Bayesian probabilities are defined tabularly. Figure 35 is a screen shot of a probabilities table 1300 showing the conditional probabilities for the spPressure Bayesian variable 1109. As can be noted there, the spPressure Bayesian variable 1109 depends on the Bayesian variables Washout 1101, MotorStall 1103, and Torque 1111. Further, for each combination of possible values for the states of those variables, the probabilities for the states of the spPressure Bayesian variable are defined. For example, the row 1302 defining the conditions Washout=washout, MotorStall-ok, and Torque=increasing, the conditional probabilities for the value steady is 30.00%.

Figure 36 is a screen shot with several windows from the Protege development system illustrating the relationships relating to the ontology representation of the BBN 1100 and particularly, the spPressure node 1109. Figure 37 provides a more detailed view. A first window 1301 defines the Bayesian variables in the BBN 1100, each corresponding to a node in the BBN 1100. A second window 1303 lists the states and relationships of the spPressure node 1109. The second window includes the states dropping, steady, increasing, and surging. These states, as well as several of the states corresponding to the other nodes in the BBN 1100, are shown in the second window 1303. For example, the BBN state steady, becomes StraightBayesianState_spPressure_steady. A few of the corresponding conditional Bayesian states are shown in the third window 1305. For example, the row defining the conditional Bayesian state BNState_spPressure_steady_WHEN_Washout_washout_MotorStall_ok_Torque_increasing corresponds to the row 1302 in the conditional probabilities table 1300 of Figure 35.
Figure 38 is a screen shot illustrating the particular instance of the ConditionalBayesianState BayesianState_spPressure_steady_WHEN_Washout_washout_MotorStall_ok_Torque_increasing. The window 1309 specifies that the hierarchical relationship in the ontology, namely, that the instance referred to is an instance of ConditionalBayesianState 1245. The subwindow 1313 specifies that the state is a conditional Bayesian state of the Bayesian variable BayesianVariable_spPressure 1236. The subwindow 1315 lists the states to which the state is related, namely, StraightBayesianState_Washout_washout, StraightBayesianState_Washout_washout, StraightBayesianState_MotorStall_ok, StraightBayesianState_Torque_increasing, and StraightBayesianState_spPressure_steady. The instance shown in the window 1309 corresponds to the probability that spPressure is steady when the other conditions are as specified, specifically, 0.3, as shown in the subwindow 1317.

Finally, in certain aspects of the present invention, we may be interested in expressing in the ontology the fact that a certain subset of Bayesian variables (with their associated probabilities) constitutes the basis for a Bayesian belief network. This may be expressed by defining BayesianNetwork 1208 as a sub-class of BayesianComponent 1204 so that each individual of this sub-class represents a specific Bayesian network, the variables of which are related to it by the relation hasBayesianVariable.

Figures 34 through 38 illustrate the specification of the BBN 1003 in the ontology 501. The ontology also contains information linking the BBN to drilling concepts that can apply to other representations, e.g., the stochastic grammar 1001. This linkage may be served by the drilling component 1203 (Figure 34a). Figure 39 is an alternative view of the ontology 501 including the Bayesian component 1204 and the drilling component 1203. In drilling, there are drilling actions 1401, such as ChangeWeightOnBit 1403, Drilling states 1405, such as that indicated by a SteadyPattern 1407, and Drilling events 1209, for example, Drilling measurements 1409 such as spPressure 1411. Thus the ontology presents a framework in which it is possible to relate measurements such as spPressure to actions such as ChangeWeightOnBit 1403, based on the relationships between the measurements that are expressed in the Bayesian network 1003.

The linkage between the drilling component 1203 and the Bayesian Component 1204 is further illustrated in the screen shot of Figure 40 which shows several windows related to the spPressure node 1109 as it is represented in the ontology 1003. For example, the
window 1411 illustrates the relationship that the Bayesian state StraightBayesianState_spPressure_steady is a Bayesian state representation of spPressureSteadyPattern, i.e., the Bayesian state value steady for the spPressure node 1109.

[0174] As demonstrated by this simple example, in accordance with an embodiment of the present invention, the herein described system provides the means to represent uncertain (probabilistic) knowledge in the ontology 501.

[0175] Extracting Probabilistic Knowledge from an Ontology. In some aspects of the present invention, Ontology representations, such as OWL, are designed to be analyzed by computers, which may then extract a subset of their knowledge. One such example is the BBN Generator 1009 and the corresponding BBN loader 1013. The generating program, is listed in Appendix D merely as an example. The generating program is a Java programming language, code that may be plugged into a Protege development environment and which automatically extracts from an ontology one or more Bayesian networks represented within the ontology and re-represents the Bayesian networks in a different form. Of course other languages and other development environments and the like may be used in different embodiments of the present invention.

[0176] To summarize the operation of the BBN Generator 1011:

Traverse the ontology to find each element of the Bayesian network and the associations between the element and other elements of the Bayesian network by:

1. Open the generated file for writing
2. Get the header information of the generated file (at a minimum the network name)
3. Loop over all Bayesian Variables of the ontology
4. For each Bayesian Variable:
   5.1 Output the basic properties of the Bayesian Variable (for example, is the variable discrete or continuous)
   5.2 Output the names of the straight Bayesian states of the variable (for spPressure, they are dropping, steady, increasing, surging)
   5.3 Output the names of the parents of the Bayesian Variable if any, i.e. the Bayesian Variables that the Bayesian Variable associates to (for spPressure, Bayesian Variables that are parents are Torque, Washout, MotorStall)
5.4 If there are no parents of the Bayesian Variable, then merely output the straight probabilities.

5.5 If there are parents of the Bayesian Variable, then output the conditional probabilities (procedure `outputProbs` below, called with two arguments: the list of parents added with the name of the Bayesian Variable, and an empty list of straight Bayesian states).

6. Close the generated file

The procedure `outputProbs` which is recursive, follows the following process flow:

1. If the list of parents plus Bayesian Variable is not empty:
   1.1. Record the first element of the list of parents plus Bayesian Variable
   1.2. Loop over all straight Bayesian states of the Bayesian Variable
   1.3. For each straight Bayesian state of the first element of the list of parents plus Bayesian Variable:
       1.3.1 Add the straight Bayesian state to the list of straight Bayesian states
       1.3.2 Remove the first element of the list of parents plus Bayesian Variable
       1.3.3 Recursion: call `outputProbs` anew with the list of parents plus Bayesian Variable and the list of straight Bayesian states
       1.3.4 Restore the first element of the list of parents plus Bayesian Variable
       1.3.5 Remove the last straight Bayesian state from the list of straight Bayesian states

2. If the list of parents plus Bayesian Variable is empty
   2.1 Loop over the list of straight Bayesian states
   2.1.3 For each straight Bayesian state:
       2.1.3 The first time, build a current list of the Bayesian states related to the straight Bayesian state
       2.1.4 The other times, extract from the current list the Bayesian states that are related to the straight Bayesian state to build a new current list of Bayesian states
   2.2 Output the conditional probability of the single remaining Bayesian state in the current list of Bayesian states
Naturally, the BBN Generator 1011 also takes into account the expected syntax of
the BBN interpreter.

In accordance with some embodiments, the extraction process may require loading
of knowledge from an ontology represented in an external form, such as OWL, into computer
memory. It may then require accessing the internal form, such as a database, to find
particular items, such as objects that represent instances of BayesianVariables. In some
aspects, it may require writing out the information found in another form for subsequent
application.

Figure 41 is a block diagram illustrating the relationships between various
components of the herein-above described embodiments providing for the ability to provide
advanced reasoning about the activities, measurements, conditions, etc. of a drilling operation.
An operational sequence 1501 uses an interpretation program 401 derived, from the stochastic
grammar 1001 stored in the ontology 501, for example, in the manner described herein above.
This sequence 1501 produces drilling action probability vectors 407 indicative of the
activities that may have transpired on a drilling rig.

Conversely, an operational sequence 1503 uses a BBN interpreter 1505 to interpret
a DNE BBN representation 1007 extracted from the ontology representation of the BBN 1003
in the manner described herein above, for example, in conjunction with Figures 31 through
39, to interpret a data stream of physical data 1507, for example. The output from this
interpretation sequence may be a sequence 1509 of BBN variable values representing drilling
problem diagnostics, e.g., bitballing, motor stalling, washout, formation change, as discussed
herein above. If the input data include values for torque, rate of penetration (ROP),
spPressure or weight on bit, in some combination, the BBN 1003, which may be extracted
from the ontology into the representation of Appendix C, may be used to diagnose these types
of drilling problems.

Because the ontology 1009 uses a common representation for the BBN 1003 and
the stochastic grammar 1001, the framework provides for the capability to extend the
reasoning about the respective interpretations by making correlations between their respective
results, for example, by providing a correlation mechanism 1511 to produce correlation
results 1513. These correlations may be to certain probability values for the drilling problem
diagnostics against drilling action probability values. By observing such correlations, it is
possible to deduce the actions taken by drillers in response to certain conditions. Thus, the
correlation results include conclusions of the nature that when conditions X-Y-Z are observed using the BBN 1003, the interpretation program 401 indicates that the driller takes actions A-B-C. In another form, the deductions derived by the correlation mechanism 1511 may be presented as rules fed into an expert system.

[0183] This type of reasoning may provide many advances to the technology of drilling operation automation, driller training and/or the like.

[0184] Figure 42 illustrates the use of the correlation results 1513 with an automated drilling mechanism 1601. The correlation results, e.g., in the form of rules, are used with a real-time data stream 1603. The data stream 1603 may go through some initial filtering, for example, as shown through a BBN interpreter 1505 that interprets the data stream using the BBN 1003. Based on the rules derived from the correlation the automated drilling mechanism 1601 recommends actions 1605 to the driller. For example, the BBN interpreter 1505 may have detected a high probability of motor stall in conjunction with a formation change based on the input data 1603. From past experience captured in the correlation results, the automated drilling mechanism 1601 may recommend an action 1605 that drillers usually take in such circumstances.

[0185] Alternatively, the automated drilling mechanism 1601 may directly control the drilling operation by effecting the recommended action on the drilling apparatus. In such an alternative automated embodiment of a drilling operation, the automatic drilling mechanism 1601 may transmit control signals to the drilling operation control computer, for example, the surface processor 96 if surface processor 96 also functions as a control computer, or a separate control computer.

[0186] Another powerful use of the correlation results 1503 is to use the results for training purposes in an automated training program which, is illustrated in Figure 43. Training data 1701, for example, from recorded drilling operations, is provided to a student driller 1703. Training data 1701 may be input to a training program (not shown), for example, via a BBN interpreter 1505 that diagnoses 1509 drilling problems from the input data 1701. The diagnoses 1509 are also provided to the student driller 1703. Based on the training data 1701 and the drilling diagnosis 1509, the student driller 1703 suggests corrective action 1705.

[0187] The drilling diagnosis 1509 and, optionally (not shown), the training data 1701, are fed into a program 1707 that applies the correlation results 1513, e.g., in the form of rules
derived from the experiences of drilling actions taken by experienced drillers correlated against drilling problem diagnosis (or correlation against raw data), wherein the rules establish courses of action taken by drillers when faced with similar conditions. The program 1707 applies the rules from the correlation results 1513 to determine what action an experienced driller would have taken. Those actions are compared with the actions 1705 suggested by the student driller by a comparator 1709. The comparator 1709 results are fed back 1711 to the student.

[0188] Herein are discussed a mechanism in which different types of drilling knowledge may be stored in an ontology. The common representation provides a mechanism by which new functionality that builds on the existing drilling knowledge may be added seamlessly and whereby such new functionality may be used to provide powerful reasoning about data provided for interpretation. Such reasoning provides mechanisms for automating drilling operations and for providing training to student drillers. These applications are merely two examples of possible applications that may be devised based on the common representation of drilling knowledge in an ontology.

[0189] The particular embodiments disclosed above are illustrative only, as the invention may be modified and practiced in different but equivalent manners apparent to those skilled in the art having the benefit of the teachings herein. Furthermore, no limitations are intended to the details of construction or design herein shown, other than as described in the claims below. It is therefore evident that the particular embodiments disclosed above may be altered or modified and all such variations are considered within the scope and spirit of the invention. In particular, every range of values (of the form, "from about A to about B," or, equivalently, "from approximately A to B") disclosed herein is to be understood as referring to the power set (the set of all subsets) of the respective range of values. Accordingly, the protection sought herein is as set forth in the claims below.
<?xml version="1.0" encoding="utf-8"?>
<grammar>
  <traits>
    <trait>
      <label>absent</label>
      <option>yes</option>
      <option>no</option>
      <confusion>
        <from>yes</from>
        <to>yes</to>
        <prob>0.9</prob>
      </confusion>
      <confusion>
        <from>yes</from>
        <to>no</to>
        <prob>0.1</prob>
      </confusion>
      <confusion>
        <from>no</from>
        <to>yes</to>
        <prob>0.2</prob>
      </confusion>
      <confusion>
        <from>no</from>
        <to>no</to>
        <prob>0.8</prob>
      </confusion>
    </trait>
    <trait>
      <label>classified</label>
      <option>no</option>
      <option>yes</option>
      <confusion>
        <from>no</from>
        <to>no</to>
        <prob>0.8</prob>
      </confusion>
      <confusion>
        <from>no</from>
        <to>yes</to>
        <prob>0.2</prob>
      </confusion>
      <confusion>
        <from>yes</from>
        <to>no</to>
        <prob>0.2</prob>
      </confusion>
      <confusion>
        <from>yes</from>
        <to>yes</to>
        <prob>0.8</prob>
      </confusion>
    </trait>
    <trait>
      <label>datagap</label>
      <option>yes</option>
      <option>no</option>
      <confusion>
        <from>yes</from>
        <to>yes</to>
        <prob>0.9</prob>
      </confusion>
      <confusion>
        <from>yes</from>
        <to>no</to>
        <prob>0.1</prob>
      </confusion>
      <confusion>
        <from>no</from>
        <to>yes</to>
        <prob>0.2</prob>
      </confusion>
      <confusion>
        <from>no</from>
        <to>no</to>
        <prob>0.8</prob>
      </confusion>
    </trait>
  </traits>
</grammar>
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62  </confusion>
63  <confusion>
64    <from>yes</from>
65    <to>no</to>
66    <prob>0</prob>
67    </confusion>
68  <confusion>
69    <from>no</from>
70    <to>yes</to>
71    <prob>0</prob>
72    </confusion>
73  <confusion>
74    <from>no</from>
75    <to>no</to>
76    <prob>1</prob>
77    </confusion>
78  </trait>
79  <trait>
80    <label>slips</label>
81    <option>notslips</option>
82    <option>nslips</option>
83    <confusion>
84      <from>notslips</from>
85      <to>notslips</to>
86      <prob>.98</prob>
87      </confusion>
88    <confusion>
89      <from>notslips</from>
90      <to>inslips</to>
91      <prob>.02</prob>
92      </confusion>
93    <confusion>
94      <from>inslips</from>
95      <to>notslips</to>
96      <prob>.02</prob>
97      </confusion>
98    </confusion>
99    <confusion>
100      <from>inslips</from>
101      <to>inslips</to>
102      <prob>.98</prob>
103      </confusion>
104    </trait>
105  <trait>
106    <label>rotate</label>
107    <option>off</option>
108    <option>on</option>
109    <confusion>
110      <from>off</from>
111      <to>off</to>
112      <prob>.98</prob>
113      </confusion>
114    <confusion>
115      <from>off</from>
116      <to>on</to>
117      <prob>.02</prob>
118      </confusion>
119    <confusion>
120      <from>on</from>
121      <to>off</to>
122      <prob>.02</prob>
123      </confusion>
124    </confusion>
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<from>on</from>
<to>on</to>
<prob>.98</prob>
</confusion>
</trait>
<trait>
<label>bottom</label>
<option>offbottom</option>
<option>onbottom</option>
<confusion>
<from>offbottom</from>
<to>offbottom</to>
<prob>.98</prob>
</confusion>
<confusion>
<from>offbottom</from>
<to>onbottom</to>
<prob>.02</prob>,
<confusion>
<from>onbottom</from>
<to>offbottom</to>
<prob>.05</prob>
</confusion>
<confusion>
<from>onbottom</from>
<to>onbottom</to>
<prob>.95</prob>
</confusion>
</trait>
<trait>
<label>block</label>
<option>up</option>
<option>down</option>
<option>stop</option>
<option>slow</option>
<confusion>
<from>up</from>
<to>up</to>
<prob>.94</prob>
</confusion>
<confusion>
<from>up</from>
<to>down</to>
<prob>.03</prob>
</confusion>
<confusion>
<from>up</from>
<to>stop</to>
<prob>.03</prob>
</confusion>
<confusion>
<from>up</from>
<to>slow</to>
<prob>.02</prob>
</confusion>
<confusion>
<from>down</from>
<to>up</to>
<prob>.03</prob>
</confusion>
<confusion>
<from>down</from>
<to>up</to>
<prob>.03</prob>
</confusion>
<confusion>
<from>down</from>
<to>up</to>
<prob>.03</prob>
</confusion>
<confusion>
<from>down</from>
<to>up</to>
<prob>.03</prob>
</confusion>
<confusion>
<from>down</from>
<to>up</to>
<prob>.03</prob>
</confusion>
<confusion>
<from>down</from>
<to>down</to> <prob>.94</prob> </confusion> <from>down</from> <to>stop</to> <prob>.02</prob> </confusion> <from>down</from> <to>slow</to> <prob>.03</prob> </confusion> <from>stop</from> <to>up</to> <prob>.02</prob> </confusion> <from>stop</from> <to>down</to> <prob>.02</prob> </confusion> <from>stop</from> <to>slow</to> <prob>.03</prob> </confusion> <from>slow</from> <to>up</to> <prob>.00</prob> </confusion> <from>slow</from> <to>down</to> <prob>.03</prob> </confusion> <from>slow</from> <to>stop</to> <prob>.02</prob> </confusion> <from>slow</from> <to>slow</to> <prob>.94</prob> </confusion> <trait>
<pump>
<option>off</option>
<option>on</option>
</pump>
</trait>
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251  <confusion>
252     <from>off</from>
253     <to>on</to>
254     <prob>.02</prob>
255  </confusion>
256  <confusion>
257     <from>on</from>
258     <to>off</to>
259     <prob>.02</prob>
260  </confusion>
261  <confusion>
262     <from>on</from>
263     <to>on</to>
264     <prob>.98</prob>
265  </confusion>
266  </trait>
267  </traits>
268  <tokens>
269     <token>
270     <comment>Run In</comment>
271     <input>6</input>
272     <trait>
273         <label>classified</label>
274         <selection>yes</selection>
275     </trait>
276     <trait>
277         <label>absent</label>
278         <selection>no</selection>
279     </trait>
280     <trait>
281         <label>rotate</label>
282         <selection>off</selection>
283     </trait>
284     <trait>
285         <label>block</label>
286         <selection>down</selection>
287     </trait>
288     <trait>
289         <label>bottom</label>
290         <selection>offbottom</selection>
291     </trait>
292     <trait>
293         <label>pump</label>
294         <selection>off</selection>
295     </trait>
296     <trait>
297         <label>slips</label>
298         <selection>notslips</selection>
299     </trait>
300     <trait>
301         <label>datagap</label>
302         <selection>no</selection>
303     </trait>
304     </token>
305     <token>
306     <comment>Pull Up, Pump</comment>
307     <input>8</input>
308     <trait>
309         <label>bottom</label>
310         <selection>offbottom</selection>
311     </trait>
312     <trait>
313         <label>pump</label>
314     </trait>
315     </token>
316
317
APPENDIXA

314  
315  
316  
317  
318  
319  
320  
321  
322  
323  
324  
325  
326  
327  
328  
329  
330  
331  
332  
333  
334  
335  
336  
337  
338  
339  
340  
341  
342  
343  
344  
345  
346  
347  
348  
349  
350  
351  
352  
353  
354  
355  
356  
357  
358  
359  
360  
361  
362  
363  
364  
365  
366  
367  
368  
369  
370  
371  
372  
373  
374  
375  
376

314 <selection>on</selection>
315 </trait>
316 <trait>
317 <label>classified</label>
318 <selection>yes</selection>
319 </trait>
320 <trait>
321 <label>rotate</label>
322 <selection>off</selection>
323 </trait>
324 <trait>
325 <label>block</label>
326 <selection>up</selection>
327 </trait>
328 <trait>
329 <label>absent</label>
330 <selection>no</selection>
331 </trait>
332 <trait>
333 <label>slips</label>
334 <selection>notslips</selection>
335 </trait>
336 <trait>
337 <label>datagap</label>
338 <selection>no</selection>
339 </trait>
340 </token>
341 <token>
342 <comment>Slide Drill</comment>
343 <input>K/input>
344 <trait>
345 <label>bottom</label>
346 <selection>onbottom</selection>
347 </trait>
348 <trait>
349 <label>rotate</label>
350 <selection>off</selection>
351 </trait>
352 <trait>
353 <label>absent</label>
354 <selection>no</selection>
355 </trait>
356 <trait>
357 <label>block</label>
358 <selection>slow</selection>
359 </trait>
360 <trait>
361 <label>slips</label>
362 <selection>notslips</selection>
363 </trait>
364 <trait>
365 <label>pump</label>
366 <selection>on</selection>
367 </trait>
368 <trait>
369 <label>classified</label>
370 <selection>yes</selection>
371 </trait>
372 <trait>
373 <label>datagap</label>
374 <selection>no</selection>
375 </trait>
376 </token>
<trait>
  <label>pump</label>
  <selection>off</selection>
</trait>
<trait>
  <label>rotate</label>
  <selection>on</selection>
</trait>
<trait>
  <label>absent</label>
  <selection>no</selection>
</trait>
<trait>
  <label>bottom</label>
  <selection>offbottom</selection>
</trait>
<trait>
  <label>classified</label>
  <selection>yes</selection>
</trait>
<trait>
  <label>slips</label>
  <selection>notslips</selection>
</trait>
<trait>
  <label>rotate</label>
  <selection>on</selection>
</trait>
<trait>
  <label>pump</label>
  <selection>off</selection>
</trait>
<trait>
  <label>block</label>
  <selection>up</selection>
</trait>
<trait>
  <label>datagap</label>
  <selection>no</selection>
</trait>
<html>
<head></head>
<body>

</body>
</html>
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503  <input>3</input>
504  <trait>
505     <label>block</label>
506     <selection>down</selection>
507  </trait>
508  <trait>
509     <label>datagap</label>
510     <selection>no</selection>
511  </trait>
512  <trait>
513     <label>rotate</label>
514     <selection>on</selection>
515  </trait>
516  <trait>
517     <label>classified</label>
518     <selection>yes</selection>
519  </trait>
520  <trait>
521     <label>bottom</label>
522     <selection>offbottom</selection>
523  </trait>
524  <trait>
525     <label>slips</label>
526     <selection>notslips</selection>
527  </trait>
528  <trait>
529     <label>absent</label>
530     <selection>no</selection>
531  </trait>
532  <trait>
533     <label>pump</label>
534     <selection>on</selection>
535  </trait>
536  <trait>
537     <label>pump</label>
538     <selection>on</selection>
539  </trait>
540  <trait>
541     <label>bottom</label>
542     <selection>offbottom</selection>
543  </trait>
544  <trait>
545     <label>absent</label>
546     <selection>no</selection>
547  </trait>
548  <trait>
549     <label>pump</label>
550     <selection>on</selection>
551  </trait>
552  <trait>
553     <label>rotate</label>
554     <selection>off</selection>
555  </trait>
556  <trait>
557     <label>classified</label>
558     <selection>yes</selection>
559  </trait>
560  <trait>
561     <label>block</label>
562     <selection>stop</selection>
563  </trait>
564  <trait>
565     <label>datagap</label>
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566 <selection>no</selection>
567 </trait>
568 <trait>
569 <label>slips</label>
570 <selection>notslips</selection>
571 </trait>
572 </token>
573 <token>
574 <comment>Back Ream</comment>
575 </input>
576 <trait>
577 <label>block</label>
578 <selection>up</selection>
579 </trait>
580 <trait>
581 <label>classified</label>
582 <selection>yes</selection>
583 </trait>
584 <trait>
585 <label>slips</label>
586 <selection>notslips</selection>
587 </trait>
588 <trait>
589 <label>datagap</label>
590 <selection>no</selection>
591 </trait>
592 <trait>
593 <label>rotate</label>
594 <selection>on</selection>
595 </trait>
596 <trait>
597 <label>pump</label>
598 <selection>on</selection>
599 </trait>
600 <trait>
601 <label>absent</label>
602 <selection>no</selection>
603 </trait>
604 <trait>
605 <label>bottom</label>
606 <selection>offbottom</selection>
607 </trait>
608 </token>
609 <token>
610 <comment>Pull UP</comment>
611 </input>10</input>
612 <trait>
613 <label>bottom</label>
614 <selection>offbottom</selection>
615 </trait>
616 <trait>
617 <label>datagap</label>
618 <selection>no</selection>
619 </trait>
620 <trait>
621 <label>pump</label>
622 <selection>off</selection>
623 </trait>
624 <trait>
625 <label>absent</label>
626 <selection>no</selection>
627 </trait>
628 </trait>
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<token>

<comment>Rotate, Pump</comment>

</token>

<token>

<comment>Absent</comment>

</token>
<trait>
  <label>classified</label>
  <selection>yes</selection>
</trait>

<token>
  <comment>InSlips</comment>
  <input>2</input>
</token>

<trait>
  <label>datagap</label>
  <selection>no</selection>
</trait>

<trait>
  <label>slips</label>
  <selection>inslips</selection>
</trait>

<trait>
  <label>absent</label>
  <selection>no</selection>
</trait>

<trait>
  <label>classified</label>
  <selection>yes</selection>
</trait>

<token>
  <comment>Rotary Drill</comment>
  <input>0</input>
</token>

<trait>
  <label>rotate</label>
  <selection>on</selection>
</trait>

<trait>
  <label>bottom</label>
  <selection>onbottom</selection>
</trait>

<trait>
  <label>slips</label>
  <selection>notslips</selection>
</trait>

<trait>
  <label>block</label>
  <selection>slow</selection>
</trait>

<trait>
  <label>pump</label>
  <selection>on</selection>
</trait>

<trait>
  <label>datagap</label>
  <selection>no</selection>
</trait>

<trait>
  <label>absent</label>
  <selection>no</selection>
</trait>

<comment>Unclassified</comment>
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755  <input>15</input>
756  <trait>
757   <label>datagap</label>
758   <selection>no</selection>
759  </trait>
760  <trait>
761   <label>classified</label>
762   <selection>no</selection>
763  </trait>
764  <trait>
765   <label>absent</label>
766   <selection>no</selection>
767  </trait>
768 </token>
769  <token>
770   <comment>Stationary</comment>
771  <input>14</input>
772  <trait>
773   <label>datagap</label>
774   <selection>no</selection>
775  </trait>
776  <trait>
777   <label>rotate</label>
778   <selection>off</selection>
779  </trait>
780  <trait>
781   <label>absent</label>
782   <selection>no</selection>
783  </trait>
784  <trait>
785   <label>bottom</label>
786   <selection>offbottom</selection>
787  </trait>
788  <trait>
789   <label>classified</label>
790   <selection>yes</selection>
791  </trait>
792  <trait>
793   <label>pump</label>
794   <selection>off</selection>
795  </trait>
796  <trait>
797   <label>slips</label>
798   <selection>notslips</selection>
799  </trait>
800  <trait>
801   <label>block</label>
802   <selection>stop</selection>
803  </trait>
804  <token>
805   <comment>Run in,  Rotate</comment>
806  <input>5</input>
807  <trait>
808   <label>datagap</label>
809   <selection>no</selection>
810  </trait>
811  <trait>
812   <label>slips</label>
813   <selection>notslips</selection>
814  </trait>
815  <trait>
816  <trait>
817  
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<token>
<rulesets>
<ruleset>
<label>pre_drill_stand</label>
<rule>
<label>lower_to_bottom*12</label>
<type>lower_to_bottom</type>
<to>finish</to>
<prob>K/prob>
<repeat>12</repeat>
</rule>
<rule>
<label>circulate*60</label>
<type>circulate</type>
<to>lower_to_bottom*12</to>
<prob>K/prob>
<repeat>60</repeat>
</rule>
<rule>
<label>start</label>
<type>start</type>
<to>circulate*60</to>
<prob>K/prob>
<repeat>K/repeat>
</rule>
</ruleset>
<ruleset>
<label>lower_to_bottom</label>
<rule>
<label>start</label>
<type>start</type>
<to>finish</to>
<prob>K/prob>
<repeat>K/repeat>
</rule>
<trait>
<label>slips</label>
<selection>notslips</selection>
</trait>
</rulesets>
</token>
<ruleset>
  <label>run_into_hole</label>
  <rule>
    <label>start</label>
    <type>start</type>
    <to>finish</to>
    <prob>K/prob>
    <repeat>K/repeat>
  </rule>
  <trait>
    <label>pump</label>
    <selection>off</selection>
  </trait>
  <trait>
    <label>rotate</label>
    <selection>off</selection>
  </trait>
  <trait>
    <label>block</label>
    <selection>down</selection>
  </trait>
  <trait>
    <label>bottom</label>
    <selection>offbottom</selection>
  </trait>
</ruleset>
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944  <trait>
945    <label>rotate</label>
946    <selection>off</selection>
947  </trait>
948  <trait>
949    <label>pump</label>
950    <selection>off</selection>
951  </trait>
952  </ruleset>
953  <ruleset>
954    <label>trip_out_stand</label>
955    <rule>
956      <label>pull_out_of_hole*45</label>
957      <type>pull_out_of_hole</type>
958      <to>lower_into_slips*3</to>
959      <prob>.5</prob>
960      <repeat>45</repeat>
961    </rule>
962    <rule>
963      <label>pull_out_of_hole*45</label>
964      <type>pull_out_of_hole</type>
965      <to>in_slips*150</to>
966      <prob>.5</prob>
967      <repeat>45</repeat>
968    </rule>
969    <rule>
970      <label>in_slips*150</label>
971      <type>in_slips</type>
972      <to>finish</to>
973      <prob>K/prob>
974      <repeat>150</repeat>
975    </rule>
976    '    <rule>
977      <label>start</label>
978      <type>start</type>
979      <to>pull_out_of_hole*45</to>
980      <prob>K/prob>
981      <repeat>K/repeat>
982    </rule>
983    <rule>
984      <label>lower_into_slips*3</label>
985      <type>lower_into_slips</type>
986      <to>in_slips*150</to>
987      <prob>K/prob>
988      <repeat>3</repeat>
989    </rule>
990  </ruleset>
991  <ruleset>
992    <label>trip_in_stand</label>
993    <rule>
994      <label>run_into_hole*45</label>
995      <type>run_into_hole</type>
996      <to>finish</to>
997      <prob>K/prob>
998      <repeat>45</repeat>
999    </rule>
1000  <rule>
1001    <label>in_slips*150</label>
1002    <type>in_slips</type>
1003    <to>run_into_hole*45</to>
1004    <prob>.5</prob>
1005    <repeat>150</repeat>
1006  </rule>
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1007 <rule>
1008 <label>lift_out_of_slips*3</label>
1009 <type>lift_out_of_slips</type>
1010 <to>run_into_hole*45</to>
1011 <prob>K/prob>
1012 <repeat>3</repeat>
1013 </rule>
1014 <rule>
1015 <label>start</label>
1016 <type>start</type>
1017 <to>in_slips*150</to>
1018 <prob>K/prob>
1019 <repeat>K/repeat>
1020 </rule>
1021 <rule>
1022 <label>in_slips*150</label>
1023 <type>in_slips</type>
1024 <to>lift_out_of_slips*3</to>
1025 <prob>.5</prob>
1026 <repeat>150</repeat>
1027 </rule>
1028 </ruleset>
1029 <ruleset>
1030 <label>lift_out_of_slips</label>
1031 <rule>
1032 <label>start</label>
1033 <type>start</type>
1034 <to>finish</to>
1035 <prob>K/prob>
1036 <repeat>K/repeat>
1037 </rule>
1038 <trait>
1039 <label>slips</label>
1040 <selection>notslips</selection>
1041 </trait>
1042 <trait>
1043 <label>rotate</label>
1044 <selection>off</selection>
1045 </trait>
1046 <trait>
1047 <label>bottom</label>
1048 <selection>offbottom</selection>
1049 </trait>
1050 <trait>
1051 <label>block</label>
1052 <selection>up</selection>
1053 </trait>
1054 </ruleset>
1055 <ruleset>
1056 <label>trip_in</label>
1057 <rule>
1058 <label>start</label>
1059 <type>start</type>
1060 <to>trip_in_stand*100</to>
1061 <prob>K/prob>
1062 <repeat>K/repeat>
1063 </rule>
1064 <rule>
1065 <label>trip_in_stand*100</label>
1066 <type>trip_in_stand</type>
1067 <to>finish</to>
1068 <prob>K/prob>
1069 <repeat>100</repeat>
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1070  </rule>
1071  <trait>
1072   <label>bottom</label>
1073   <selection>of f bottom</selection>
1074  </trait>
1075  <trait>
1076   <label>rotate</label>
1077   <selection>off</selection>
1078  </trait>
1079  <trait>
1080   <label>pump</label>
1081   <selection>off</selection>
1082  </trait>
1083 </ruleset>
1084 <ruleset>
1085   <label>circulate</label>
1086   <rule>
1087     <label>start</label>
1088     <type>start</type>
1089     <to>finish</to>
1090     <prob>K/prob>
1091     <repeat>K/repeat>
1092   </rule>
1093   <trait>
1094     <label>slips</label>
1095     <selection>notslips</selection>
1096   </trait>
1097   <trait>
1098     <label>pump</label>
1099     <selection>on</selection>
1100   </trait>
1101   <trait>
1102     <label>bottom</label>
1103     <selection>of fbottom</selection>
1104   </trait>
1105   <trait>
1106     <label>block</label>
1107     <selection>stop</selection>
1108   </trait>
1109 </ruleset>
1110 <ruleset>
1111   <label>wipe_up</label>
1112   <rule>
1113     <label>start</label>
1114     <type>start</type>
1115     <to>finish</to>
1116     <prob>K/prob>
1117     <repeat>K/repeat>
1118   </rule>
1119   <trait>
1120     <label>slips</label>
1121     <selection>notslips</selection>
1122   </trait>
1123   <trait>
1124     <label>pump</label>
1125     <selection>on</selection>
1126   </trait>
1127   <trait>
1128     <label>bottom</label>
1129     <selection>of fbottom</selection>
1130   </trait>
1131   <trait>
1132     <label>block</label>
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1133  <selection>up</selection>
1134  </trait>
1135  </ruleset>
1136  <ruleset>
1137    <label>wipe_down</label>
1138    <rule>.
1139      <label>start</label>
1140      <type>start</type>
1141      <to>finish</to>
1142      <prob>K/prob>
1143      <repeat>K/repeat>
1144    </rule>
1145    <trait>
1146      <label>slips</label>
1147      <selection>notslips</selection>
1148    </trait>
1149    <trait>
1150      <label>pump</label>
1151      <selection>on</selection>
1152    </trait>
1153    <trait>
1154      <label>bottom</label>
1155      <selection>offbottom</selection>
1156    </trait>
1157    <trait>
1158      <label>block</label>
1159      <selection>down</selection>
1160    </trait>
1161  </ruleset>
1162  <ruleset>
1163    <label>lower_into_slips</label>
1164    <rule>
1165      <label>start</label>
1166      <type>start</type>
1167      <to>finish</to>
1168      <prob>K/prob>
1169      <repeat>K/repeat>
1170    </rule>
1171    <trait>
1172      <label>slips</label>
1173      <selection>notslips</selection>
1174    </trait>
1175    <trait>
1176      <label>rotate</label>
1177      <selection>off</selection>
1178    </trait>
1179    <trait>
1180      <label>bottom</label>
1181      <selection>offbottom</selection>
1182    </trait>
1183    <trait>
1184      <label>block</label>
1185      <selection>down</selection>
1186    </trait>
1187  </ruleset>
1188  <ruleset>
1189    <label>make_hole</label>
1190    <rule>
1191      <label>start</label>
1192      <type>start</type>
1193      <to>finish</to>
1194      <prob>K/prob>
1195      <repeat>K/repeat>
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1196   </rule>
1197   </trait>
1198   <trait>
1199     <label>slips</label>
1200     <selection>notslips</selection>
1201   </trait>
1202   <trait>
1203     <label>pump</label>
1204     <selection>on</selection>
1205   </trait>
1206   <trait>
1207     <label>block</label>
1208     <selection>slow</selection>
1209   </trait>
1210   <trait>
1211     <label>bottom</label>
1212     <selection>onbottom</selection>
1213   </trait>
1214   </ruleset>
1215   <ruleset>
1216     <label>pull_out_of_hole</label>
1217     <rule>
1218       <label>start</label>
1219       <type>start</type>
1220       <to>finish</to>
1221       <prob>K/prob>
1222       <repeat>K/repeat>
1223     </rule>
1224     <trait>
1225       <label>bottom</label>
1226       <selection>offbottom</selection>
1227     </trait>
1228     <trait>
1229       <label>rotate</label>
1230       <selection>off</selection>
1231   </trait>
1232   </ruleset>
1233   <ruleset>
1234     <label>in_slips</label>
1235     <rule>
1236       <label>start</label>
1237       <type>start</type>
1238       <to>finish</to>
1239       <prob>K/prob>
1240       <repeat>K/repeat>
1241     </rule>
1242     <trait>
1243       <label>bottom</label>
1244       <selection>offbottom</selection>
1245     </trait>
1246     <trait>
1247       <label>rotate</label>
1248       <selection>off</selection>
1249   </trait>
1250   </ruleset>
1251   <ruleset>
1252     <label>in_slips</label>
1253     <rule>
1254       <label>start</label>
1255       <type>start</type>
1256       <to>finish</to>
1257       <prob>K/prob>
1258       <repeat>K/repeat>
1259     </rule>
1260     <trait>
1261       <label>bottom</label>
1262       <selection>offbottom</selection>
1263     </trait>
1264     <trait>
1265       <label>rotate</label>
1266   </trait>
1267   </ruleset>
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```
<ruleset>
  <label>connect_stand</label>
  <rule>
    <label>start</label>
    <type>start</type>
    <to>finish</to>
    <prob>K/prob>
    <repeat>K/repeat>
  </rule>
  <trait>
    <label>rotate</label>
    <selection>on</selection>
  </trait>
  <trait>
    <label>bottom</label>
    <selection>offbottom</selection>
  </trait>
  <trait>
    <label>pump</label>
    <selection>off</selection>
  </trait>
  <trait>
    <label>slips</label>
    <selection>inslips</selection>
  </trait>
</ruleset>

<ruleset>
  <label>drill_rotary</label>
  <rule>
    <label>start</label>
    <type>start</type>
    <to>drill_hole</to>
    <prob>K/prob>
    <repeat>1</repeat>
  </rule>
  <rule>
    <label>drill_hole</label>
    <type>drill_hole</type>
    <to>finish</to>
    <prob>K/prob>
    <repeat>K/repeat>
  </rule>
  <trait>
    <label>rotate</label>
    <selection>on</selection>
  </trait>
</ruleset>

<ruleset>
  <label>drill_hole</label>
  <rule>
    <label>wipe_hole</label>
    <type>wipe_hole</type>
    <to>make_hole*270</to>
    <prob>.5</prob>
    <repeat>1</repeat>
  </rule>
</ruleset>
```
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1322            </rule>
1323            <rule>
1324            <label>make_hole*270</label>
1325            <type>make__hole</type>
1326            <to>circulate*60</to>
1327            <prob>.4</prob>
1328            <repeat>270</repeat>
1329            </rule>
1330            <rule>
1331            <label>circulate*60</label>
1332            <type>circulate</type>
1333            <to>wipe_hole</to>
1334            <prob>.3</prob>
1335            <repeat>60</repeat>
1336            </rule>
1337            <rule>
1338            <label>circulate*60</label>
1339            <type>circulate</type>
1340            <to>make_hole*270</to>
1341            <prob>.5</prob>
1342            <repeat>60</repeat>
1343            </rule>
1344            <rule>
1345            <label>circulate*60</label>
1346            <type>circulate</type>
1347            <to>finish</to>
1348            <prob>.2</prob>
1349            <repeat>60</repeat>
1350            </rule>
1351            <rule>
1352            <label>make_hole*270</label>
1353            <type>make_hole</type>
1354            <to>finish</to>
1355            <prob>.3</prob>
1356            <repeat>270</repeat>
1357            </rule>
1358            <rule>
1359            <label>start</label>
1360            <type>start</type>
1361            <to>make_hole*270</to>
1362            <prob>K/prob>
1363            <repeat>K/repeat>
1364            </rule>
1365            <rule>
1366            <label>wipe_hole</label>
1367            <type>wipe_hole</type>
1368            <to>circulate*60</to>
1369            <prob>.3</prob>
1370            <repeat>K/repeat>
1371            </rule>
1372            <rule>
1373            <label>wipe_hole</label>
1374            <type>wipe_hole</type>
1375            <to>finish</to>
1376            <prob>.2</prob>
1377            <repeat>K/repeat>
1378            </rule>
1379            <rule>
1380            <label>make_hole*270</label>
1381            <type>make_hole</type>
1382            <to>wipe_hole</to>
1383            <prob>.3</prob>
1384            <repeat>270</repeat>
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1385   </rule>
1386   </ruleset>
1387   </ruleset>
[388   <label>wipe_hole</label>
1389   <rule>
1390   <label>start</label>
1391   <type>start</type>
1392   <to>wipe_up*30</to>
1393   <prob>.2</prob>
1394   <repeat>K/repeat>
1395   </rule>
1396   <rule>
1397   <label>circulate*3 [2] </label>
1398   <type>circulate</type>
1399   <to>wipe_down*30</to>
1400   <prob>K/prob>
1401   <repeat>3</repeat>
1402   </rule>
1403   </rule>
1404   <label>wipe_down*30</label>
1405   <type>wipe_down</type>
1406   <to>finish</to>
1407   <prob>K/prob>
1408   <repeat>30</repeat>
1409   </rule>
1410   <rule>
1411   <label>wipe_up*30</label>
1412   <type>wipe_up</type>
1413   <to>circulate*3[2] </to>
1414   <prob>.8</prob>
1415   <repeat>30</repeat>
1416   </rule>
1417   <rule>
1418   <label>wipe_up*30</label>
1419   <type>wipe_up</type>
1420   <to>wipe_down*30</to>
1421   <prob>.2</prob>
1422   <repeat>30</repeat>
1423   </rule>
1424   <rule>
1425   <label>start</label>
1426   <type>start</type>
1427   <to>circulate*3</to>
1428   <prob>.8</prob>
1429   <repeat>K/repeat>
1430   </rule>
1431   <rule>
1432   <label>circulate*3</label>
1433   <type>circulate</type>
1434   <to>wipe_up*30</to>
1435   <prob>K/prob>
1436   <repeat>3</repeat>
1437   </rule>
1438   </ruleset>
1439   </ruleset>
1440   <label>drill_sliding</label>
1441   <rule>
1442   <label>start</label>
1443   <type>start</type>
1444   <to>drill_hole</to>
1445   <prob>K/prob>
1446   <repeat>K/repeat>
1447   </rule>
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<rule>
  <label>drill_hole</label>
  <type>drill_hole</type>
  <to>finish</to>
  <prob>K/prob>
  <repeat>K/repeat>
</rule>

<trait>
  <label>rotate</label>
  <selection>off</selection>
</trait>

<ruleset>
  <label>absent</label>
  <rule>
    <label>start</label>
    <type>start</type>
    <to>finish</to>
    <prob>K/prob>
    <repeat>K/repeat>
  </rule>

  <trait>
    <label>absent</label>
    <selection>yes</selection>
  </trait>
</ruleset>

<ruleset>
  <label>drill_well</label>
  <rule>
    <label>start</label>
    <type>start</type>
    <to>trip_out</to>
    <prob>.2</prob>
    <repeat>K/repeat>
  </rule>

  <rule>
    <label>start</label>
    <type>start</type>
    <to>trip_in</to>
    <prob>.4</prob>
    <repeat>K/repeat>
  </rule>

  <rule>
    <label>trip_in</label>
    <type>trip_in</type>
    <to>drill_a_section</to>
    <prob>.8</prob>
    <repeat>K/repeat>
  </rule>

  <rule>
    <label>drill_a_section</label>
    <type>drill_a_section</type>
    <to>finish</to>
    <prob>.4</prob>
    <repeat>K/repeat>
  </rule>

  <rule>
    <label>start</label>
    <type>start</type>
    <to>drill_a_section</to>
    <prob>.4</prob>
    <repeat>K/repeat>
  </rule>
</ruleset>

<ruleset>
  <label>absent</label>
  <rule>
    <label>start</label>
    <type>start</type>
    <to>trip_out</to>
    <prob>K/prob>
  </rule>

  <trait>
    <label>absent</label>
    <selection>off</selection>
  </trait>
</ruleset>
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<rule>
  <label>trip_in</label>
  <type>trip_in</type>
  <to>finish</to>
  <prob>1</prob>
  <repeat>1</repeat>
</rule>

<rule>
  <label>trip_out</label>
  <type>trip_out</type>
  <to>finish</to>
  <prob>0.6</prob>
  <repeat>1</repeat>
</rule>

<rule>
  <label>trip_out</label>
  <type>trip_out</type>
  <to>trip_in</to>
  <prob>0.4</prob>
  <repeat>1</repeat>
</rule>

<rule>
  <label>drill_a_section</label>
  <type>drill_a_section</type>
  <to>trip_out</to>
  <prob>0.6</prob>
  <repeat>1</repeat>
</rule>

<rule>
  <label>trip_in</label>
  <type>trip_in</type>
  <to>trip_out</to>
  <prob>0.1</prob>
  <repeat>1</repeat>
</rule>

<rule>
  <label>classified</label>
  <selection>yes</selection>
</rule>

<rule>
  <label>datagap</label>
  <selection>no</selection>
</rule>

<rule>
  <label>absent</label>
  <selection>no</selection>
</rule>

</ruleset>

<ruleset>
  <label>drill_a_section</label>
  <rule>
    <label>pre_drill_stand</label>
    <type>pre_drill_stand</type>
    <to>drill_stand</to>
    <prob>1</prob>
    <repeat>1</repeat>
  </rule>

</ruleset>

<rule>
  <label>start</label>
  <type>start</type>
  <to>pre_drill_stand</to>
  <prob>1</prob>
  <repeat>1</repeat>
</rule>
<rule>
  <label>add_stand</label>
  <type>add_stand</type>
  <to>pre_drill_stand</to>
  <prob>.9</prob>
  <repeat>K/repeat>
</rule>

<rule>
  <label>drill_stand</label>
  <type>drill_stand</type>
  <to>pre_add_stand</to>
  <prob>.9</prob>
  <repeat>K/repeat>
</rule>

<rule>
  <label>drill_stand</label>
  <type>drill_stand</type>
  <to>finish</to>
  <prob>.5</prob>
  <repeat>K/repeat>
</rule>

<rule>
  <label>drill_sliding</label>
  <type>drill_sliding</type>
  <to>finish</to>
  <prob>.3</prob>
  <repeat>K/repeat>
</rule>

<rule>
  <label>drill_rotary</label>
  <type>drill_rotary</type>
  <to>finish</to>
  <prob>.3</prob>
  <repeat>K/repeat>
</rule>
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1637 <to>drill_rotary</to>
1638 <prob>.7</prob>
1639 <repeat>K/repeat>
1640 </rule>
1641 <rule>
1642 <label>drill_rotary</label>
1643 <type>drill_rotary</type>
1644 <to>drill_sliding</to>
1645 <prob>.7</prob>
1646 <repeat>K/repeat>
1647 </rule>
1648 <rule>
1649 <label>start</label>
1650 <type>start</type>
1651 <to>drill_rotary</to>
1652 <prob>.5</prob>
1653 <repeat>K/repeat>
1654 </rule>
1655 </ruleset>
1656 <ruleset>
1657, <label>add_stand</label>
1658 <rule>
1659 <label>start</label>
1660 <type>start</type>
1661 <to>lower_into_slips*4</to>
1662 <prob>.8</prob>
1663 <repeat>K/repeat>
1664 </rule>
1665 <rule>
1666 <label>lower_into_slips*4</label>
1667 <type>lower_into_slips</type>
1668 <to>in_slips*120</to>
1669 <prob>K/prob>
1670 <repeat>4</repeat>
1671 </rule>
1672 <rule>
1673 <label>in_slips*225</label>
1674 <type>in_slips</type>
1675 <to>lift_out_of_slips*7</to>
1676 <prob>K/prob>
1677 <repeat>225</repeat>
1678 </rule>
1679 <rule>
1680 <label>connect_stand*24</label>
1681 <type>connect_stand</type>
1682 <to>in_slips*225</to>
1683 <prob>K/prob>
1684 <repeat>24</repeat>
1685 </rule>
1686 <rule>
1687 <label>in_slips*120</label>
1688 <type>in_slips</type>
1689 <to>in_slips*225</to>
1690 <prob>.5</prob>
1691 <repeat>120</repeat>
1692 </rule>
1693 <rule>
1694 <label>lift_out_of_slips*7</label>
1695 <type>lift_out_of_slips</type>
1696 <to>finish</to>
1697 <prob>K/prob>
1698 <repeat>7</repeat>
1699 </rule>
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1700 <rule>
1701 <label>start</label>
1702 <type>start</type>
1703 <to>in_slips*120</to>
1704 <prob>.2</prob>
1705 <repeat>K/repeat>
1706 </rule>
1707 <rule>
1708 <label>in_slips*120</label>
1709 <type>in_slips</type>
1710 <to>connect_stand*24</to>
1711 <prob>.5</prob>
1712 <repeat>120</repeat>
1713 </rule>
1714 </ruleset>
1715 <ruleset>
1716 <label>pre_add_stand</label>
1717 <rule>
1718 <label>start</label>
1719 <type>start</type>
1720 <to>wipe_hole*3</to>
1721 <prob>K/prob>
1722 <repeat>K/repeat>
1723 </rule>
1724 <rule>
1725 <label>wipe_hole*3</label>
1726 <type>wipe_hole</type>
1727 <to>finish</to>
1728 <prob>K/prob>
1729 <repeat>3</repeat>
1730 </rule>
1731 </ruleset>
1732 <ruleset>
1733 <label>unclassified</label>
1734 <rule>
1735 <label>start</label>
1736 <type>start</type>
1737 <to>finish</to>
1738 <prob>K/prob>
1739 <repeat>K/repeat>
1740 </rule>
1741 <trait>
1742 <label>classified</label>
1743 <selection>no</selection>
1744 </trait>
1745 </ruleset>
1746 <ruleset>
1747 <label>datagap</label>
1748 <rule>
1749 <label>start</label>
1750 <type>start</type>
1751 <to>finish</to>
1752 <prob>K/prob>
1753 <repeat>K/repeat>
1754 </rule>
1755 <trait>
1756 <label>datagap</label>
1757 <selection>yes</selection>
1758 </trait>
1759 </ruleset>
1760 <ruleset>
1761 <label>meta</label>
1762 <rule>
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1763  <label>start</label>
1764  <type>start</type>
1765  <to>absent</to>
1766  <prob>.2</prob>
1767  <repeat>K/repeat>
1768  </rule>
1769  <rule>
1770  <label>unknown</label>
1771  <type>unknown</type>
1772  <to>finish</to>
1773  <prob>K/prob>
1774  <repeat>R/repeat>
1775  </rule>
1776  <rule>
1777  <label>start</label>
1778  <type>start</type>
1779  <to>unclassified</to>
1780  <prob>.3</prob>
1781  <repeat>K/repeat>
1782  </rule>
1783  <rule>
1784  <label>start</label>
1785  <type>start</type>
1786  <to>unknown</to>
1787  <prob>.4</prob>
1788  <repeat>1</repeat>
1789  </rule>
1790  <rule>
1791  <label>absent</label>
1792  <type>absent</type>
1793  <to>finish</to>
1794  <prob>K/prob>
1795  <repeat>K/repeat>
1796  </rule>
1797  <rule>
1798  <label>start</label>
1799  <type>start</type>
1800  <to>datagap</to>
1801  <prob>.K/prob>
1802  <repeat>1</repeat>
1803  </rule>
1804  <rule>
1805  <label>unclassified</label>
1806  <type>unclassified</type>
1807  <to>finish</to>
1808  <prob>K/prob>
1809  <repeat>K/repeat>
1810  </rule>
1811  <rule>
1812  <label>datagap</label>
1813  <type>datagap</type>
1814  <to>finish</to>
1815  <prob>K/prob>
1816  <repeat>K/repeat>
1817  </rule>
1818  </ruleset>
1819  <ruleset>
1820  <label>unknown</label>
1821  <rule>
1822  <label>start</label>
1823  <type>start</type>
1824  <to>finish</to>
1825  <prob>K/prob>
package com.slb.ontology.protege.driHingstates;
//import edu.stanford.smi.protege.model.CIs;
import edu.stanford.smi.protege.model.FrameID;
import edu.stanford.smi.protege.model.RDFProperty;
import edu.stanford.smi.protege.ontologemodel.RDFIndividual;
import edu.stanford.smi.protege.resource.lco πs;
import edu.stanford.smi.protege.util.*;
import edu.stanford.smi.protege.widget.AbstractTabWidget;
import java.awt *
import java.awt.event.*;
import java.text.DecimalFormat;
import javax.swing.
import java.text.SimpleDateFormat;
import java.util.*;
import java.util.Collections;
public class DrillingStates extends AbstractTabWidget {

JTextField exportFileNameField;
JTextArea exportContents;
BufferedWriter exportFile;
String newline = System.getPropertyfline.separator);
OWLIndividual startActivity;
int DEBUGCounter = 0;
int TRACEAmountOfTracingForConfigurationProbabilities = 0;
int TRACEmaxAmountOfTracingForConfigurationProbabilities = 200;
DecimalFormat decimalFormat = new DecimalFormat("0.000000");
boolean trace = true;

OWLModel owlModel;

final String instructions = "Please select a file for storing the drilling grammar by clicking on the folder icon at the top right of the window. Then click on VEXPORTX when you're ready.\n"

public DrillingStatesQ {

public void initializeO {
setLabelfDrillingStates") ;

owlModel = (OWLModel)getKnowledgeBase();
- 
setLayout(new BorderLayout(6, 6));

JSplitPane leftSplitPane = ComponentFactory.createLeftRightSplitPaneO;
add(leftSplitPane, BorderLayout.CENTER);
leftSplitPane.setLeftComponent(getImportFilePanel());
}

JComponent getImportFilePanel() { 

JPanel dneFilePanel = new JPanel(new BorderLayout());
JPanel contentsPanel = new JPanel(new BorderLayout());
JPanel selectionPanel = new JPanel(new BorderLayout());

Box filePanel = Box.createVerticalBox();
JPanel ofilePanel = new JPanel(new BorderLayoutQ);
exportFileNameField = new JTextField();
ofilePanel.add(exportFileNameField, BorderLayout.CENTER);

final LabeledComponent exportFileNameLabel = new LabeledComponent("Code generation file", ofilePanel);

exportFileNameLabel.addHeaderButton(new AbstractAction("browse", Icons.getProjectIconO) {
    public void actionPerformed(ActionEvent ae) {
        JFileChooser chooser = ComponentFactory.createFileChooser("Prolog (PL) File", ".pi");
        int rval = chooser.showSaveDialog(exportFileNameLabel);
        if (rval == JFileChooser.APPROVE_OPTION) {
            if (chooser.getSelectedFile().exists()) {
                JFrame frame = new JFrame();
                Object[] options = {"Yes", "No"};
                if (JOptionPane.showOptionDialog(frame, "Overwrite file "+ chooser.getSelectedFile().getPath() + "?", "Export file chosen already exists", JOptionPane.OK_CANCEL_OPTION, JOptionPane.WARNING_MESSAGE, null, options, options[1]) == 0) {
                    exportFileNameField.setText(chooser.getSelectedFile().getPath());
                } else {
                    exportFileNameField.setText(chooser.getSelectedFile().getPath());
                }
            } else {
                exportFileNameField.setText(chooser.getSelectedFile().getPath());
            }
        } else {
            exportFileNameField.setText("");
        }
    }
});

filePanel.add(exportFileNameLabel);
selectionPanel.add(filePanel, BorderLayout.CENTER);

JPanel commandPanel = new JPanel(new GridLayout(1, 0));
JButton importButton = new JButton("EXPORT");
importButton.addActionListener(new ActionListener() {
    public void actionPerformed(ActionEvent e) {
        try {
            generateCode();
        } catch (Exception exp) {
            System.out.println(exp.getMessage());
        }
    }
});

commandPanel.add(importButton);
selectionPanel.add(commandPanel, BorderLayout.SOUTH);
contentsPanel.add(selectionPanel, BorderLayout.NORTH);
exportContents = new JTextArea(10, 35);
exportContents.setTabSize(2);
exportContents.setWrap(true);
exportContents.setWrapStyleWord(true);
exportContents.setText(instructions);
LabeledComponent contentsLC = new LabeledComponent("Information panel", new JScrollPane(exportContents));
contentsPanel.add(contentsLC, BorderLayout.CENTER);
dneFilePanel.add(contentsPanel, BorderLayout.CENTER);

return dneFilePanel;
}

void generateCodeO throws IOException {

String exportFileName = exportFileNameField.getText();

if (exportFileName.equals("")) {
    // Notice: You need to select a file for storing the drilling grammar. Please select
    // one by clicking on the folder icon at the top right of the window.
    //
    return;
}

exportContents.setText("Generating code: "+exportFileName+"... started:

\try{}
//
generateCodeTextCexportFileName);
\trace("\nGenerating code: "+exportFileName+"... completed\n")
\OWLlndividual topActivity = getOneInstanceC'TopActivity);
\DEBUGCounter = 0;

Collection activityTypes = getInstances("ActivityType",true);
\trace("BEGIN\nSystem.out.print("BEGIN\n\traceC'BEGIN NAME OF ACTIVITIES "+(activityTypes.size()-2)+")"+newline);
\trace("END NAME OF ACTIVITIES"+newline);
\traceC'BEGIN STUDYING THE GRAMMAR OF ACTIVITIES"+newline);

Array List verticalActivitiesTracking=new ArrayList();
FinalActivities verticalFinalActivitiesList=new FinalActivities();
Collection virtualSubActivities = getInstances("VirtualSubActivity",true);
int startActivityNumber = 0;
int finishActivityNumber = 0;
int virtualSubActivityNumbering = 0;
for (Iterator mt = virtualSubActivities.iterator(); mt.hasNext();)

\traceC'BEGIN STUDYING THE GRAMMAR OF ACTIVITIES"+newline);

Array List verticalActivitiesTracking=new ArrayList();
FinalActivities verticalFinalActivitiesList=new FinalActivities();
Collection virtualSubActivities = getInstances("VirtualSubActivity",true);
int startActivityNumber = 0;
int finishActivityNumber = 0;
int virtualSubActivityNumbering = 0;
for (Iterator mt = virtualSubActivities.iterator(); mt.hasNext();)

\trace(""+getDatatypePropertyValue(topActivity,"hasConfigurationName")+"
"+getDatatypePropertyValue(virtualSubActivity,"hasConfigurationName")
\verticalFinalActivitiesList.finalActivitiesInstances.add(a);
virtualSubActivityNumbering++;
FinalActivities currentFinalActivities = new FinalActivities();
currentFinalActivities.finalActivities.add("+getDatatypePropertyValue(topActivity,"hasConfigurationName") +" start");
currentFinalActivities.finalProbabilities.add(" + GewebePropertyV oalue(topActivity,"hasConfigurationProbability")");
currentFinalActivities.fromFinish.add(false);
ArrayList stateTransitions = new ArrayList();

goDown Activities(topActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, "", false);

trace("END STUDYING THE GRAMMAR OF ACTIVITIES" + newline);

trace("BEGIN LIST OF VERTICAL FINAL ACTIVITIES" + verticalFinalActivitiesList.finalActivities.size()+"+
newline);
System.out.println("BEGIN LIST OF VERTICAL FINAL ACTIVITIES" + verticalFinalActivitiesList.finalActivities.size()+"+
newline);
for (int i=0;i<verticalFinalActivitiesList.finalActivities.size();i++)
trace("**/i/1000)+("**/i/100)+("**/i/10)+("**/0)+verticalFinalActivitiesList.finalActivities.get(i)+newline);
trace("END LIST OF VERTICAL FINAL ACTIVITIES" + newline);

trace("BEGIN LIST OF VERTICAL FINAL ACTIVITIES CONFIGURATIONS" + verticalFinalActivitiesList.finalActivities.size()+"+
newline);
System.out.println("BEGIN LIST OF VERTICAL FINAL ACTIVITIES CONFIGURATIONS" + verticalFinalActivitiesList.finalActivities.size()+"+
newline);
ArrayList configurationVariables = new ArrayList();
for (int i=0;i< verticalFinalActivitiesList.finalActivities.size();i++)
{ trace("**/i/1000)+("**/i/100)+("**/i/10)+("**/0)+verticalFinalActivitiesList.finalActivities.get(i)+newline);
ArrayList verticalFinalActivityHierarchy = (ArrayList)verticalFinalActivitiesList.finalActivitiesInstances.get(i);

OWLIndividual activity = (OWLIndividual)verticalFinalActivityHierarchy.get(i);
OWLIndividual activityType = getOneObjectPropertyValue(activity,"hasActivityType");
if (activityType.getRDFType().getName().equals("RepeatedActivityType"))
{ repeat = getDatatypePropertyValue(activityType,"hasRepetitionFactor");
activityType = getOneObjectPropertyValue(activityType,"repeatsActivityType");
}
Collection configurations = getObjectPropertyValues(activityType,"containsConfiguration");
if (configurations.isEmpty())
{ trace("**/i/1000)+("**/i/100)+("**/i/10)+("**/0)+verticalFinalActivitiesList.finalActivities.get(i)+newline);
}
ArrayList verticalFinalActivityHierarchy = (ArrayList)verticalFinalActivitiesList.finalActivitiesInstances.get(i);
for (int i=0;i<verticalFinalActivityHierarchy.size();i++)
{ if (configurations.isEmpty())
{ trace("**/i/1000)+("**/i/100)+("**/i/10)+("**/0)+verticalFinalActivitiesList.finalActivities.get(i)+newline);
}
ArrayList configurationVariables = new ArrayList();
for (int i=0;i<configurationVariables.size();i++)
{ if (!isAlreadyThere)
{ ConfigurationVariable newConfigurationVariable = new ConfigurationVariable();
newConfigurationVariable.instance = getOneObjectPropertyValue(configuration,"hasConfigurationVariable");
newConfigurationVariable.probabilities.add(getDatatypePropertyValue(configuration,"hasConfigurationProbability");
}
isAlreadyThere = true;
}
if (isAlreadyThere) { ConfigurationVariable newConfigurationVariable = new ConfigurationVariable();
newConfigurationVariable.instance = getOneObjectPropertyValue(configuration,"hasConfigurationVariable");
}
newConfigurationVariable.values.add(getOneObjectPropertyValue(configuration,"hasConfigurationValue"));
newConfigurationVariable.probabilities.add(getDatatypePropertyValue(configuration,"hasConfigurationProbability ");
  configurationVariables.add(newConfigurationVariable);
  }
  trace("+
  +getDatatypePropertyValue(getOneObjectPROPERTYVALUE(configuration,"hasConfigurationVariable"),"hasConfigurationName")+
  +getDatatypePROPERTYVALUE(getOneObjectPROPERTYVALUE(configuration,"hasConfigurationValue"),"hasConfigurationName");

  if(!configurations.isEmpty())
  trace(newline);
  }
}
tracefEND LIST OF VERTICAL FINAL ACTIVITIES CONFIGURATIONS"+newline);

Collection tokens = getinstances("Token",true);
trace("BEGIN TOKENS (+tokens.size()+) vs CONFIGURATIONS [negative value shows ranges of values]"+newline);
System.outprint("BEGIN TOKENS (+tokens.size()+) vs CONFIGURATIONS [negative value shows ranges of values]"+newline);
ArrayList tokenConfigurations = new ArrayList();
for (Iterator jt = tokens.iterator(); jt.hasNext();)
  {
    OWLIndividual token = (OWLIndividual)jt.next();
    - TokenConfiguration tokenConfiguration = new TokenConfiguration();
    String name = getDatatypePROPERTYVALUE(token,"hasTokenName");
    Boolean notYetInserted = true;
    for (int i=0;i<tokenConfigurations.size();i++)
      if (((TokenConfiguration)tokenConfigurations.get(i)).name.compareTo(name)>0){
        tokenConfigurations.add(i,tokenConfiguration);
        notYetInserted = false;
        break;
      }
    if (notYetInserted)tokenConfigurations.add(tokenConfiguration);
    tokenConfiguration.name = getDatatypePROPERTYVALUE(token,"hasTokenName");
    tokenConfiguration.value = Integer.parseInt(getDatatypePROPERTYVALUE(token,"hasTokenValue"));
    trace(tokenConfiguration.name+" (+tokenConfiguration.value+)");
    int configurationValues[] = new int[configurationVariables.size()];
    for (int i=0;i<configurationVariables.size();i++)
      configurationValues[i] = 0;
    Collection configurations = getObjectPROPERTYVALUES(token,"mapsToConfiguration");
    for (Iterator mu = configurations.iterator(); mu.hasNext();)
      {
        OWLIndividual configuration = (OWLIndividual)mu.next();
        OWLIndividual configurationVariable =
          getOneObjectPROPERTYVALUE(configuration,"hasConfigurationVariable");
          for (int i=0;i<configurationVariables.size();i++)
            if (((ConfigurationVariable)configurationVariables.get(i)).instance==configurationVariable)
              for (int j=0;j<configurationVariables.get(i).values.size();j++)
                {
                  configurationValues[i] = j+1;
                }
      }
      }
for (int i =0;i<configurationValues.length;i++)
  if (configurationValues[i]==0)
    configurationValues[i] = -(ConfigurationVariable)configurationVariables.get(i).values.size();
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tokenConfiguration.configuration = configurationValues;
for (int i = 0; i < configurationValues.length; i++) {
    trace(getDatatypePropertyValue(((ConfigurationVariable) configurationVariables.get(i)).instance, "hasConfigurationName") + "=");
    trace(configurationValues[i] + "");
}
}
```
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trace("— Check configurations vs tokens, whether two tokens have the same configuration"+newline);
boolean twoTokensHaveSameConfiguration = false;
for (int i = 0; i < tokenConfigurations.size(); i++) {
    TokenConfiguration iTokenConfiguration = (TokenConfiguration) tokenConfigurations.get(i);
    for (int j = 0; j < i; j++)
        if (!twoTokensHaveSameConfiguration)
            trace("— Configurations vs tokens check OK: no two tokens have the same configuration"+newline);
        else {
            trace("ERROR grammar generation abort: there are two tokens with the same configuration"+newline);
            throw(new RuntimeException("grammar generation abort: there are two tokens with the same configuration");
        }
}
```

```java
trace("BEGIN MATRIX OF VERTICAL FINAL ACTIVITIES CONFIGURATIONS"+newline);
System.out.print("BEGIN MATRIX OF VERTICAL FINAL ACTIVITIES CONFIGURATIONS"+newline);
int matrixOfVerticalFinalActivitiesConfigurationsD[][] = new
```
Collection configurations = getObjectPropertyValues(activityType, "containsConfiguration");
for (Iterator jt = configurations.iterator(); jt.hasNext();)
    
    OWLIndividual configuration = (OWLIndividual)jt.next();
    
    if (getOneObjectPropertyValue(configuration, "hasConfigurationVariable") ==
        ((ConfigurationVariable)configurationVariables.get(cv)).instance)
    {
        int iValue = 0;
        for (int uu=0; uu<((ConfigurationVariable)configurationVariables.get(cv)).values.size(); uu++)
        {
            if (getOneObjectPropertyValue((OWLIndividual)((ConfigurationVariable)configurationVariables.get(cv)).values.get(uu)),
            {
                iValue = uu+1;
            }
        }
        
        if (configurationValue==0||configurationValue==iValue) configurationValue = iValue;
        else 
            trace("DrillingStates abort: incompatible configuration for
            " + verticalFinalActivitiesList.finalActivities.get(i));
            throw(new RuntimeException("DrillingStates abort: incompatible configuration for
            " + verticalFinalActivitiesList.finalActivities.get(i));
            
            {
                }
        
        if (configurationValue==0) configurationValue = -
            ((ConfigurationVariable)configurationVariables.get(cv)).values.size();
            trace("+
            getDatatypePropertyValue((OWLIndividual)((ConfigurationVariable)configurationVariables.get(cv)).instance,"hasConfigurationName")+" = "+configurationValue);
            matrixOfVerticalFinalActivitiesConfigurations[i][cv]=configurationValue;
            
            trace(newline);
            
            trace("Matrix of Vertical Final Activities Configurations:");
            for (int i=0;i<verticalFinalActivitiesList.finalActivities.size(); i++)
            { if (i==0) trace("");
                trace("+");
                for (int j=0;j<configurationVariables.size(); j++)
                { if (j==configurationVariables.size()-1) trace(" +");
                    trace(" +matrixOfVerticalFinalActivitiesConfigurations[i][j]");
                    trace(" + ");
                }
                trace(" + ");
            }
            
            trace(newline);
            trace("END MATRIX OF VERTICAL FINAL ACTIVITIES CONFIGURATIONS"+newline);
            
            trace("BEGIN CONFUSION MATRICES (for any event, what is actually observed may not actually be
            the token of that event, thanks to confusion)"+newline);
            System.out.println("BEGIN CONFUSION MATRICES (for any event, what is actually observed may not
            actually be the token of that event, thanks to confusion)"+newline);
            for (int cv=0; cv<configurationVariables.size(); cv++)
            { if (cv==0) trace(" + ");
                trace("= new double["+configurationVariables.get(cv)).values.size()+"["+configurationVariables.get(cv)).values.size()+"];
                double confusionMatrix[i] = new double["+configurationVariables.get(cv)).values.size()+"["+configurationVariables.get(cv)).values.size()+"];
                for (int ai=0; ai<configurationVariables.get(cv)).values.size(); ai++)
                { trace(" +");
                    getDatatypePropertyValue((OWLIndividual)((ConfigurationVariable)configurationVariables.get(cv)).values.get(ai),
                    
                    }
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"hasConfigurationName";
for (int bi=0;bi<((ConfigurationVariable)configurationVariables.get(cv)).values.size();bi++)
tracef "+getDatatypePropertyValue((OWLIndividual)((ConfigurationVariable)configurationVariables.get(cv)).values.get(bi), "hasConfigurationName")+=:"
Collection confusions =
getObjectPropertyValues(((ConfigurationVariable)configurationVariables.get(cv)).instance,"hasConfusion");
for (Iterator jt=confusions.iterator();jt.hasNext();)
{ 
OWLIndividual confusion = (OWLIndividual)jt.next();
if (getOneObjectPropertyValue(confusion,"isConfusionFrom")==((ConfigurationVariable)configurationVariables.get(cv)).values.get(ai)&&
getOneObjectPropertyValue(confusion,"isConfusionTo")==((ConfigurationVariable)configurationVariables.get(cv)).values.get(bi)){
tracef "+getDatatypePropertyValue(confusion,"hasConfusionProbability")
confusionπMatrix[ai][bi] = Float.parseFloat(getDatatypePropertyValue(confusion,"hasConfusionProbability"));
}
}
trace(newline);
((ConfigurationVariable)configurationVariables.get(cv)).confusionMatrix = confusionMatrix;
for (int i=0;i<((ConfigurationVariable)configurationVariables.get(cv)).values.size();i++)
tracef "+(((ConfigurationVariable)configurationVariables.get(cv)).values.size();i++)
tracef "+decimalFormat.format(confusionMatrix[i][]));
ifO=((ConfigurationVariable)configurationVariables.get(cv)).values.size()-1) tracef,;}
}
trace(newline);
((ConfigurationVariable)configurationVariables.get(cv)).confusionMatrix = confusionMatrix;
for (int i=0;i<((ConfigurationVariable)configurationVariables.get(cv)).values.size();i++)
{
tracef "+(((ConfigurationVariable)configurationVariables.get(cv)).values.size();i++)
tracef "+decimalFormat.format(confusionMatrix[i][]));
ifO=((ConfigurationVariable)configurationVariables.get(cv)).values.size()-1) tracef,;}
}
trace(newline);
tracef "END CONFUSION MATRICES"+newline);

tracef "BEGIN PROBABILITIES OF OBSERVING A GIVEN TOKEN GIVEN A VERTICAL FINAL ACTIVITY"+newline);
System.out.println("BEGIN PROBABILITIES OF OBSERVING A GIVEN TOKEN GIVEN A VERTICAL FINAL ACTIVITY"+newline);
tracef "Token names, in order: ");
for (int i=0;i<tokenConfigurations.size();i++) tracef 
+matrixOfVerticalFinalActivitiesConfigurations[i]0;)
for (int i=0;i<verticalFinalActivitiesList.finalActivities.size();i++) for (int j=0;j<configurationVariables.size();j++) tracef "+matrixOfVerticalFinalActivitiesConfigurations[i][j]");
MatrixActivitiesTokens[i][] = new double[verticalFinalActivitiesList.finalActivities.size()][configurationVariables.size()];
for (int i=0;i<verticalFinalActivitiesList.finalActivities.size();i++) for (int j=0;j<configurationVariables.size();j++)
MatrixActivitiesTokens[i][j] = 0;
TRACEamountOfTracingForConfigurationProbabilities = 0;
for (int i=0;i<verticalFinalActivitiesList.finalActivities.size();i++) {  // System.out.println("DEBUG: "+verticalFinalActivitiesList.finalActivities.get(i));
tracef "=");
for (int j=0;j<configurationVariables.size();j++) tracef 
+matrixOfVerticalFinalActivitiesConfigurations[i][j]++;}
Configuration = ";
for (int j=0;j<configurationVariables.size();j++) tracef 
+matrixOfVerticalFinalActivitiesConfigurations[i][j]++;
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trace("[");
for (int j = 0; j < matrixActivitiesTokens[i].length; j++)
    trace("+decimalFormat.format(matrixActivitiesTokens[i][j]);
double sumProbs = 0;
for (int j = 0; j < matrixActivitiesTokens[i].length; j++)
    sumProbs += matrixActivitiesTokens[i][j];
trace(" sum="+decimalFormat.format(sumProbs));
trace(newline);
}
traceMatrix [number of vertical final activities] [number of tokens]="+newline);
trace("+i+++(TokenConfiguration)tokenConfigurations.get(i).name);
trace(newline);
/*
   double sumTotal = 0;
   for (int i = 0; i < verticalFinalActivitiesList.finalActivities.size(); i++){
      for (int j = 0; j < tokenConfigurations.size(); j++){
        sumTotal *= matrixActivitiesTokens[i][j];
      }
   }
   */
for (int i = 0; i < verticalFinalActivitiesList.finalActivities.size(); i++){
    trace(verticalFinalActivitiesList.finalActivities.get(i)+newline);
    trace("["+i+"]");
    for (int j = 0; j < tokenConfigurations.size(); j++){
      trace("["+j+"]");
      // matrixActivitiesTokens[i][j] /= sumTotal;
      trace(decimalFormat.format(matrixActivitiesTokens[i][j])+" ");
    }
    trace(newline);
}
trace("END PROBABILITIES OF OBSERVING A GIVEN TOKEN GIVEN A VERTICAL FINAL ACTIVITY"+newline);
// System.exit(0);//DEBUG
trace(\"BEGIN LIST OF STATE TRANSITIONS (see the number of them at the end of the list)\"+newline);
System.out.println(\"BEGIN LIST OF STATE TRANSITIONS (see the number of them at the end of the list)\"+newline);
ArrayList transitions = new ArrayList();
Collections.sort(stateTransitions, new Comparator(){
    public int compare(Object a, Object b){
        StateTransition ta = (StateTransition)a;
        StateTransition tb = (StateTransition)b;
        return (ta.text.compareTo(tb.text));
    }
});
int numberOfUniqueStateTransitions = 0;
String previousTransition = "\nfor (int i = 0; i < stateTransitions.size(); i++){
    String transition = ((StateTransition)stateTransitions.get(i)).text;
    if (!transition.equals(previousTransition)) {
        numberOfUniqueStateTransitions++;
        double probability = 1;
        String probabilities = transition.substring(1 + transition.indexOf("transition probability =") + transition.length());
        while (probabilities.indexOf("\" from finish =\"") <= -1) {
            probabilities = probabilities.substring(probabilities.indexOf("\") + 1);
            int end = probabilities.indexOf("\" ");
            if (end == -1) end = probabilities.length();
            String s = probabilities.substring(0, end);
            if (s.indexOf("\"\") != -1) {
                probability *= Float.parseFloat(s.substring(0, s.indexOf("\"\") + 1));
            } else {
            }
        }
    }
    previousTransition = transition;
}
```
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probability * = Float.parseFloat(s);
}
}
trace(""+(StateTransition)stateTransitions.get(i)).text+" PROBABILITY = "+decimalFormat.format(probability)+newline);
((StateTransition)stateTransitions.get(i)).probability = probability;
String from = transition.substring(transition.indexOf("FROM").length(),transition.indexOf("TO").length());
for (int k=0;k<verticalFinalActivitiesList.finalActivities.size();k++){
  if (((String)verticalFinalActivitiesList.finalActivities.get(k)).equals(""+from)){
    ((StateTransition)stateTransitions.get(i)).from = k;
    // trace("[+k+]"+newline);
    break;
  }
}
String to = transition.substring(transition.indexOf("TO").length(),transition.indexOf("[");
for (int k=0;k<verticalFinalActivitiesList.finalActivities.size();k++){
  if (((String)verticalFinalActivitiesList.finalActivities.get(k)).equals(""+to)){
    ((StateTransition)stateTransitions.get(i)).to = k;
    break;
  }
}
transitions.add(stateTransitions.get(i));
}
previousTransition = transition;
}trace("There are "+numberOfUniqueStateTransitions+" transitions."+newline);
trace("BEGIN TESTING THE MACHINE"+newline);
System.out.print("BEGIN TESTING THE MACHINE'\nnewline);
int testVector[] = new int[]{0,1,2,3,4,5,6,7,8,9,10,1,12,13,14,15,16,17}; //test DrillingStatesGeneration.owl
int testVector[] = new int[]{0,0,1,1,0}; //test SimpleGeneration.owl
int numberOfTestValues = 0;
int iTest = 0;
int newIndex = 1;
while (iTest != -1){
  newIndex = testVectorString.indexOf(",",newIndex);
iTest++;
  if (newIndex==-1) {
    numberOfTestValues = iTest;
    iTest = -1;
  }
  newIndex++;
}
int[] testVector = new int[numberOfTestValues];
iTest = 0;
newindex = 1;
while (iTest != -1){
  int oldindex = newindex;
  newindex = testVectorString.indexOf("," ,newindex);
  if (newindex == -1) {
    newindex = testVectorString.indexOf(""");
    testVector[iTest]=Integer.parseInt(testVectorString.substring(oldindex, newindex));
    iTest = -1;
  } else {
    testVector[iTest]=Integer.parseInt(testVectorString.substring(oldindex,newindex));
    iTest++;  
    newindex++;
  }
}

trace("...Test vector =");
for (int i=0;i<testVector.length;i++){
  if (i!=0) trace(",");
  trace(""+testVector[i]);
}
trace("\n"+newline);
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break;
}
}
trace("Sample " + iSample + " token = " + testVector[iSample] + " token number = "+iSampleTokenNumber + " ");
if (forwardAndBackwardPass == 0){
    trace("start to end, forward pass");
} else {
    trace("end to start, backward pass");
}
trace(".");
trace("Prior final vertical activities probabilities after sample step: " + newline);
for (int j=0; j<verticalFinalActivitiesList.finalActivities.size(); j++) {
    tracef Activity " +j+ ");
    for (int i=0; i<verticalFinalActivitiesList.finalActivities.size(); i++) {
        for (int k=0; k<transitions.size(); k++) {
            if (forwardAndBackwardPass == 0){
                if (((StateTransition)transitions.get(k)).from == i && ((StateTransition)transitions.get(k)).to == j){
                    trace("["+i+"]["+j+""]" + decimalFormat.format(tempFinalVerticalActivitiesProbs[i]) + "+["+i+"]["+j+""]" + decimalFormat.format(((StateTransition)transitions.get(k)).probability));
                    newTempFinalVerticalActivitiesProbs[j] += tempFinalVerticalActivitiesProbs[i] * ((StateTransition)transitions.get(k)).probability;
                    break;
                }
            } else{
                if (((StateTransition)transitions.get(k)).from == j && ((StateTransition)transitions.get(k)).to == i){
                    trace("["+i+"]["+j+""]" + decimalFormat.format(tempFinalVerticalActivitiesProbs[i]) + "+["+i+"]["+j+""]" + decimalFormat.format(((StateTransition)transitions.get(k)).probability));
                    newTempFinalVerticalActivitiesProbs[j] += tempFinalVerticalActivitiesProbs[i] * ((StateTransition)transitions.get(k)).probability;
                    break;
                }
            }
        }
    }
}
trace("prob= " + decimalFormat.format(newTempFinalVerticalActivitiesProbs[j]) + newline);
}
tracePrior probabilities = ");
double sum = 0;
for (int j=0; j<verticalFinalActivitiesList.finalActivities.size(); j++) {
    tracef ["+j+"" + decimalFormat.format(newTempFinalVerticalActivitiesProbs[j]));
    sum += newTempFinalVerticalActivitiesProbs[j];
}
trace(" sum= " + decimalFormat.format(sum) + newline);
traceMatch prior probabilities with probabilities that the token observed is the actual one (probabilities due to the confusion matrices): " + newline);
trace("Token probabilities = ");
sum = 0;
for (int j=0; j<verticalFinalActivitiesList.finalActivities.size(); j++){
    tracef ["+j+"" + decimalFormat.format(matrixActivitiesTokens[j][iSampleTokenNumber]));
    sum += matrixActivitiesTokens[j][iSampleTokenNumber];
}
trace(" sum= " + decimalFormat.format(sum) + newline);
trace("Posterior probabilities = ");
sum = 0;
for (int j=0; j<verticalFinalActivitiesList.finalActivities.size(); j++){
    newTempFinalVerticalActivitiesProbs[j] *= matrixActivitiesTokens[j][iSampleTokenNumber];
    tracef ["+j+"" + decimalFormat.format(newTempFinalVerticalActivitiesProbs[j]));
```
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sum += newTempFinalVerticalActivitiesProbs[j];
}
trace(" sum=\n"+decimalFormat.format(sum)+\nnewline);
if (sum == 0){
    if (forwardAndBackwardPass==0){
        trace("RESET TO START STATE since sum == 0 means that we are in an impossible situation\n"+newline);
        newTempFinalVerticalActivitiesProbs[startActivityNumber] = 1;
    } else {
        trace("RESET TO END STATE since sum == 0 means that we are in an impossible situation\n"+newline);
        newTempFinalVerticalActivitiesProbs[finishActivityNumber] = 1;
    }
    sum = 1;
}
trace("Normalize posterior probabilities; that defines the new state for going to the next sample:\n"+newline+"Normalized probabilities = \n");
    double checksum = 0;
    for (int j=0;j<verticalFinalActivitiesList.finalActivities.size();j++){
        tempFinalVerticalActivitiesProbs[j] = newTempFinalVerticalActivitiesProbs[j]/sum;
        trace(" [\n"+j+\n"]\n"+decimalFormat.format(tempFinalVerticalActivitiesProbs[j]));
        checksum += tempFinalVerticalActivitiesProbs[j];
    }
    if (forwardAndBackwardPass==0){
        forwardFinalVerticalActivitiesProbs[iSample][j] = tempFinalVerticalActivitiesProbs[j];
    } else {
        backwardFinalVerticalActivitiesProbs[iSample][j] = tempFinalVerticalActivitiesProbs[j];
    }
    trace("sum=\n"+decimalFormat.format(checkSum)+\nnewline);
}
trace("Combine forward and backward probabilities\n"+newline);
for (int iSample=0;iSample<testVector.length;iSample++){
    trace("Sample = \n"+iSample+\nToken = \n"+testVector[iSample]+\nnewline);
    for (int j=0;j<verticalFinalActivitiesList.finalActivities.size();j++){
        forwardFinalVerticalActivitiesProbs[iSample][j] = tempFinalVerticalActivitiesProbs[j];
        backwardFinalVerticalActivitiesProbs[iSample][j] = tempFinalVerticalActivitiesProbs[j];
    }
    trace("combined and normalized=\n"+decimalFormat.format(finalVerticalActivitiesProbs[iSample][0])+\nnewline);
}
traceCompute a checksum of all the data for verification; should be equal to the number of samples: \n";
    double totalChecksum = 0;
    for (int iSample=0;iSample<testVector.length;iSample++){
        for (int j=0;j<verticalFinalActivitiesList.finalActivities.size();j++){
            totalChecksum += finalVerticalActivitiesProbs[iSample][j];
        }
        trace(decimalFormat.format(totalChecksum)+\nnewline);
    }
traceCompute a checksum of half the data to see if the results are the same as on a prior reference run:\n"+newline);
    totalChecksum = 0;
    for (int iSample=0;iSample<testVector.length;iSample++){
        for (int j=0;j<verticalFinalActivitiesList.finalActivities.size();j+=2){
            totalChecksum += finalVerticalActivitiesProbs[iSample+j];
        }
    }
    traceCheckSum of results (should be 0.072790) = \n"+decimalFormat.format(totalChecksum)+\nnewline);
    if (decimalFormat.format(totalChecksum).equals("0.072790")){
```
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tracef'HURRAH! RESULTS ARE SAME AS USUAL' + newline);
} else {
    tracef'TEST FAILED! SOMETHING HAS CHANGED (OR YOU'RE NOT RUNNING THE
REFERENCE JOB)' + newline);

tracef'END TESTING THE MACHINE' + newline);
tracef'BEGIN DISPLAY RESULTS' + newline);
System.out.printf('BEGIN DISPLAY RESULTS' + newline);
for (int iSample=0; iSample<testVector.length; iSample++) {
    int iSampleTokenNumber = 0;
    for (int i=0; i<tokenConfigurations.size(); i++) {
        if (((TokenConfiguration)tokenConfigurations.get(i)).value == testVector[iSample]) {
            iSampleTokenNumber = i;
            break;
        }
    }
    tracef'Sample' + iSample + ' token = ' + testVector[iSample] + ' token number = ' + iSampleTokenNumber + newline);
    double maxProb = 0;
    int result = 0;
    for (int j=0; j<verticalFinalActivitiesList.finalActivities.size(); j++) {
        if (finalVerticalActivitiesProbs[iSample][j] > maxProb) {
            maxProb = finalVerticalActivitiesProbs[iSample][j];
            result = j;
        }
    }
    tracef'max probability = ' + decimalFormat.format(maxProb) + newline);
    tracef'activity = ' + verticalFinalActivitiesList.finalActivities.get(result) + newline);
}
tracef'END DISPLAY RESULTS' + newline);
tracef'BEGIN CREATING PROCESSING FILE' + newline);
String PROCESSINGFILE = "D:\Documents\Wontology\DrillingStates\Java\GrammarGeneration\GrammarGenerationProcessingFile.xml";
tracef'PROCESSINGFILE' = "+PROCESSINGFILE' + newline);
System.out.printf('PROCESSINGFILE' + newline);
BufferedWriter processingFileWriter = new BufferedWriter(new FileWriter(PROCESSINGFILE));
System.out.printlnf('BEGIN CREATING PROCESSING FILE'+ newline);
processingFileWriter.writef('<?xml version="1.0" encoding="utf-8"?>'+ newline);
processingFileWriter.writef('<stochastic_grammar_processing>'+ newline);
processingFileWriter.writef('  <software_version>1.0</software_version>'+ newline);
Date todaysDate = new java.util.Date();
SimpleDateFormat formater = new SimpleDateFormat("EEE, dd-MMM-yyyy HH:mm:ss");
String formatedDate = formater.format(todaysDate);
processingFileWriter.writef('  <date>'+formatedDate+'</date>'+ newline);
processingFileWriter.writef('  <ontology>'+owlModel.getDefaultOWLOntology().getOntologyURI()+'</ontology>'+ newline);
processingFileWriter.writef('    <final_activities>'+ newline);
for (int i=0; i<verticalFinalActivitiesList.finalActivities.size(); i++) {
    processingFileWriter.writef('      <final_activity>'+verticalFinalActivitiesList.finalActivities.get(i)+'</final_activity>'+ newline);
}
processingFileWriter.writef('    </final_activities>'+ newline);
processingFileWriter.writef('  </tokens>'+ newline);
for (int i=0; i<tokenConfigurations.size(); i++) {
    processingFileWriter.writef('    <token><name>'+((TokenConfiguration)tokenConfigurations.get(i)).name+'</name><value>'+((TokenConfiguration)tokenConfigurations.get(i)).value+'</value></token>'+ newline);
}
processingFileWriter.writef('  </tokens>'+ newline);
processingFileWriter.writef('  <matrix_final_activities vs_tokens>'+ newline);
DecimalFormat decimalFormatXML = new DecimalFormat("0.00000u000000");
for (int i=0; i<verticalFinalActivitiesList.finalActivities.size(); i++) {
    processingFileWriter.writef('    <i>'+ newline);
    for (int j=0; j<tokenConfigurations.size(); j++) {
        processingFileWriter.writef('      <j>'+ decimalFormat.format(matrixActivitiesTokens[i][j])+'</j>'+ newline);
    }
    processingFileWriter.writef('    </i>'+ newline);
}
processingFileWriter.writef('  </matrix_final_activities vs_tokens>'+ newline);
}
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processingFileWriter.write("\n"+newline);
processingFileWriter.write(" <matrix_final_activities_vs_tokens>"+newline);
processingFileWriter.writef(<matrix_final_activities_transitions>"+newline);
for (int m=0;m<verticalFinalActivitiesList.finalActivities.size();m++) {
    processingFileWriter.write(" <m>");
    for (int n=0;n<verticalFinalActivitiesList.finalActivities.size();n++) {
        for (int k=0;k<transitions.size();k++) {
            if (((StateTransition)transitions.get(k)).from==m&&((StateTransition)transitions.get(k)).to==n){
                processingFileWriter.write("<n><ni>"+n+"</ni><nv>"+decimalFormatXML.format(((StateTransition)transitions.get(k)).probability)+"</nv></n>");
                break;
            }
        }
        processingFileWriter.write("</m>"+newline);
    }
    processingFileWriter.write(" </matrix_final_activities_transitions>");
    processingFileWriter.writef("</stochastic_grammar_processing>");
    processingFileWriter.close();
}
trace("END CREATING PROCESSING FILE"+newline);
System.out.println("END CREATING PROCESSING FILE"+newline);
trace("END"+newline);
exportContents.appendf...
```

```java
FinalActivities goDownActivities(OWLIndividual activity,ArrayList verticalActivitiesTracking,FinalActivities verticalFinalActivitiesList,FinalActivities currentFinalActivities,ArrayList stateTransitions,String transitionProbability,boolean recursion){
    String repeat = "1";
    OWLIndividual activityType = getOneObjectPropertyValue(activity,"hasActivityType");
    if (activityType.getRDFType().getName().equals("RepeatedActivityType")) {
        repeat = getDatatypePropertyValue(activityType,"hasRepetitionFactor");
        activityType = getOneObjectPropertyValue(activityType,"repeatsActivityType");
    }
    String depth = "";
    for (int i=0;i<verticalActivitiesTracking.size();i++) depth += " | ";
    String lastProbability = transitionProbability;
    if ((transitionProbability.lastIndexOf(" ")-1)transitionProbability = transitionProbability.substring((transitionProbability.lastIndexOf(" ")),transitionProbability.size());
    if (!lastProbability.equals("1.0")) trace("<p>"+depth+" ALTERNATIVE TO HORIZONTAL TERMINAU"+newline);
    trace("</p>"+depth+lastProbability+" +"+getDatatypePropertyValue(activity,"hasConfigurationException")+" [*"+repeat+"]");
}
```

```
    FinalActivities localCurrentFinalActivities = new FinalActivities();
    Collection transitions = getobjectPropertyValues(activityType,"containsTransition");
    if (getDatatypePropertyValue(activity,"hasConfigurationException").equals("start")) {
        trace(newline);
        localCurrentFinalActivities.addAll(currentFinalActivities);
        localCurrentFinalActivities.finalProbabilities.add(currentFinalActivities.finalProbabilities.get(i)+transitionProbability
```

```java
    //size==1 is special case of top start and finish activities
    trace(newline);
    for (int i=0;i<currentFinalActivities.finalActivities.size();i++) {
        localCurrentFinalActivities.add(currentFinalActivities.finalActivities.get(i));
        localCurrentFinalActivities.finalProbabilities.add(currentFinalActivities.finalProbabilities.get(i)+transitionProbability
```

```java
    //size>1 is special case of top start and finish activities
    trace(newline);
    for (int i=0;i<currentFinalActivities.finalActivities.size();i++) {
        localCurrentFinalActivities.add(currentFinalActivities.finalActivities.get(i));
        localCurrentFinalActivities.finalProbabilities.add(currentFinalActivities.finalProbabilities.get(i)+transitionProbability
```

```java
```
localCurrentFinalActivitiesJromFinish.add(true);
}
} else if (transitions.isEmptyQ) {
trace(" VERTICAL TERMINAL");
String verticalFinalActivity = "";
ArrayList verticalFinalActivityInstanceList = new ArrayList();
verticalFinalActivityInstanceList = (ArrayList)verticalActivitiesTracking.clone();
for (int i=0;i<verticalFinalActivityInstanceList.size();i++) verticalFinalActivity += "+getDatatypePropertyValue((OWLIndividual)verticalFinalActivityInstanceList.get(i),"hasConfigurationName");
if (verticalFinalActivitiesList.finalActivities.contains(verticalFinalActivity)) {
verticalFinalActivitiesList.finalActivities.add(verticalFinalActivity);
verticalFinalActivitiesList.finalActivitieslnstances.add(verticalFinalActivitylnstanceList);
} else {
trace(newline);
ArrayList horizontalActivitiesTracking = new ArrayList();
verticalActivitiesTracking.remove(verticalActivitiesTracking.size()-1);
return localCurrentFinalActivities;
}
FinalActivities followTransition(OWLIndividual activity, Collection transitions,A rayList horizontalActivitiesTracking,ArrayList verticalActivitiesTracking,FinalActivities verticalFinalActivitiesList,FinalActivities currentFinalActivities,ArrayList stateTransitions,String transitionProbability,boolean recursion){
String repeat = "1";
OWLIndividual activityType = getOneObjectPropertyValue(activity,"hasActivityType");
if (activityType.getRDFType().getNameO.equals("RepeatedActivityType")){
repeat = getDatatypePropertyValue(activityType,"hasRepetitionFactor");
activityType = getOneObjectPropertyValue(activityType,"repeatsActivityType");
}
FinalActivities localCurrentFinalActivities = new FinalActivities();
FinalActivities transitionCurrentActivities = new FinalActivities();
horizontalActivitiesTracking. add(activity);
String depth = "";
for (int i=0;i<verticalActivitiesTracking.size();i++) depth += " ");
for (Iterator it = transitions.iterator();it.hasNext();){
OWLIndividual transition = (OWLIndividual)it.next();
OWLIndividual fromActivity = getOneObjectPropertyValue(transition,"isTransitionFromSubActivity");
if (fromActivity.equals(activity)){
OWLIndividual toActivity = getOneObjectPropertyValue(transition,"isTransitionToSubActivity");
localCurrentFinalActivities.addAll(followTransition(startActivity,transitions,horizontalActivitiesTracking,verticalActivitiesTracking,verticalFinalActivitiesList,currentFinalActivities,stateTransitions,transitionProbability,recursion));
verticalActivitiesTracking.remove(verticalActivitiesTracking.size()-1);
localCurrentFinalActivities = new FinalActivities();
localCurrentFinalActivities = new FinalActivities();
transitionCurrentActivities = new FinalActivities();
horizontalActivitiesTracking. add(activity);
String depth = "";
for (int i=0;i<verticalActivitiesTracking.size();i++) depth += " ");
for (Iterator it = transitions.iterator();it.hasNext();){
OWLIndividual transition = (OWLIndividual)it.next();
OWLIndividual fromActivity = getOneObjectPropertyValue(transition,"isTransitionFromSubActivity");
if (fromActivity.equals(activity)){
OWLIndividual toActivity = getOneObjectPropertyValue(transition,"isTransitionToSubActivity");
}}
localCurrentFinalActivities.add(transitionCurrentActivities);
localCurrentFinalActivities.add(stateTransitions);
String addedProbability = getDatatypePropertyValue(transition, "hasProbabilityValue");
if ((!recursion) && repeat.equals("1")) {
    double prob = Math.exp(-Float.parseFloat(getDatatypePropertyValue(getOneInstance("TimeStep"), "hasTimeStepSizeInSeconds"))/Float.parseFloat(repeat));
    addedProbability = decimalFormat.format(prob);
    String probabilityComplement = decimalFormat.format(1-prob);
    goDownActivities(activity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, true);
    addedProbability = probabilityComplement + " +" + getDatatypePropertyValue(transition, "hasProbabilityValue");
    if (recursion || horizontalActivitiesTracking.contains(toActivity)) {
        if ((recursion) trace(depth + "{beginning of recursion to "+ getDatatypePropertyValue(toActivity, "hasConfigurationName") }" + newline);
        goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, true);
        if (recursion) trace(depth + "{end of recursion to "+ getDatatypePropertyValue(toActivity, "hasConfigurationName") }" + newline);
    } else if (getDatatypePropertyValue(toActivity, "hasConfigurationName").equals("finish") {
        localCurrentFinalActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
        trace(depth + "HORIZONTAL TERMINAL");
        for (int i = 0; i < horizontalActivitiesTracking.size(); i++) {
            trace(" +" + getDatatypePropertyValue((OWLIndividual) horizontalActivitiesTracking.get(i), "hasConfigurationName")");
        }
        trace(" finish" + newline);
    } else {
        transitionCurrentActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
        trace("+");
        localCurrentFinalActivities.addAll(followTransition(toActivity, transitions, horizontalActivitiesTracking, verticalActivitiesTracking, verticalFinalActivitiesList, transitionCurrentActivities, stateTransitions, "", false));
        transitionCurrentActivities.clear();
    }
}
}
transitionCurrentActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
trace("+");
localCurrentFinalActivities.addAll(followTransition(toActivity, transitions, horizontalActivitiesTracking, verticalActivitiesTracking, verticalFinalActivitiesList, transitionCurrentActivities, stateTransitions, "", false));
transitionCurrentActivities.clear();
}
transitionCurrentActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
trace("+");
localCurrentFinalActivities.addAll(followTransition(toActivity, transitions, horizontalActivitiesTracking, verticalActivitiesTracking, verticalFinalActivitiesList, transitionCurrentActivities, stateTransitions, "", false));
transitionCurrentActivities.clear();
}
transitionCurrentActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
trace("+");
localCurrentFinalActivities.addAll(followTransition(toActivity, transitions, horizontalActivitiesTracking, verticalActivitiesTracking, verticalFinalActivitiesList, transitionCurrentActivities, stateTransitions, "", false));
transitionCurrentActivities.clear();
}
transitionCurrentActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
trace("+");
localCurrentFinalActivities.addAll(followTransition(toActivity, transitions, horizontalActivitiesTracking, verticalActivitiesTracking, verticalFinalActivitiesList, transitionCurrentActivities, stateTransitions, "", false));
transitionCurrentActivities.clear();
}
transitionCurrentActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
trace("+");
localCurrentFinalActivities.addAll(followTransition(toActivity, transitions, horizontalActivitiesTracking, verticalActivitiesTracking, verticalFinalActivitiesList, transitionCurrentActivities, stateTransitions, "", false));
transitionCurrentActivities.clear();
}
transitionCurrentActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
trace("+");
localCurrentFinalActivities.addAll(followTransition(toActivity, transitions, horizontalActivitiesTracking, verticalActivitiesTracking, verticalFinalActivitiesList, transitionCurrentActivities, stateTransitions, "", false));
transitionCurrentActivities.clear();
}
transitionCurrentActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
trace("+");
localCurrentFinalActivities.addAll(followTransition(toActivity, transitions, horizontalActivitiesTracking, verticalActivitiesTracking, verticalFinalActivitiesList, transitionCurrentActivities, stateTransitions, "", false));
transitionCurrentActivities.clear();
}
transitionCurrentActivities.addAll(goDownActivities(toActivity, verticalActivitiesTracking, verticalFinalActivitiesList, currentFinalActivities, stateTransitions, transitionProbability + " +" + addedProbability, false));
trace("+");
localCurrentFinalActivities.addAll(followTransition(toActivity, transitions, horizontalActivitiesTracking, verticalActivitiesTracking, verticalFinalActivitiesList, transitionCurrentActivities, stateTransitions, "", false));
transitionCurrentActivities.clear();
}
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trace(" .");
}
if (actualH
if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities) tracef "ConfigurationProbability = ");
for (int i=0;i<referenceConfiguration.length;i++) {
  if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities) if (i!=0) tracef*”;
  if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace("+configuration[i]=");
    if (referenceConfiguration[i]==0) {
      if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace("1.0");
    } else {
      if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace("="+decimalFormat.format(probability));
    }
  }
  if (actual||TRACEamountOfTracingForConfigurationProbabilities<=TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace(newline);
  if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace("Observed Configurations:"+newline);
    int allConfiguration[] = new int[configuration.length];
      for (int i=0;i<configuration.length;i++)allConfiguration[i] = -
        ((ConfigurationVariable)configurationVariables.getO^values.sizeQ;;
          double tempMatrixActivitiesTokens[] = new double[matrixActivitiesTokens.length];
            for (int i=0;i<tempMatrixActivitiesTokens.length;i++) tempMatrixActivitiesTokens[i] = 0;

computeProbabilitiesOfAllActualConfigurations(tempMatrixActivitiesTokens,allConfiguration,0,configuration,co
    if (actual||TRACEamountOfTracingForConfigurationProbabilities>=TRACEmaxAmountOfTracingForConfigurationPr
obabilities) trace(newline);
  }
  if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace(" = +decimalFormat.format(probability));
  if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace(newline);
  if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace("Compute compounded weighted (using Actual Configuration's probability
    +decimalFormat.format(probability)+") sum of token probabilities: "+newline+”
      double sumProbs = 0;
        for (int i=0;i<matrixActivitiesTokens.length;i++){
          matrixActivitiesTokens[i] += probability*tempMatrixActivitiesTokens[i];
        }
  }
  if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace(decimalFormat.format(matrixActivitiesTokens[i])+”
    sumProbs += matrixActivitiesTokens[i];
  }
}
if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationPr
obabilities)trace("Sum = +decimalFormat.format(sumProbs));
} else {
double prob = 1;
for (int i=0;i<configuration.length;i++){
    double iProb =
        ((ConfigurationVariable)configurationVariables.get(i)).confusionMatrix[referenceConfiguration[i]-1][configuration[i]-1];
    if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationProbabilities)
    {
        trace("prob("+configuration[i]+"|"+referenceConfiguration[i]+")="+decimalFormat.format(iProb));
    }
    prob *= iProb;
}

if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationProbabilities)
    trace("sumProb = 0;
    for (int i=0;i<matrixActivitiesTokens.length;i++) { 
        trace(decimalFormat.format(matrixActivitiesTokens[i])=" 
    } 
    trace("Sum = "+decimalFormat.format(sumProbs));
}

if (actual||TRACEamountOfTracingForConfigurationProbabilities<TRACEmaxAmountOfTracingForConfigurationProbabilities)
    trace(newline);
else 
    if (configuration[configurationOffset]>0)
        computeProbabilitiesOfAllActualConfigurations(matrixActivitiesTokens,configuration,configurationOffset+1,referenceConfiguration,configurationVariables,tokenConfigurations,actual);
    if (configuration[configurationOffset]<0) 
        {
            int patchedConfiguration[] = configuration.cloneQ;
            patchedConfiguration[configurationOffset] = i;
        }
    computeProbabilitiesOfAllActualConfigurations(matrixActivitiesTokens,patchedConfiguration,configurationOffset+1,referenceConfiguration,configurationVariables,tokenConfigurations,actual); 
}
int findToken(int configuration[], ArrayList tokenConfigurations){
    for (int i=0;i<tokenConfigurations.size();i++) {
        boolean isTheToken = true;
        for (int j=0;j<configuration.length;j++) {
            if (((TokenConfiguration)tokenConfigurations.get(i)).configuration[j]<configuration[j]) {
                isTheToken = false;
                break;
            }
        }
        if (isTheToken) {
            return(i);
        }
    }
    return(-1);
}

// Objects
class FinalActivities {
    public ArrayList finalActivities = new ArrayList();
    public ArrayList finalActivitiesInstances = new ArrayList();
    public ArrayList finalProbabilities = new ArrayList();
    public ArrayList fromFinish = new ArrayList();
    public void addAll(FinalActivities inputFinalActivities) {
        finalActivities.addAll(inputFinalActivities.finalActivities);
        finalActivitiesInstances.addAll(inputFinalActivities.finalActivitiesInstances);
        finalProbabilities.addAll(inputFinalActivities.finalProbabilities);
        fromFinish.addAll(inputFinalActivities.fromFinish);
    }
    public void clear() {
        finalActivities.clear();
        finalActivitiesInstances.clear();
        finalProbabilities.clear();
        fromFinish.clear();
    }
}

class ConfigurationVariable {
    public OWLIndividual instance;
    public ArrayList values = new ArrayList();
    public ArrayList probabilities = new ArrayList();
    public double confusionMatrix[];
}

class TokenConfiguration {
    public String name;
    public int value;
    public int[] configuration;
}

class StateTransition {
    public String text;
    public double probability = 1;
    public int from;
    public int to;
}

// Utilities
Collection getInstances(String cls, boolean includingSubclasses) {
    OWLNamedClass myCls = owlModel.getOWLNamedClassCls;
    return myCls.getInstances(includingSubclasses);
}
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OWLIndividual getOneInstance(String cls) {
    Collection classes = getInstances(cls, false);
    OWLIndividual instance = null;
    for (Iterator jt = classes.iterator(); jt.hasNext();)
    {
        instance = (OWLIndividual)jt.next();
        break;
    }
    return instance;
}

String getDatatypePropertyValue(OWLIndividual individual, String property) {
    OWLDatatypeProperty oProperty = owlModel.getOWLDatatypeProperty(property);
    return (String)individual.getPropertyValue(oProperty);
}

String getDatatypePropertyValue(String name, String property) {
    OWLIndividual individual = owlModel.getOWLIndividual(name);
    return getDatatypePropertyValue(individual, property);
}

Collection getObjectPropertyValues(OWLIndividual individual, String property) {
    OWLObjectProperty oProperty = owlModel.getOWLObjectProperty(property);
    return (Collection)individual.getPropertyValues(oProperty);
}

Collection getObjectIdPropertyValues(String name, String property) {
    OWLIndividual individual = owlModel.getOWLIndividual(name);
    return getObjectIdPropertyValues(individual, property);
}

OWLIndividual getOneObjectPropertyValue(OWLIndividual individual, String property) {
    Collection values = getObjectIdPropertyValues(individual, property);
    OWLIndividual value = null;
    for (Iterator un = values.iterator(); un.hasNext();)
    {
        value = (OWLIndividual)un.next();
        break;
    }
    return value;
}

void trace(String text) {
    if (trace) {
        try {
            // System.out.println(text);
            exportContents.append(text);
        } catch (Exception e) {
            System.err.println("trace: Error while tracing text: " + e.getMessage());
        }
    }
}

void getOut(String text) {
    try {
        exportContents.append(text);
        exportFile.write(text);
    } catch (Exception e) {
        System.err.println("get out: Error writing export file: " + e.getMessage());
    }
}

*/
* Created on November 10, 2007, 9:23 AM - Bertrand d'u Castel
* Copyright Schlumberger 2007,2008,2009
*/
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GENERATED .DNE FILE FROM ONTOLOGY REPRESENTATION 1003
CORRESPONDING TO BBN 1100

//~->[DNET-1]->~
// File created by BayesianTab

bnnet motors {
    node spPressure {
        kind = NATURE;
        discrete = TRUE;
        chance = CHANCE;
        states = (surging, increasing, steady, dropping);
        parents = (Torque, Washout, MotorStall);
        probs =
        (((0.9, 0.1, 0, 0), (0, 0, 0.1)),
        ((0.95, 0.05, 0.0), (0.0, 0.05, 0.95)),
        ((0.95, 0.05, 0.0), (0.0, 0.05, 0.95)),
        ((0.95, 0.05, 0.0), (0.0, 0.05, 0.95)));
    }
    node Torque {
        kind = NATURE;
        discrete = TRUE;
        chance = CHANCE;
        states = (dropping, increasing, steady);
        parents = (WOB, MotorStall, BitBalling);
        probs =
        (((0, 1, 0), (0, 0.9, 0.1)),
        ((0.025, 0.025, 0.95), (1, 0, 0)),
        ((0.95, 0.05, 0.0), (0.025, 0.025, 0.95)),
        ((0.95, 0.05, 0.0), (0.025, 0.025, 0.95)));
    }
    node MotorStall {
        kind = NATURE;
        discrete = TRUE;
        chance = CHANCE;
        states = (stall, ok);
        parents = ();
        probs =
        (0.01, 0.99);
    }
    node BitBalling {
        kind = NATURE;
        discrete = TRUE;
        chance = CHANCE;
        states = (ok, bitBalling);
        parents = ();
        probs =
        (0.99, 0.01);
    }
    node WOB {
        kind = NATURE;
        discrete = TRUE;
        chance = CHANCE;
        states = (steady, dropping, increasing);
    }
}
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parents = ();
probs =
(0.34,0.33,0.33);
}

node FormationChange {
    kind = NATURE;
    discrete = TRUE;
    chance = CHANCE;
    states = (change, noChange);
    parents = ();
    probs =
    (0.05,0.95);
}

node Washout {
    kind = NATURE;
    discrete = TRUE;
    chance = CHANCE;
    states = (washout.ok);
    parents = ();
    probs =
    (0.01,0.99);
}

node ROP {
    kind = NATURE;
    discrete = TRUE;
    chance = CHANCE;
    states = (increasing, dropping, steady);
    parents = (FormationChange.BitBalling.WOB);
    probs =
    (((0.5,0.5,0),(0.15,0.8,0.05),(0.8,0.15,0.05)),((0.1,0.8,0.1),(0.05,0.9,0.05),(0.2,0.6,0.2)),((0.02,0.02,0.96),(0.06,0.04),(0.96,0.04)),((0.09,0.1),(0.1,0),(0.05,0.7,0.25)));
}
}
CLAIMS

We claim:

1. A method for implementation of automated systems that uses an explicit representation of both general and specific knowledge and experience of some aspect of oilfield operations, together with software that accesses the representation and uses it to construct one or more software components of the automated system.

2. A method for performing oilfield operations that uses an explicit representation of both general and specific knowledge and experience of some aspect of oilfield operations, in which uncertainty is explicitly represented.

3. A method for performing oilfield operations that incorporates both claims 1 and 2.

4. A method for operating a computer to use knowledge and experiences in a petroleum exploration/recovery/processing/conveyance/extraction/enhanced recovery domain to automate a task associated with a petroleum operation, comprising:

   representing knowledge and experience of the domain in an ontology including representations of possible states of the petroleum exploration operation, associating probabilities with a first subset of the states, and associating conditional probabilities mapping a second subset of the states to a third subset of states;

   extracting a Bayesian belief network from the first, second and third subsets of states of the ontology; and

   inputting data obtained from the petroleum exploration operation into the Bayesian belief network to provide an interpretation of the input data.

5. The method for operating a computer to use knowledge and experiences in a petroleum exploration/recovery/processing domain to automate a task associated with a petroleum exploration operation of claim 4, wherein the ontology is organized as classes and individual members of those classes and the step of representing knowledge and experience of the domain in an ontology further comprises:

   representing states in the first subset as individuals of a first class in the ontology and wherein each individual member of the first class has a value from a set of
values and assigning each value a probability associated with the likelihood the individual member has that particular value.

6. The method for operating a computer to use knowledge and experiences in a petroleum exploration/recovery/processing domain to automate a task associated with a petroleum exploration operation of claim 4, wherein the ontology is organized as classes and individual members of those classes and the step of representing knowledge and experience of the domain in an ontology further comprises:

   representing states in the second subset as individuals of a second class in the ontology and wherein each individual member of the second class has a value from a set of states and associating with each such state a probability associated with the likelihood such state is indicative of a particular state in the third subset of states.

7. A method for operating petroleum exploration and production equipment comprising:

   retrieving information organized in an ontology describing relationships and states involving the operation of the equipment;

   translating the retrieved information into a functional program; and

   executing on a computer according the instructions of the functional program to receive sensor data obtained from the equipment into the functional program; and process the sensor data to perform a task related to the operating of the equipment.

8. The method of claim 7, wherein the ontology is a representation of petroleum exploration and production knowledge and experiences are related to the equipment and is organized hierarchically in classes and sub-classes including classes for actions that may be performed by the equipment, states that the equipment may be in, and events that may occur in the operation of the equipment.

9. The method of claim 8, wherein the ontology contains classes corresponding to particular operations of the equipment and contains descriptions of probabilities for transitioning from one class corresponding to a first particular operation to a class corresponding to a second particular operation.

10. The method of claim 9, wherein the retrieved information further comprises the descriptions of probabilities for transitioning from one operation to another operation and the
Step of translating the retrieved information into a functional program comprises producing a finite state machine having states corresponding to particular operations and transitions corresponding to possible transitions between the particular operations.

11. The method of claim 10, wherein the ontology further comprises descriptions of operating environments in which the equipment may be deployed and wherein the probabilities related to the transitioning from one operation to another operation is dependent on the environment in which the equipment is deployed.

12. The method of claim 10, wherein the step of translating further comprises constructing a probability matrix containing, for each particular operation the probability of a transition to any other possible operation.

13. The method of claim 10, wherein the step of translating comprises:

constructing functional program code to cause a computer executing the functional program to spawn a thread for each possible operation given observed sensor data, and kill any currently active thread corresponding to an operation not possible in light of observed sensor data.

14. The method of claim 10, wherein the step of translating comprises:

constructing functional program code to cause a computer executing the functional program to create an object corresponding to each possible operation given observed sensor data, and delete any currently active object corresponding to an operation not possible in light of observed sensor data.

15. The method of claim 8, wherein the ontology contains classes corresponding to particular operations of the equipment and contains descriptions of probabilities for particular events occurring given the equipment being in a state of performing a particular operation.

16. The method of claim 15, wherein the retrieved information further comprises the descriptions of probabilities for particular events occurring given the equipment being in a state of performing a particular operation and the step of translating the retrieved information into a functional program comprises producing a finite state machine having states corresponding to particular operations and transitions corresponding to the particular events.
17. The method of claim 7, wherein the step of translating further comprises constructing a probability matrix containing, for each particular operation the probability of any particular observation.

18. The method of claim 7 wherein the step of retrieving information comprises retrieving probabilities described in the ontology and the step of translating comprises using the retrieved probabilities to produce a Bayesian belief network.

19. The method of claim 8 wherein the equipment is well-drilling equipment, and wherein the functional program is a program for interpreting the sensor data to determine the activities occurring in a drilling operation.

20. A program generator for producing a functional program for use in controlling an oilfield machine having a device for performing an oilfield operation, a sensor for collecting data related to the oilfield operation, a control computer connected to the sensor and having a storage medium, the program generator comprising:

   a computer comprising:

   a storage device containing instructions to direct the operation of the computer, wherein the instructions include: an ontology containing classes describing actions of the device, events effecting the device, and possible states of the device and classes describing uncertainties in transitions between states of the device and of events occurring in given states of the device;

   program generation instructions operable to produce a functional program to be executed by the control computer comprising instructions to cause the control computer to receive sensor data from the device and to perform a control task, the program generation instructions comprising instructions to cause the computer to retrieve a description of the device including actions the device may perform, events effecting the device, and possible states of the device from the ontology and to use the retrieved description of the device from the ontology to create a functional program that receives sensor data and produces a result.

21. The program generator of claim 20, wherein the produced result is an interpretation of observed sensor data in terms of actions performed by the device.

22. The program generator of claim 20, wherein the produced result is a control signal to an actuator controlling the operation of the device.
23. A system for automating drilling comprising:

- drilling machinery controlled by an actuator;
- a sensor for collecting data related to a drilling operation performed by the drilling machinery;
- a first computer comprising:
  - a storage medium containing therein an ontology containing a description of the drilling machinery including classes describing actions of the drilling machinery, events effecting the drilling machinery, and possible states of the drilling machinery;
  - program generation instructions operable to produce a functional program to be executed by a control computer comprising instructions to cause the control computer to receive sensor data and to perform a control task, the program generation instructions comprising instructions to cause the first computer to:
    - retrieve a description of the drilling machinery including actions the drilling machinery may perform, events effecting the drilling machinery, and possible states of the drilling machinery from the ontology; and
    - use the retrieved description of the drilling machinery from the ontology to create a functional program that receives sensor data and produces a signal to control the actuator;
- a second computer connected to the sensor and the actuator and having a storage medium into which the functional program receives sensor data and produces a signal to control the actuator is loaded thereby causing the second computer when executing the functional program to be operable to receive the sensor data, process the sensor data using the functional program and produce a signal to control the drilling machinery by causing the actuator to perform an action.

24. A method for automating exploration or production of subterranean resources, comprising:

- representing a first body of knowledge relevant to exploration or production of subterranean resources in an ontology;
- representing a second body of knowledge relevant to exploration or production of subterranean resources in the ontology;
producing a first interpretation product from the first body of knowledge the first interpretation product consisting of a first set of indexed values;

producing a second interpretation product from the second body of knowledge the second interpretation product consisting of a second set of indexed values;

correlating the first and second interpretation products to produce rules reflecting how the first set of indexed values effect the second set of indexed values; and

using the rules to automate at least one task associated with exploration or production of subterranean resources.

25. The method of claim 24, wherein the first body of knowledge is a Bayesian Belief Network containing conditional probabilities linking exploration or production problems to observable physical quantities, and wherein the second body of knowledge is a stochastic grammar having rules useful to interpret a data stream in terms of activities performed during an exploration or production operation.

26. The method of claim 25, wherein:

the first interpretation product is produced by a first interpretation program derived from a representation of the Bayesian Belief Network usable by a Bayesian Belief Network interpreter from the ontology representation of the Bayesian Belief Network; and

the second interpretation product is produced by a second interpretation program derived from an interpretation program for exploration or production equipment data from the stochastic grammar wherein the interpretation program computes first probabilities of states reflecting activities from transitions from states and second probabilities of states reflecting activities from the equipment data, and combining the combining the first probabilities with the second probabilities to produce the second interpretation results.

27. The method of claim 24, wherein the at least one automated task is an operational task in operation of a subterranean exploration or production equipment.

28. The method of claim 24, wherein the at least one automated task is an automated training operation for the operation of a subterranean exploration or production equipment.

29. The method of claim 24, wherein the subterranean exploration or production is drilling for petroleum resources, wherein the first body of knowledge is a Bayesian Belief
Network linking drilling problems to observable physical conditions, and wherein the second body of knowledge is a stochastic grammar useful to interpret a drilling states data channel as activities of a driller; wherein the correlation is a correlation of probabilities assigned to various drilling problems to probabilities of activities of the driller, thereby producing rules indicative of how a driller reacts to particular drilling problems given particular conditions.

30. The method of claim 29 further comprises:
   receiving a data stream;
   interpreting the data stream to compute probabilities of drilling problems;
   applying the rules indicative of how a driller reacts to the interpretation of the data stream to derive a suggested action.

31. The method of claim 30, further comprising:
   suggesting the suggested action to a driller.

32. The method of claim 30 further comprising:
   using the suggested action to control the operation of drilling equipment.

33. The method of claim 30 further comprising:
   comparing the suggested action to an action suggested by a student driller and using the comparison to provide feedback to the student.
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INTERPRETER FOR ACTIVITIES CORRESPONDING TO A DATA STREAM

TRANS-PROB Matrix
Providing Probabilities for Transitioning from one state to another
\[ P(S_1 | S_0) \]

DATA-STATE-PROB Matrix
Providing Probabilities a datavalue belonging to a given state
\[ P(S_1 | Data) \]

CODE OR METHOD FOR APPLYING TRANS-PROB AND DATA-STATE-PROB TO A DATA STREAM TO INTERPRET THE MEANING OF THE DATA STREAM

Fig. 12
Fig. 13
METHOD FOR INTERPRETING A DATA SET TO DETERMINE "STATE" CORRESPONDING TO DATA VALUES

Clean Up Input Data

INITIALIZE CURRENT-STATE-PROBABILITY VECTOR TO INITIAL VALUES

FOR EACH DATA VALUE IN THE DATA SEQUENCE:

1. COMPUTE A STATE PROBABILITY VECTOR (TRANSITION-PROB-VECT) HAVING THE PROBABILITY THAT FOR EACH POSSIBLE STATE IN THE CURRENT STATE-PROBABILITY VECTOR WILL BE FOLLOWED BY THAT POSSIBLE STATE

2. COMPUTE PROBABILITY VECTOR (DATA-PROB-VECT) HAVING VALUES THAT THE DATA VALUE CORRESPONDS EACH POSSIBLE STATE BASED ON THE DATA VALUE

3. MULTIPLY TRANSITION-PROB-VECT BY DATA-PROB-VECT TO OBTAIN A CORRECTED STATE PROB VECTOR (CURRENT-STATE-PROBABILITY)
FOR EACH STATE \( i \) IN THE CURRENT-STATE-PROBABILITY VECTOR

FOR EACH POSSIBLE STATE \( j \)

\[
\text{TRANSITION-PROB-VECT}[i] \leftarrow \text{SUM (FOR EACH CURRENT STATE } j, \text{ THE PROBABILITY THAT } j \text{ IS FOLLOWED BY } i^* \text{ THE CURRENT-STATE-PROB }(j))
\]
Fig. 16
Fig. 17

Fig. 18
Fig. 19
### Fig. 20

<table>
<thead>
<tr>
<th></th>
<th>TRAIT 1</th>
<th>TRAIT2</th>
<th>TRAIT3</th>
<th>TRAIT4</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

### Fig. 21

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0010, 0110, 1010, 1111</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>1000, 1001, 1010, 1011, 1100, 1101, 1110, 1111</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0100, 0110</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>0110, 0111</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**TRAITS-TO-DATA**

<table>
<thead>
<tr>
<th></th>
<th>TRAIT1</th>
<th>TRAIT2</th>
<th>TRAIT3</th>
<th>TRAIT4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

*Fig. 22*
<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0000,0001, 0010, 0011</td>
</tr>
<tr>
<td>2</td>
<td>1000,1001,1010,1011</td>
</tr>
<tr>
<td>3</td>
<td>0000,0100,1000,1100</td>
</tr>
<tr>
<td>4</td>
<td>0001,0101,1001,1101</td>
</tr>
<tr>
<td>5</td>
<td>0010,0110,1010,1110</td>
</tr>
<tr>
<td>6</td>
<td>0011,0111,1011,1111</td>
</tr>
</tbody>
</table>

Fig. 23
DATA-TO-STATE
COMPATIBILITY
MATRIX

<table>
<thead>
<tr>
<th>DATA/TRAITS</th>
<th>A/---10</th>
<th>B/1---</th>
<th>C/01-0</th>
<th>D/011-</th>
</tr>
</thead>
<tbody>
<tr>
<td>0010, 0110, 1010, 1111</td>
<td>00100100, 01110101, 1110, 1111</td>
<td>0100, 0110</td>
<td>0110, 0111</td>
<td></td>
</tr>
</tbody>
</table>

| 1/00-- | 1000 | 0000 0000 | 00 | 00 |
| 0000 0001 | 0010 0011 |
| 2/10-- | 0010 | 1111 0000 | 00 | 00 |
| 1000 1001 | 1010 1011 |
| 3/00-- | 0000 | 1000 1000 | 10 | 00 |
| 0000 0100 | 1000 1100 |
| 4/01-- | 0000 | 0100 0100 | 00 | 00 |
| 0001 0101 | 1001 1101 |
| 5/10-- | 1110 | 0010 0010 | 01 | 10 |
| 0010 0110 | 1010 1110 |
| 6/11-- | 0001 | 0001 0001 | 00 | 01 |
| 0011 0111 | 1011 1111 |

STATE CONFIGS COMPATIBLE WITH A GIVEN DATA VALUE

**Fig. 24**
DATA-TO-STATE
PROBABILITY
MATRIX
(Average over the
compatible values
confusion not
applied)

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1 / 00</td>
<td>1000 -&gt; 1/6</td>
<td>0000 0000</td>
<td>00</td>
</tr>
<tr>
<td>2 / 10</td>
<td>0010 -&gt; 1/6</td>
<td>1111 0000 -&gt; 1/3</td>
<td>00</td>
</tr>
<tr>
<td>3 / 00</td>
<td>0000</td>
<td>1000 1000 -&gt; 1/6</td>
<td>10 -&gt; 1/2</td>
</tr>
<tr>
<td>4 / 01</td>
<td>0000</td>
<td>0100 0100 -&gt; 1/6</td>
<td>00</td>
</tr>
<tr>
<td>5 / 10</td>
<td>1110 -&gt; 1/2</td>
<td>0010 0010 -&gt; 1/6</td>
<td>01 -&gt; 1/2</td>
</tr>
<tr>
<td>6 / 11</td>
<td>0001 -&gt; 1/6</td>
<td>0001 0001 -&gt; 1/6</td>
<td>00</td>
</tr>
</tbody>
</table>

Count

|   | 6 | 12 | 2 | 2 |

STATE CONFIGS COMPATIBLE WITH A GIVEN DATA VALUE

Fig. 25
### DATA-TO-STATE

**PROBABILITY MATRIX**

**(Normalize)**

<table>
<thead>
<tr>
<th></th>
<th>A/10</th>
<th>B/1-</th>
<th>C/010</th>
<th>D/011</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1/00</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-2/10</td>
<td>1/3</td>
<td>2/3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-3/00</td>
<td>0</td>
<td>1/4</td>
<td>3/4</td>
<td>0</td>
</tr>
<tr>
<td>-4/-01</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-5/-10</td>
<td>3/10</td>
<td>1/10</td>
<td>3/10</td>
<td>-1/10</td>
</tr>
<tr>
<td>-6/-11</td>
<td>1/5</td>
<td>1/5</td>
<td>00</td>
<td>3/5</td>
</tr>
</tbody>
</table>

**STATE CONFIGS COMPATIBLE WITH A GIVEN DATA VALUE**

*Fig. 26*
<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>FINISH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>1.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>A</td>
<td>.5</td>
<td>0</td>
<td>.3</td>
<td>.2</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>.3</td>
<td>0</td>
<td>0</td>
<td>.7</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>.3</td>
<td>0</td>
<td>.7</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

TRANS-PROB example corresponding to Grammar 801

Fig. 27
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Fig. 29
DATA SET

SPIN-OFF HYPOTHESIS
FOR EACH CANDIDATE ORIGIN

ITERATE OVER THE DATA SET APPLYING
THE GRAMMAR OF EACH HYPOTHESIS

COMPUTE STATE PROB VECT
FOR EACH HYPOTHESIS

IF PROB VECT DEGENERATES

PROCESS NEXT DATA VALUE

REPORT BEST MATCHING HYPOTHESIS
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### Fig. 35

#### Node: `spPressure` Table (In net motors)

<table>
<thead>
<tr>
<th>Washout</th>
<th>Motor...</th>
<th>Torque</th>
<th>dropping</th>
<th>steady</th>
<th>increasing</th>
</tr>
</thead>
<tbody>
<tr>
<td>stall</td>
<td>stall</td>
<td>dropping</td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
</tr>
<tr>
<td>stall</td>
<td>steady</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
</tr>
<tr>
<td>stall</td>
<td>increase</td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td>10.000</td>
</tr>
<tr>
<td>ok</td>
<td>dropping</td>
<td></td>
<td>100.00</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ok</td>
<td>steady</td>
<td></td>
<td>90.000</td>
<td>10.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ok</td>
<td>increase</td>
<td></td>
<td>40.000</td>
<td>30.000</td>
<td>30.000</td>
</tr>
<tr>
<td>ok</td>
<td>stall</td>
<td>dropping</td>
<td>0.000</td>
<td>0.000</td>
<td>5.000</td>
</tr>
<tr>
<td>ok</td>
<td>stall</td>
<td>steady</td>
<td>0.000</td>
<td>0.000</td>
<td>5.000</td>
</tr>
<tr>
<td>ok</td>
<td>stall</td>
<td>increase</td>
<td>0.000</td>
<td>0.000</td>
<td>5.000</td>
</tr>
<tr>
<td>ok</td>
<td>ok</td>
<td>dropping</td>
<td>95.000</td>
<td>5.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ok</td>
<td>ok</td>
<td>steady</td>
<td>2.500</td>
<td>95.000</td>
<td>2.500</td>
</tr>
<tr>
<td>ok</td>
<td>ok</td>
<td>increase</td>
<td>0.000</td>
<td>5.000</td>
<td>95.000</td>
</tr>
</tbody>
</table>
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Correlation Results

New Data Stream from Second Job

BBN Interpreter

BBN

Automated Drilling Mechanism

Recommended Action

---
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