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57 ABSTRACT 

The invention provides automatic acquisition and recogni 
tion of complex visual shapes within images. During an 
acquisition phase, models are derived from interest points 
acquired from a target shape. The models are Stored in and 
can be retrieved from a lookup table via high dimension 
indices. When an image is inputted, triplets of interest points 
in the image are used to compute local shape descriptors, 
which descrb the geometry of local shapes in the image. In 
turn, triplets of local shape descriptors are used to compute 
high dimension indices. These indices arm used for acceSS 
ing the lookup table having the models The models are used 
for the automatic recognition of target shapes. 
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300 
LOCAL SHAPE TABLE CREATION 

Create on empty hash to be LST (Locol Shape Toble 3O4 

For each desired local shape descriptor label (e.g., a line 3O6 

For a small set of possible orientation 
and scale values for the shape 

(e.g., all orientations of a line in steps of '6 rads) 3O8 
Create a specific curve instance, centered in an 

MXM image (M is small, 2 32) J1 O 

Select the simmetry point p 1 
(e.g., the centerpoint of the line segment) 312 

For each triplet of 
points (P1, P2 p3) on the curve instance 314 

S S Compute the index tuple n =< , , , 12 > 
and the entry tuple v =< , p, a T, y > 
(described in detail in the disclosure) 

316 

F the LST hosh to be 
already has an entry for the index ly 

AND an element to of the entry matches 
on the first 5 parameters 

Increment O 
(the last parameter of the tuple (O) by Y 32O 

ELSE 322 

Append to the entry indexed by 7, J524 

End of FOR LOOP 326 

3.18 

Fig. 3 
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4OO 
GLOBAL SHAPE TABLE CREATION 

Given an unoccluded image of g contour shape 
not previously occuired 4O2 

Create an empty hash table GST (Global Shape Table) 
or use a previously created GST 

Perform Local Shape Descriptor extraction 4-05 
(Flowcharts 600 and 700) 

414 For each possible triplet of local shape descriptors 
(1, \, \) on the curve instance 

Compute 
S S the index tuple na =< 2, c1 c2, #1, W2, /3> 

and the entry tuple A =<\, x T. y T , p, O.T., y > 
(described in detail in the disclosure) 

IF the GST hash table. already has an entry for the index A, 
AND an element Ao of the entry matches A 

on the first 5 parameters 

increment O 
(the last parameter of the tuple AO) by y 4-2O 

416 

418 

Fig. 4 
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& 4 5OO 
area 

From the image extract relevant information (e.g., edge location and orientation). 5O2 

Extract the local fedture set 
8v = i, i=1, ..., No 5O6 

Flowchart 600 (Fig. 6) 

Generote the filtered loco feature set 

Flowchart 700 (Fig. 7) 

Extract the model hypothesis, set 
{A} = {Ai, i=1,..., NAO: 5O8 
Flowchart 800 (Fig. 8) 

Generate the filtered model hypothesis set 

Flowchart 900 (Fig. 9) 

Fig. 5 
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LOCAL SHAPE DESCRIPTION EXRACTION 

Given a set of edge elements on a contour 
3p} = ((x,y)} = p, 1 = 1, ..., Np: 6O2 

and a parameter space ) (a hash table) 

For each second local element pi 6O4. 

Clear 2 y 6O6 

Select a neighborhood W on the contour around pi 
(see disclosure for details) 

F h d el t D. 

For each second loco element Pk 612 

IS (p. 7, p + p 7, p + p 7 p.)? No 614 Yes 

4. S S2 
Compute the index tuple y = < S S C1, C2 > 616 

For each tuple y =< , p, O.T., y > 
in the entry indexed by Ty 618 

62O 

F \, is not t ly, create on entry in ). 
COUOI 

ELSE append (p. s ...an entry 622 
624 

End of FOR LOOP 626 

End of FOR LOOP 628 

Add the descriptor V, with maximum support in 2 N, 
to the local descriptor set v. v contains a label ly, 

a support y, and a supporting point list P = {p} 

632 

Fig. 6 
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FILTERING LOCAL SHAPE DESCRIPTORS 

Given a set of locol shape descriptors 

3v3 = 8vi, i=1, ..., N. 7O2 
and an empty set : selected 

No is 0, yes-704 
Vox is the element of V with the largest value of y : 

{\f: e 3y: --- imax 

retire 
d End "FOR LOOP" 

End, 3.3 selected now contains the selected descriptors 72O 

Fig. 7 
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OBJECT SHAPE RECOGNITION 

Given a set of local descriptors 
{v} = {}, i = 1, ..., N. 

and an empty object shape parameter space A 
(a hash table) 

For each first local element yi with label pi 8O4 

For each second local element yj with label hj 810 

For each second local element k with label hk 812 

A. 2 Yes | ( z Y)+(y, a ') + (v. a y)) No 2 -81.4 
Compute the index tuple 

S. S 816 
77A = C 2, or 1, o2, hi, j, k > 

For each tuple A =<\, x, y, p, o, y > 
in the entry indexed by A 818 

Generate o object shape hypothesis A 82O 

IF A is not in A, create an entry in A 
containing (vi, yi, ) (d 822 

ELSE append (v. '', y) to the existing entry 

End of FOR LOOP 824 

End of FOR LOOP 826 

End of FOR LOOP 828 

End of FOR LOOP 8.32 

Add all the entries A in XA that have support 7 larger 
than o preset threshold O to the set of object shape 854 

hypotheses 8A: 
A contains a model label X, a support y, and a supporting 

local descriptor list E. that is the list of 
local shope descriptors that support the object shape 

hypothesis A. 

Fig. 8 
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FILTERING OBJECT SHAPE HYPOTHESES 

Given a set of object shapes 
8A3 = 8A, I= 1, ..., NA 9 O2 

and an empty set Aisei 

No IS 3A z O, Yes 904 

A max is the element of A with the largest value of y 

8A: 8A: O Arnox 
(i.e., remove Amax from the object shape set A) 

Aisei = Aisei U Amax (i.e., A max to the object shape set Asel) 

For each Wie A: 

If W nox and W i shore supporting 
No local shape descriptors Yes 

A = A - 3A i 

End, Asel now contains the selected descriptors 92O 

Fig. 9 
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GENERALIZED SHAPE 
AUTOCORRELATION FOR SHAPE 
ACQUISTION AND RECOGNITION 

Matter enclosed in heavy brackets appears in the 
original patent but forms no part of this reissue specifi 
cation; matter printed in italics indicates the additions 
made by reissue. 

This application is a continuation of application Ser. No. 
07/705,037, filed May 21, 1991, now abandoned. 

TECHNICAL FIELD 

The present invention relates generally to the recognition 
of complex 2D visual shapes, which could be derived from 
a viewing of 3D objects, and more particularly, to the 
automatic acquisition and recognition of complex visual 
shapes which are not easily modelled by conventional 
analytic techniques. 

BACKGROUND ART 

Automated Systems for recognizing objects are increas 
ingly being used in a large variety of technical fields, for 
example, biomedicine, cartography, metallurgy, industrial 
automation, and robotics. Moreover, many businesses are 
investing huge amounts of money and capital on the 
research and development of machine vision Systems and 
related data processing Systems which can automatically and 
accurately identify objects, often referred to as “target 
objects.” 
Automated object recognition Systems are becoming 

more and more Sophisticated as data processing techniques 
advance in Sophistication. Most of the practical recognition 
Systems in the conventional art employ methods involving 
the derivation of models to be used for recognizing objects 
in an image Scene. An image Scene in the context of this 
document is a two-dimensional (2D) representation, which 
for instance, could be derived from appearance data 
retrieved from a three-dimensional (3D) object at different 
Viewpoints. 

Furthermore, in most Systems, data for deriving the mod 
els is inputted manually. However, in a few high-end auto 
mated Systems, data can be learned via Some Sort of image 
capturing device, for example, a camera or Scanner. 

The model-based techniques have been conceptualized as 
having two phases: an object acquisition phase and a Sub 
Sequent object recognition phase. More Specifically, models 
of target objects are initially precompiled and Stored during 
the acquisition phase, independently of the image Scene. 
Then, the occurrences of these objects within an image Scene 
are determined during the recognition phase by comparison 
of the Sampled data to the Stored models. 

The task of recognizing objects in a Scene is often 
complicated by rotation (vantage point), translation 
(placement), or Scaling (size) of the object in a Scene. In 
addition, the task may further be complicated by the partial 
concealment, or “occlusion', of a target object possibly 
caused by overlaps from other objects or Some other adverse 
condition. 
Some recognition Systems employ "parametric' 

techniques, or mathematical parameter transforms. In para 
metric techniques, the Spatial representation of an image in 
orthogonal coordinates is transformed into a representation 
based upon another coordinate System. Analysis of the 
image then takes place based upon the latter coordinate 
System. The methodology of using parametric techniques 
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2 
originated in U.S. Pat. No. 3,069,654 to Hough, involving 
the Study of Subatomic particles passing through a viewing 
field. 
Many of the commonly used parametric techniques are 

interrelated and have evolved over years of experimentation 
Since the Hough patent. For a general discussion in regard to 
the use of parametric techniques for shape identification, See 
D. H. Ballard, “Parameter nets: A theory of low level 
vision,” Proceedings of the 7th International Joint Confer 
ence on Artificial Intelligence, pp. 1068–1078, August 1981. 

Well known conventional parametric techniques include 
“alignment techniques”, “Hough Transform techniques', 
and “geometric hashing”. Although not particularly relevant 
to the present invention, alignment techniques are discussed 
in the following articles: D. P. Huttenlocher, S. Ullman, 
“Three-Dimensional Model Matching from an Uncon 
strained Viewpoint,” Proceedings of the 1st International 
Conference on Computer Vision, pp. 102-111, London, 
1987, and D. P. Huttenlocher, S. Ullman, “Recognizing 
Solid Objects by Alignment,” Proceedings of the DARPA 
Image Understanding Workshop, vol. II, pp. 1114-1122, 
Cambridge, Massachusetts, April 1988. In regard to Hough 
Transform techniques, which also are not particularly rel 
evant to the present invention, see D. H. Ballard, “Gener 
alizing the Hough Transform to Detect Arbitrary Shapes, 
“Pattern Recognition, vol. 13(2), pp. 111-122, 1981. 

Geometric hashing is an often favored technique and is 
considered proper background for the present invention. In 
geometric hashing, models of objects are represented by 
“interest points.” An orthogonal coordinate System is 
defined based on an ordered pair of interest points, Some 
times referred to as the “basis pair.” For example, the first 
and Second interest points could be identified respectively as 
ordered pairs (0,0) and (1,0). Next, all other interest points 
are represented by their coordinates in the coordinate Sys 
tem. 

The foregoing representation allows for comparison of 
objects which have been rotated, translated, or Scaled, to the 
interest points of the model. Furthermore, the representation 
permits reliable comparison of the model to occluded 
objects, because the point coordinates of the occluded object 
in the Sampled Scene have a partial overlap with the coor 
dinates of the stored model, provided both the model and 
Scene are represented in a coordinate System derived from 
the same basis pair. However, occlusion of one or more of 
the basis points will preclude recognition of the object. 
To avoid Such a condition, interest points are represented 

in all possible orthogonal coordinate Systems which can be 
derived from all of the possible basis pairs of interest points. 
Each coordinate is used to identify an entry to a “hash table.” 
In the hash table, a “record” is stored which comprises the 
particular basis pair along with an identification of the 
particular model at issue. 

During the object recognition phase, interests points ini 
tially are extracted from a Scene. An arbitrary ordered pair 
is Selected and used as the first basis pair. The coordinates of 
all other interests points in the Scene are computed utilizing 
this basis pair. Each computed coordinate is compared to the 
coordinate entries of the hash table. If a computed coordi 
nate and respective record (model, basis pair) appears in the 
hash table, then a “vote” is accorded the model and the basis 
pair as corresponding to the ones in the Scene. The votes are 
accumulated in a “bucket.” When a certain record (model 
basis pair) gets a large number of votes, then the record, and 
corresponding model, is adopted for further analysis. 

Using the record, the edges of the Specified model are 
compared against the edges in the Scene. If the edges 
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correspond, then the object is considered matched to the 
model Specified in the adopted record. If the edges do not 
match, then the current basis pair is discarded and a new 
basis pair is considered. 

For further discussions in regard to geometric hashing, 
consider: Y. Lamdan, H. J. Wolfson, “Geometric hashing: a 
general and efficient model-based recognition Scheme,” Pro 
ceedings of the 2nd International Conference on Computer 
Vision, December 1988; J. Hong, H. J. Wolfson, “An 
Improved Model-Based Matching Method using 
Footprints.” Proceedings of the International Conference on 
Pattern Recognition, Rome, Italy, November 1988; Y. 
Lamdan, J. T. Schwartz, H. J. Wolfson, “On recognition of 
3-D objects from 2-D images,” Proceedings of the IEEE 
International Conference on Robotics and Automation, Vol. 
3, pp. 1, 1407-1413, Philadelphia, April 1988; and, finally, 
A. Kalvin, E. Schonberg, J. T. Schwartz, M. Sharir, “Two 
Dimensional Model Based Boundary Matching Using 
Footprints.” The International Journal of Robotics Research, 
vol. 5(4), pp. 38–55, 1986. 

Although to Some degree effective, conventional paramet 
ric techniques, and Specifically, conventional geometric 
hashing for the identification of complex visual shapes 
remains burdensome and undesirably time consuming in 
many circumstances. Moreover, geometric hashing is often 
unreliable because the performance of geometric hashing 
degrades significantly with only very limited amounts of 
clutter or perturbation in the Sampled data. Geometric hash 
ing can also be unreliable due to extreme Sensitivity to 
quantization parameters. Finally, geometric hashing has 
limited indeX/model Selectivity, oftentimes improperly accu 
mulates excessive votes in each vote bucket, and has a 
limited number of useful buckets available in the hash 
tables. 

DISCLOSURE OF INVENTION 

The present invention provides for the acquisition and 
recognition of complex Visual shapes. 

During an acquisition phase, interest points are acquired 
from a target shape. A Set of high dimensional indices are 
then derived from the interest points. Each of the indices has 
Seven dimensions or more. The indices describe collectively 
a set of interest points along with the related geometry. For 
example, the indices can encode translation, rotation, and 
Scale information about the shape(s) to be recognized. 

During a recognition phase, interest points are observed 
from an inputted image. Further, it is recognized whether the 
target shape resides in the image by considering the high 
dimension indices. 

In a specific implementation of the present invention, 
during acquisition and recognition, triplets of interest points 
of a target shape are transformed into local shape 
descriptors, which identify the interest points along with 
rotation and Scale information about the triplet. Then, other 
triplets of the local shape descriptors are formed and are 
converted into the high dimension indices, which identify 
the local shape descriptors and also encode the translation, 
rotation, and Scale information about the shape(s) to be 
recognized. 

FEATURES AND ADVANTAGES OF THE 
INVENTION 

The present invention overcomes the deficiencies of the 
prior art, as noted above, and further provides for the 
following additional features and advantages. 
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4 
Generally, the present invention provides for the time 

efficient automatic acquisition and recognition of complex 
Visual shapes, which are difficult to identify using conven 
tional parametric techniques, including conventional geo 
metric hashing. In other words, the present invention 
enhances both accuracy and Speed, which have traditionally 
been quid pro quoS. 

The global indices corresponding to a coordinate of an 
interest point are highly dimensional (7 or more character 
istic dimensions). Moreover, these indices are very selective 
and invariant of Euclidean transformations. The highly 
dimensional indices overcome problems in conventional 
geometric hashing, Such as limited indeX/model Selectivity, 
excessive accumulation of votes in each bucket, limited 
number of useful buckets in the hash tables, and the unde 
Sirable extreme Sensitivity to quantization parameters. 
A model data base is provided which exhibits the prop 

erties of robustness (Stability with respect to data 
perturbations), generalization, and recall from partial 
descriptions. 
The methodology of the present invention can be imple 

mented on commercial and inexpensive conventional com 
puters. 
The present invention exhibits both Supervised and unsu 

pervised learning of perceptual concepts, Such as Symmetry 
and the hierarchical organization of models into Subparts. 

It should be noted the above list of advantages is not 
exhaustive. Further advantages of the present invention will 
become apparent to one skilled in the art upon examination 
of the following drawings and the detailed description. It is 
intended that any additional advantages be incorporated 
herein. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention, as defined in the claims, can be 
better understood with reference to the text and to the 
following drawings. 

FIG. 1 graphically illustrates at a high level the System 
architecture and methodology of the present invention 
wherein a local shape table and a global Shape table are used 
to implement a parametric technique; 

FIG. 2 shows a set of points from which triplets are 
formed wherein Said points are either interests points from 
an image or local shape descriptors, 

FIG. 3 illustrates a Flowchart for the initialization phase 
of the present invention wherein the local shape table of 
FIG. 1 is created; 

FIG. 4 shows a Flowchart for the acquisition phase of the 
present invention wherein the global shape table of FIG. 1 
is created; 

FIG. 5 illustrates a high level Flowchart for the recogni 
tion phase of the present invention wherein target shapes in 
an image are recognized based upon those shapes that were 
acquired as models in FIG. 4; 

FIG. 6 shows a low level Flowchart for the extraction of 
local shape descriptors during the recognition phase of the 
present invention; 

FIG. 7 illustrates a low level Flowchart for the filtering of 
the local shape descriptors of FIG. 6 during the recognition 
phase; 

FIG. 8 shows a low level Flowchart for the recognition of 
object shapes based upon an analysis of the filtered local 
shape descriptors of FIG. 7 during the recognition phase; 
and 
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FIG. 9 illustrates a low level Flowchart for the filtering of 
the object shapes of FIG. 8 during the recognition phase. 

BEST MODE OF CARRYING OUT THE 
INVENTION 

Table Of Contents 

A. Overview 

B. Initialization-Local Table Shape Creation 
C. Acquisition-Global Table Shape Creation 
D. Recognition 

1. Local Shape Description EXtraction 
2. Object Shape Recognition 
A. Overview 
The present invention presents a parametric technique, 

i.e., using parameter transforms for the initial acquisition 
and then Subsequent recognition of complex arbitrary shapes 
in an image. The present invention envisions three phases 
for operation: (1) a one-time initialization phase, (2) an 
acquisition phase, and (3) a recognition phase. An overview 
of the phases is described below with reference to FIG. 1. 

During the initialization phase, a local shape table 104 of 
FIG. 1 is created by inputting local shapes to be recognized 
during the recognition phase. After creation, the table 104 
thereafter Serves as a lookup table for local shapes during the 
recognition phase. 

The local shape table 104 is structured to have an index 
my for addressing a set of entries {C}. Each index mu and 
each entry are in the form of tuples. A “tuple” refers to 
a listing of elements or variables having a specific ordering. 
Tuples are denoted by the brackets".<... d” in the document. 

The index m and entry C are derived by analyzing a 
“K-plet”, a collection of Kinterest points, which could exist 
in an image, along with their associated local geometric 
properties, Such as rotation and Scale. In the preferred 
embodiment, “triplets” (K=3) of interest points are analyzed. 
During the initialization phase, the interest points are 
derived from Synthetically generated images. 

During the acquisition phase, target Shapes in an image 
are learned and are used to derive the global shape table 108 
of FIG. 1. First, local shapes are detected in the image. These 
local shapes are then used to acquire the target shape. 

Specifically, interest points are initially acquired from 
target shapes in an inputted image, which target shapes are 
to be later recognized in any Scene during the recognition 
phase. If the shape to be learned (acquired) is 2D, then as 
shown in FIG. 1, a single unoccluded image 102 of the target 
shape is presented to the System for acquisition. 

The methodology as discussed in relation to 2D target 
shapes is equally applicable to 3D target objects. However, 
in the case of 3D target objects, different views are presented 
to the System in order to take into account a depth 
dimension, as is well known in the art. The ViewS correspond 
to either discrete Samplings of the Gaussian viewing sphere 
or different aspects of the model. For a discussion of 
modelling 3D objects, see J. Koenderink A. van Doorn, “The 
internal representation of Solid shape with respect to vision,” 
Biological Cybernetics, vol 32, pp. 211-216, 1979. 
The interest points acquired from the image are analyzed 

in groups of K-plets. In the preferred embodiment, “triplets” 
(i.e., K=3) of interest points are analyzed. K-plets are used 
to derive local shape descriptors (LSD) {I}. Each LSD is 
associated with a specific interest point (x,y) in the image 
102. 

Further, the LSDs are filtered in order to choose the best 
ones by conventional means. In the preferred embodiment, 
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6 
the conventional “best first technique is utilized. The con 
ventional “constraint Satisfaction technique” could also be 
used to filter the LSDs. For a discussion of the constraint 
satisfaction technique, see D. H. Ballard, “Parameter nets: A 
theory of low level vision,” Proceedings of the 7th Interna 
tional Joint Conference On Artificial Intelligence, pp. 
1068–1078, August 1981; A. Califano, R. M. Bolle, and R. 
W. Taylor, “Generalized neighborhoods: A new approach to 
complex feature extraction,” Proceedings of the IEEE Con 
ference on computer vision and Recognition, June 1989; and 
R. Mohan, “Constraints Satisfaction networks for computer 
vision,” Progress in Neural Networks, O. Omidvar Ed., 
AbleX, 1991. 

Next, the filtered local shape descriptors are analyzed in 
groups of K-plets to derive the global shape table 108 of 
FIG. 1. In the preferred embodiment, “triplets” (K=3) of 
LSDs are analyzed to compute indicies mA and entries A. 
The global shape table 108 is structured to have indices mA 
for addressing a set of entries {A}. Each of the indices 0A 
and entries A are in the form of tuples. Each tuple entry A 
comprises (1) a symbolic label), which uniquely identifies 
the model, (2) a set of geometric parameters f, used for 
computing the model's position, orientation, and Scale in a 
Scene, and (3) a Support mechanism Y for keeping track of 
the Votes for the Same values of), B, and mA. The geometric 
parameters B are invariant with respect to translation, rota 
tion and Scale transformations in Subsequent Scenes. 

During the recognition phase, an image is generated from 
a Scene and inputted into the System. Interest points are 
derived from the image. Moreover, local shape descriptors 
are obtained just as they are in the acquisition phase, 
discussed previously. 
By analyzing K-plets of the LSDS, a set of object shape 

hypotheses A are mapped and accumulated in an object 
shape parameter space X.A. In the preferred embodiment, 
“triplets” (K=3) of LSDs are analyzed. Specifically, for each 
entry addressed by the index A for a K-plet of LSDs, a new 
model hypothesis A=<0.0px is formed. The model hypothesis 
includes the model label), and its corresponding registration 
parameters (p, computed from geometric parameters B, 
which encode information relating to the geometry of the 
K-plet. The registration parameters (p uniquely identify the 
shape, rotation of the shape, and the shape’s Scale. 
An object shape hypothesis defined by the model label ). 

and registration parameters (p is added to the global shape 
parameter Space X.A0, (p). 

Finally, the object shape hypotheses {A} are filtered in the 
parameter space XAO, (p) to Select the best, mutually 
compatible, object shapes {0}. The set of filtered object 
shape hypotheses {0} essentially comprise the shapes 
recognized and located in the Scene. 

In a general Sense, the present invention is performing 
“spatial autocorrelation.” “Spatial autocorrelation” in the 
context of this disclosure means that non-local spatial infor 
mation is being correlated. In other words, groupings of 
interest points or LSDS, called K-plets which are spread 
acroSS an image, are correlated to derive local shape descrip 
tors I, or object shapes A, which embed global shape 
information. 

It should be noted that spatial autocorrelation to Some 
extent involves the conventional Hough transform tech 
nique. However, in the Hough transform technique, only a 
Single interest point is considered at a time, unlike in the 
present invention where a K-plet is considered. For a further 
discussion regarding Spatial autocorrelation, See A. Califano, 
“Feature recognition using correlated information contained 
in multiple neighborhoods,” Proceedings of the 7th National 
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Conference on Artificial Intelligence, July 1988, pp. 
831-836, and also, A. Califano, R. M. Bolle, and R. W. 
Taylor, “Generalized neighborhoods: A new approach to 
complex feature extraction,” Proceedings of IEEE Confer 
ence on Computer Vision and Pattern Recognition, June 
1989. 

B. Initialization-Local Table Creation 
During the initialization phase, the local shape table 104 

of FIG. 1 is created. The methodology for creating the 
foregoing table is shown and will be described below in 
regard to FIG. 3. 

The creation of the local shape table need only be per 
formed once, and then the results can be stored in a 
transportable file (perhaps, for example, on a magnetic 
medium). The creation of the local shape table 104 can be 
considered an initialization process. In other words, when 
new target shapes are added to the System, the local shape 
table need not be recreated. 
As illustrated in FIG. 3, the local shape table is created 

based upon the local shapes which are Sought to be recog 
nized by the System. First, an empty local shape table is 
created. The local shape table is created in the form of a 
lookup table, where an index m corresponds with a unique 
set of entries {C}. 

In a FOR LOOP enclosed by blocks 306 and 330, data 
corresponding to each of the curves desired to be recognized 
are inputted to the table 104. In this document, these curves 
are called "local shapes” and are accorded a Specific local 
shape descriptor label up for identification purposes. 

The local shapes could be, for example, lines, circular 
arcs, elliptic arcs (minima and maxima of curvature), and So 
forth. Large Sets of local shapes can be considered. In this 
regard see A. P. Blicher, "A shape representation based on 
geometric topology: Bumps, Gaussian curvature, and the 
topological Zodiac, Proceedings of the 10th International 
Conference on Artificial Intelligence, pp. 767-770, August 
1987. 

These local shapes are “synthetically drawn for the 
System. “Synthetically means that the local shapes are 
automatically generated by the System. In other words, the 
shapes need not be created or drawn on a display Screen or 
Some other visual device. 

Once local shapes are Synthetically drawn, the manner in 
which they are quantized, or digitized, depends upon the 
way the local shapes are Scaled or oriented. Accordingly, via 
a FOR LOOP enclosed by blocks 308 and 328, the local 
shapes are drawn at a few different Scales and orientations 
(translations and rotations) to enhance the integrity of the 
ultimate models. 

Next, each local shape is Synthetically positioned Sym 
metrically on an M*M array, as indicated in a block 310. At 
a block 312, the center point p of the local shape is 
identified. Two other points p and pare arbitrarily Selected 
along the local shape, to thereby derive a triplet of interest 
points. Each triplet forms a specific triangle, having the three 
points p, p, and ps, and three Sides S, S., and S. The local 
shape descriptor labels are associated with each of the 
points p. 
A FOR LOOP enclosed by blocks 314 and 326 operates 

upon each triplet of interest points p1, p.2, p. in order to 
derive the indices and entries in the local shape table 104. 
At a block 316, for each triplet, an index m and a 

corresponding entry C is computed and C is entered into 
the table 104 in the form of tuple at the location addressed 
by the index m. 

Essentially, the index m is an address in the lookup table. 
The index m is generated as follows: 
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n = S 

The two ratioS S/S and S/S, where S=S+S+S, essentially 
define the geometry of the triangle, as shown in FIG. 2. AS 
further indicated in FIG. 2, the two angles C. and C. 
describe the 1 order properties of the local shape with 
respect to the given triplet. 

For the first point p, any properties higher than 0" order 
are not used, because these properties are more noise Sen 
Sitive and could bias the indices for all possible triangles 
generated for this feature. 
The tuple entry , corresponding to the index m, is 

computed as follows: 

Gu-Cy, p, Clts 

for each triplet, the tuple <ly, p, C, > is inserted into the 
local shape table. Here, up is the symbolic label for the local 
shape. AS shown in FIG. 2, C is the angle between the 
vector t and the normal n to the contour at p required to 
recover the shape orientation from the triplet, p=ll/S, where 
tl is a constant, is used for Scale normalization. 

After each index m and corresponding set of entries are 
computed for each triplet of interest points, as shown in a 
block 318, the foregoing tuples are compared with other 
indices and entries in the local shape table 104 to determine 
if it is redundant. First, it is determined whether the table 104 
already has entries Cu at index mug. 

If entries exist, then the parameters , p, C. of the entry 
are compared With the like parameters in the already 

existing entries at m. If these parameters match, then the 
Support mechanism Y is accorded a vote, as indicated in a 
block 320. 

However, if the table 104 does not have a matching entry 
at index m, then the entry is entered at the location 
addressed by index m in the table 104, as shown in a block 
324. 

After the FOR LOOPS 314,326; 308.328; and 306,330 
have completed operation, the local shape table has been 
completed. 

C. Acquisition-Global Table Creation 
During the acquisition phase of the present invention, 

target shapes are Stored in the System for use as models to 
later recognize Such shapes in a Scene. 

FIG. 4 illustrates the methodology for constructing the 
global shape table 108 of FIG.1. The global shape table 108 
is created when the images to be learned, or acquired, by the 
system are inputted. Note that the methodology of FIG. 4 is 
similar to that of FIG. 3. Moreover, similar steps within 
referenced blocks are denoted with Similar reference numer 
als in the FIGS. 3 and 4 for easy comparison. 

Initially, as indicated in a block 402 of FIG. 4, an 
unoccluded image is inputted into the System. The image 
may be a photograph, an image generated from a camera, or 
the like. With reference to FIG. 2, the image is inputted so 
that the position of the target shape’s center of mass (x, yo) 
is computed. A Scale (e.g., perimeter) u and orientation 
vector d are then assigned. Further, a label 2A is provided to 
identify the target shape. 
At block 404, an empty global shape table is created or an 

existing global shape table is utilized. Similar to the local 
shape table, the global shape table is created in the form of 
a lookup table, where an index m corresponds with a unique 
set of entries {C}. 
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Next, at a block 405, the local shapes of the image are 
detected. AS an example, a local shape 112 is shown in FIG. 
1. ESSentially, the edges of the image along with the loca 
tions of the edges are considered and local shapes are 
computed. Moreover, the location of the local shapes is 
recorded. Finally, from the foregoing information, local 
shape descriptors I-I, are derived, as indicated at refer 
ence numeral 106 of FIG. 1. The procedure for detecting 
local shapes will be more fully discussed in regard to FIGS. 
5 and 6 hereinafter. 

For each triplet of local shape descriptors I, I, and I, 
a tuple index mA and a corresponding tuple entry A is 
derived for the global shape table 108 of FIG. 1. This 
procedure is implemented via the FOR LOOP enclosed by 
blocks 414 and 426, which is analogous to the FOR LOOP 
enclosed by blocks 314 and 326 in FIG. 3. However the 
index ma of FIG. 4 has more parameters than the index m. 
of FIG. 3. 

In FIG. 4, the index mA is computed and is Specified as 
follows: 

In comparison to the index m, the index mA comprises 
three additional parameters, namely, p 1, 2, l's, which are 
essentially the identification of the LSD triplet. Further, as 
with the triplets of interest points used to derive the local 
shape descriptors, the LSD triplets form a triangle with Sides 
S, S, S, as shown in FIG. 2. The two ratios S/S and S/S, 
where S=S+S+S, define the geometry of the triangle, as 
shown in FIG. 2. As further indicated in FIG. 2, the two 
angles C. and C2 describe the 1' order properties of the local 
shape with respect to the given triplet. 

Again, for the first LSD at point p, any properties 
higher than 0" order are not used, because these properties 
are more noise Sensitive and could bias the indices for all 
possible LSD triangles generated for this feature. 

The tuple entry A, corresponding to the index mA, is 
computed as follows: 

For each LSD triplet, the tuple <2, x, y, p, C, Y> is 
inserted into the global shape table 108 at the location 
indexed by the index mA. 
AS shown in FIG. 2, the position (x, y) is the center of 

the shapes area in the new right hand coordinate System 
defined by the normalized vector t and its corresponding 
orthonormal counterpart d, the ratio p=2/S, and the angle C. 
between the two vectors t and d. It should be noted that the 
geometric parameters f=((x, y), p, Cl?) are also Scale and 
rotation invariant, and are used to recover position, orien 
tation and Scale of a feature from the corresponding 3 local 
shape descriptors {u}, , ). 

After each index mA and corresponding entry A are 
computed for each LSD triplet, as shown in a block 418, the 
foregoing tuples are compared with other indices and entries 
in the global shape table 108 to determine if it is redundant. 
First, it is determined whether the table 108 already has an 
indeX mA. 

If one exists, then the parameters 2, X, y, p, C. of the 
entry A are compared with the like parameters in the 
already-existing entry. If these parameters match, then the 
Support mechanism Y (initially set to one) of the matching 
entry A is accorded a vote, as indicated in a block 420. 
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However, if the table 108 does not have a matching entry 

at index mA, then the entry A is entered at the location 
addressed by index m in the table 108, as shown in a block 
424. 

After the FOR LOOP 414,426 has completed operation, 
the global shape table has been completed. Accordingly, the 
System can now recognize shapes in target images. 

D. Recognition 
The methodology envisioned by the present invention for 

recognition of target shapes and objects will be discussed in 
detail hereafter in regard to FIGS. 5–9. FIG. 5 illustrates a 
high level Flowchart 500 showing the overall recognition 
methodology. FIGS. 6-9 comprise low level Flowcharts 
600–900 describing in detail respective blocks 506–509 of 
FIG. 5. 
With reference to block 502 of FIG. 5, the edges of an 

image to be recognized are extracted from a Scene. This 
procedure is well known in the art. 
At the next block 506, a “local feature set' is derived. The 

set comprises the LSDs I-I for local shapes of the 
image. For example, a local shape is shown as reference 
numeral 112 in FIG. 1. A detailed description of this pro 
cedure will be discussed with reference to Flowchart 6, 
entitled “Local Shape Description Extraction” of FIG. 6, 
hereinafter. 

Next, at the block 507, the local feature set {-1} 
generated in the previous Step is filtered using any conven 
tional filtering technique. The resultant filtered set of LSDs 
is extremely smaller than the original set of LSDs 1-1. 
The resultant filtered set is illustrated at reference numeral 
106 in FIG. 1. 

In the preferred embodiment, the best first technique is 
utilized to filter the LSDs, which technique is well known in 
the art. AS mentioned previously, any conventional filtering 
technique could be utilized, Such as the constraint Satisfac 
tion technique. The Specific implementation of this tech 
nique is shown in Flowchart 700, entitled “Filtering Local 
Shape Descriptors” of FIG. 7 Due to the well known nature 
and applicability of this technique, no discussion of the 
Flowchart 700 is undertaken. 
At the next block 508, a set of model hypotheses A-A 

is derived. This procedure is set forth in Flowchart 800, 
entitled “Object Shape Recognition”, of FIG. 8. 
The model hypothesis set {A1-A generated in the 

previous Step is filtered using any conventional filtering 
technique. The resultant filtered Set is extremely Smaller than 
the original Set. 

In the preferred embodiment, the first best technique is 
again utilized for filtering. The Specific implementation of 
this technique is shown in Flowchart 900, entitled “Filtering 
Object Shape Hypotheses”, of FIG. 9. Due to the well 
known nature and applicability of this technique, no discus 
Sion of the Flowchart 900 is undertaken. 
The model hypotheses which Survive the foregoing 

filtering, if any, are adopted as the shapes which are recog 
nized in the Scene. Thus, recognition has occurred. 

1. Local Shape Description EXtraction 
FIG. 6 illustrates an exemplary Flowchart 600 for the 

extraction of local shapes during the recognition phase. A 
local feature set is derived in FIG. 6. The set comprises the 
LSDs I-I corresponding with local shapes of the image. 
For example, a local shape 112 is shown in FIG. 1. 

First, at a block 602, Ninterest points p of an image are 
extracted from a Scene using any of the numerous conven 
tional techniques. The location of each interest point p is 
identified by orthogonal coordinates (x,y). This procedure is 
well known in the art. Moreover, a temporary parameter 
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Space X (a hash table) is generated for use in the proceed 
ing steps of the Flowchart 600. 

Next, a FOR LOOP enclosed by blocks 604 and 632 
commences for each interest point p of {p}. In the FOR 
LOOP 604,632, the parameter space X is first cleared, as 
indicated in block 606. 
At block 608, a neighborhood W on the contour around 

p is selected. As will be discussed further below, triplets of 
interest points will be selected from the neighborhood W. 
Looked at another way, the neighborhood W. prevents the 
interest points in triplets from being undesirably Scattered all 
over the image. 
To derive the neighborhood W., edges are linked into 

contours using simple “eight neighbors connectivity.' Given 
a point p,-(S, y) on a contour, points p are Symmetrically 
Sampled around p, along the contour, thereby generating a 
neighborhood set W={p=(x, y), -Ns 1sN}. The sam 
pling Step is proportional to the length of the longest 
Symmetrical interval around the point p, for which the 
tangent behavior is monotonic on a coarse Scale, and the 
total tangent variation is less than 27 L/3. It is also inversely 
proportional to the total variation in tangent angle on the 
Symmetric interval if less than 2L/3. An assumption is that 
faster variation in tangent correspond to Smaller features 
which, accordingly, require finer Sampling for detection. In 
this way, a quasi-Scale invariant Sampling of the contours is 
achieved. Next, triplets of interest points are derived. All 
possible combinations are formed of the point (x, y) in 
conjunction with two others p, and p from the set {p, =(X, 
y), -Ns 1sN}. These combinations are made in FOR 
LOOPs 610,628 (p) and 612,626 (P.), as shown. At block 
614, it is insured that the same point is not Selected twice 
when constructing the triplet combinations. 
At block 616, the index mu=(S/S, S/S, C., C.), described 

herein in the section entitled, “Local Shape Table Creation”, 
is computed for each triplet. 
At block 618, the tuple index m is now used to indeX into 

the local shape table 104 in order to retrieve the correspond 
ing tuple entry Cuy--2, p, Cr, Y>. 

Next computations are performed to generate a local 
shape descriptor hypothesis I, as indicated in block 620. 
Specifically, from the p and C of the tuple entry C, the 
possible Scaler orientations of the contour are created. Note 
that the location of the contour is at p, and accordingly, the 
location of the contour need not be computed as with global 
shapes. Thus, only Scale and rotation information need be 
computed. 
At block 622, the parameter space X is examined to 

determine whether an LSD hypothesis I already exists in 
the parameter space X for the contour at issue. If the LSD 
hypothesis I exists, then the existing LSD hypothesis I is 
merely updated by appending points p, p. p to it. If the 
LSD hypothesis I does not exist, then the entry for I 
having the three points p, p. p is created in the parameter 
Space Xu. 

After completion of FOR LOOPs 618,624; 612,626; and 
610,628, an LSD hypothesis I will have a high vote count, 
based upon votes accorded it by the points p1, p. p. These 
points along with the corresponding LSD hypothesis I 
belong to the particular contour at issue. 

Thus, at the next block 630 the LSD hypothesis I is 
adopted as the local shape descriptor for p. For each point 
p, there exists a local shape descriptor I having a label up, 
a Support mechanism Y, and a Supporting point list P={p}. 

After completion of Flowchart 600, a large set of local 
shape descriptors {1} with exactly one LSD and corre 
sponding to each interest point p, in the image is available 
for further mathematical manipulation. 
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12 
In order to winnow down the number of LSDs I and to 

enhance the integrity of the LSDs, the local feature set 
{-I} is filtered using any conventional filtering tech 
nique as discussed previously. In the preferred embodiment, 
a conventional best first technique is utilized and is illus 
trated at Flowchart 700 of FIG. 7. The Flowchart 700 is Self 
explanatory. The resultant filtered set of LSDS, {1}, 
is extremely smaller than the original set of LSDs I-I. 
The resultant filtered set is illustrated at reference numeral 
106 in FIG. 1. 

2. Object Shape Recognition 
FIG. 8 shows a Flowchart 800 for recognizing an object 

based upon the local feature set {1}, comprising the 
filtered LSDs I. Flowchart 800 proceeds very similarly with 
respect to Flowchart 600. Accordingly, similar steps within 
referenced blocks are denoted with Similar reference numer 
als in the Flowcharts 800 and 600 for easy comparison. 
However, Some differences in methodology do exist. 

In Flowchart 800, the focus is upon local curve shapes, 
not upon interest points as in Flowchart 600. Further, triplets 
in Flowchart 800 are formed from LSDs I, not with interest 
points as in Flowchart 600. Finally, the global shape table 
108 is consulted during the methodology of Flowchart 800, 
not the local shape table 104 as in Flowchart 600. Note that 
the index m corresponding with the global shape table 108 
is larger than the index mA corresponding with the local 
shape table 104. 
With reference to Flowchart 800, at a block 802, the N 

filtered LSDS corresponding to the image are acquired. 
Moreover, a temporary parameter space XA (a hash table) 

is generated for use in the proceeding Steps of the Flowchart 
800. 

Next, a FOR LOOP enclosed by blocks 804 and 832 
commences for each LSD of the local feature Set 
{!}. In the FOR LOOP804,832, the parameter space 
X is first cleared, as indicated in block 806. 

Next, triplets of LSDs I are derived. All possible com 
binations are formed of the LSD 1 in conjunction with two 
others I, and I' from the local feature set {?}. These 
combinations are made in FOR LOOPs 810,828 (1) and 
612,626 (I), as shown. At block 814, it is insured that the 
Same LSD is not Selected twice when constructing the triplet 
combinations. 

At block 816, the index ma=<S/S, S/S, C1, C2, , , 
|>, described herein in the Section entitled, “Global Shape 
Table Creation”, is computed for each LSD triplet. 
At block 818, the index m is now used to index into the 

global shape table 108 in order to retrieve the corresponding 
entry (A=<2, X, y, p, Or, Yd. 

Next, computations are performed to generate an object 
shape hypothesis A, as indicated in block 820. Specifically, 
from the X, y, p, Clt of the tuple entry CA, the possible 
orientations of the contour are created. In other words, Scale, 
rotation, and translation information is computed. 
At block 822, the parameter space XA is examined to 

determine whether an object shape hypothesis A already 
exists in the parameter space X.A. If the object shape hypoth 
esis A already exists, then the existing object shape hypoth 
esis A is merely updated by appending (I, I. I.) to it and 
incrementing its vote. If the object shape hypothesis. A does 
not exist, then the object shape instance A having the triplet 
'I', 'I', 'I' is created in the parameter space X.A. 

After completion of FOR LOOPs 818,824; 812,826; and 
810,828, a number of object shape hypotheses {A} will have 
a high vote count, based upon votes accorded it by the LSDS 
I, I, I, 
Thus, at the next block 834, the object shape hypotheses 

{A} having a votes Y above a preset threshold To are 
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adopted. For each A, there exists a unique model label a 
Support Y, and a Supporting LSD list {I}. 

After completion of Flowchart 800, a set of object shape 
hypotheses {A} corresponding with each LSD triplet in the 
image is available. 

In order to enhance the integrity of the Set of object shape 
hypotheses {A}, they are filtered using any conventional 
filtering technique as discussed previously. In the preferred 
embodiment, a conventional best first technique is utilized 
and is illustrated at Flowchart 900 of FIG. 9. The Flowchart 
900 is self-explanatory. The resultant filtered set of LSDs, 
{A}, is illustrated at reference numeral 110 in FIG. 1. 
The {A} constitute the object shape recognized and 
located in the image. 

The foregoing description of the preferred embodiment of 
the present invention has been presented for purposes of 
illustration and description. It is not intended to be exhaus 
tive or to limit the present invention to the precise form 
disclosed, and obviously many modifications and variations 
are possible in light of the above teachings. The particular 
embodiments were chosen and described in order to best 
explain the principles of the present invention and its 
practical application to those perSons Skilled in the art and to 
thereby enable those persons skilled in the art to best utilize 
the present invention in various embodiments and with 
various modifications as are Suited to the particular use 
contemplated. It is intended that the Scope of the present 
invention be broadly defined by the claims appended hereto. 

The following is claimed: 
1. A computer-implemented method for recognizing 

objects and for automatic acquisition of models of objects, 
comprising the Steps of: 

(1) acquiring a model of an object, comprising, 
(a) digitizing Said object to generate a digitized image; 
(b) detecting local shapes in Said digitized image; 
(c) grouping three or more noncontinuous noncon 

tiguous combinations of Said local shapes to generate 
a first index; 

(d) generating an entry for each group of local shapes 
consisting of a name of Said digitized image, and 
information about the translation, rotation, and Scale 
of Said digitized image; and 

(e) storing said entry in a shape table at Said first index; 
and 

(2) recognizing a target object that appears in a physical 
Scene, comprising, 
(a) digitizing Said target object to generate a digitized 

target image; 
(b) detecting global local shapes in Said digitized 

target image; 
(c) grouping three or more noncontinuous noncon 

tiguous combinations of Said global local shapes to 
generate a Second index; 

(d) accessing Said shape table and retrieving entries 
from Said shape table that correspond to Said Second 
index; 

(e) collecting said retrieved entries from said shape 
table into a vote table; and 

(f) Selecting said retrieved entry with a highest vote in 
order to recognize Said target image. 

2. The method of claim 1, further comprising the Steps of: 
creating a local lookup table; 
entering local shapes to be recognized by the System into 

Said local lookup table by Synthetic generation; and 
using Said local lookup table to detect local shapes in Said 

digitized image. 
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3. The method of claim 1, further comprising the steps of: 
transforming three or more edge points of Said digitized 

image into local groupings, 
analyzing Said local groupings in a parameter Space; 
comparing the geometric characteristics of Said local 

groupings with local shape entries in a local lookup 
table; 

according votes to Said local shape entries which corre 
spond with Said geometric characteristics, and 

adopting local shape descriptors corresponding to local 
shape entries which have a high number of votes. 

4. The method of claim 1, further comprising the steps of: 
converting three or more local shapes of Said digitized 

target image into global groupings; 
analyzing Said global groupings in a parameter Space; 
comparing the geometric characteristics of Said global 

groupings with global shape entries in Said shape table; 
according votes to Said global shape entries which corre 

spond with Said geometric characteristics, and 
adopting global shape descriptors corresponding to global 

shape entries which have a high number of votes. 
5. A computer-based System for recognizing objects and 

for automatic acquisition of models of objects, comprising: 
(a) means for acquiring a model of an object, comprising, 

(1) means for digitizing Said object to generate a 
digitized image; 

(2) means for detecting local shapes in Said digitized 
image, 

(3) means for grouping three or more noncontinuous 
noncontiguous combinations of Said local shapes to 
generate a first index; 

(4) means for generating an entry for each group of 
local shapes consisting of a name of Said digitized 
image, and information about the translation, 
rotation, and Scale of Said digitized image, and 

(5) means for Storing said entry in said shape table at 
Said first index; and 

(b) means for recognizing a target object that appears in 
a physical Scene, comprising, 
(1) means for digitizing said target object to generate a 

digitized target image; 
(2) means for detecting local shapes in Said digitized 

target image; 
(3) means for grouping three or more noncontinuous 

noncontiguous combinations of said local shapes to 
generate a Second index; 

(4) means for accessing said shape table and for retriev 
ing entries from Said shape table that correspond to 
Said Second index; 

(5) means for collecting said retrieved entries from Said 
shape table into a vote table and for Selecting Said 
retrieved entry with a highest vote in order to rec 
ognize Said target image. 

6. The computer-based system of claim 5, further com 
prising: 

(a) a camera adapted for viewing Said target object and 
producing a signal indicative of Said target object; and 

(b) a digitizer, connected to said camera, for digitizing 
Said target object represented by Said Signal and Storing 
Said digitized target image in a storage medium. 

7. The computer-based system of claim 5, further com 
prising: 

a local shape table; 
means for entering local shapes to be recognized into Said 

local shape table by Synthetic generation; and 
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means for using Said local shape table to detect local 
shapes in Said digitized image. 

8. The computer-based system of claim 5, further com 
prising: 
means for transforming three or more edge points of Said 

digitized image into local groupings; 
means for analyzing Said local groupings in a parameter 

Space, 

means for comparing the geometric characteristics of Said 
local groupings with local shape entries in a local 
lookup table; 

means for according votes to Said local shape entries 
which correspond with Said geometric characteristics, 
and 

means for adopting local shape descriptors corresponding 
to local shape entries which have a high number of 
VOteS. 

9. The computer-based system of claim 5, further com 
prising: 

1O 
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means for converting three or more local shapes of Said 

digitized target image into global groupings, 
means for analyzing Said global groupings in a parameter 

Space, 
means for comparing the geometric characteristics of Said 

global groupings with global shape entries in Said 
global shape table, 

means for according votes to Said global shape entries 
which correspond with Said geometric characteristics, 
and 

means for adopting global shape descriptors correspond 
ing to global shape entries which have a high number 
of votes. 

10. The computer-based system of claim 5, further com 
15 prising: 

means for generating a recognition signal from Said 
Selected retrieved entry, wherein Said recognition Signal 
is indicative of a recognized target object. 

k k k k k 


