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Method for Implementing Indirect Controller

Field of the Invention
The invention relates generally to the control of industrial processes and

specifically to methods for implementing indirect controllers for industrial processes.

Background of the Invention

The control of an industrial process in a plant involves maintaining the process
conditions at setpoints that are suitable to attain the desired process objectives. The
control of industrial processes involves a series of steps, generally including:
determining the desired process objectives; determining initial values for the process
condition setpoints for the controllable process states; measuring the existing process
conditions and adjusting control variables in accordance with the desired process
condition setpoints; measuring the results in terms of the plant outputs and updating
the process condition setpoints and/or the control variables to attain the desired

process objectives.

The control variables are regulated by a controller that provides settings for the
control variables as plant inputs to operate the plant. In a large plant, there may be a
large number of inputs, with complex interactions between the inputs contributing to
the output of the plant. The plant is generally non-stationary. One or more process
conditions may vary constantly; the process typically will not reach a steady state. For
example, a fossil-fuel furnace has properties that change over time; soot may
accumulate in the furnace and require periodic cleaning. In order to maintain the
desired process condition setpoints and satisfy the process objectives continuously,

given the variation in process conditions, it is generally necessary to make adjustments

repeatedly to the process condition setpoints and the corresponding control variables.
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Experimenting with different process conditions and different control variables to
achieve the desired output typically requires high overhead, particularly in terms of
time. In this dynamic environment, experimenting with different values may not even
be possible. Direct measurement of the process conditions and the outcome of the

process is often difficult to do effectively.

Using models of the process is one approach to addressing some of these
control issues. An indirect controller uses a computer model of the process as a
predictor of different values in the system. The model mimics the operation of the
system. The model’s ability to predict values in the system is useful for determining
the result of various adjustments to the process inputs, including the control variables
in the system, and conversely, determining the control variable settings necessary to
achieve desired process outputs or process conditions. Accordingly, such models are
useful for adjusting the inputs to the plant under the prevailing plant operating
conditions. Neural networks are one such type of computer model that is useful to

predict, control and optimize a process.

Indirect control schemes are typically implemented in two phases, wherein the
system model is constructed first, followed by the construction of the controller and its
corresponding control algorithms. The resulting controller provides the control laws
for the plant. Subsequently, during execution, the controller investigates the system
model to obtain optimal settings and then implements them using control algorithms.
The system model can be retrained. Indirect controllers may use any number of
model architectures and adaptation methods. Given a model architecture, adaptation
is used to develop the system model. A system model is typically trained by
presenting it with training data values of the actual historical operation of the plant.

One step that requires a significant investment of resources is the generation of the
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data used to train the system model. A system model is useful only if it predicts the
operation of the plant with a high degree of accuracy. Ensuring the integrity of the
system model is critical to optimizing the operation of the plant. To develop an

accurate model, it is important to provide comprehensive test data.

One factor in the usefulness of a control system for a plant is its ability to
adapt to the constantly (viewed over the long term) fluctuating relationship between
the control variables, and process conditions setpoints and the outputs that
characterize the plant. In indirect controllers, the system model itself may be adaptive
in that it may be able to relearn and adjust the relationships between the plant
variables. Two general classes of modeling methods that can be used in indirect
controllers are adaptive in this sense: parametric adaptive and strictly non-parametric
(with an adaptive architecture and adaptive parameters). In parametric adaptive
modeling methods, the architecture is predetermined and the parameters are adaptive.
Examples of parametric adaptive modeling methods include regressions and neural
networks. Strictly non-parametric methods have no predefined architecture or sets of
parameters or parameter values. One form of strictly non-parametric methods is
commonly known as evolutionary (or genetic) programming. Evolutionary
programming involves the use of genetic algorithms to adapt both the model
architecture and its parameters. Evolutionary programming uses random, but
successful, combinations of any set of mathematical or logical operations to describe

the control laws of a process or to construct a system model.

An adaptive controller generally requires a mechanism by which the
controller identifies the need to adapt. A known method to determine when to
perform model adaptation is to initiate adaptation at predetermined scheduled times or
at regular intervals. One disadvantage of this method is that it performs model
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adaptation in a predetermined manner, with no regard for when the model error is
acceptable or unacceptable, which is inefficient, resulting in downtime for the plant or

unnecessary use of computational resources.

One known method to operate the plant when the system model is not
considered usable and even for initial training of the system model is to provide
control by human operators. One disadvantage of this method is that human control is
inadequate to truly optimize process control as a function of the large number of
controllable variables that characterize complex plant operations and is subject to
constraints such as variability from human to human, variability from day to day, and

variability within the duration of an operator’s shift.

There is a need for an improved method for providing for adaptation of an
indirect controller. There is also a need for an improved method for modeling a
system in an indirect controller. There is also a need for providing for coordination

between a direct controller and an indirect controller.

Summary of the Invention

Some embodiments of the present invention include a system for operating a
plant that includes a direct controller and an indirect controller and provide a method
for automatically selecting the preferred of the two and switching between them. The
indirect controller incorporates a system model for control, which may have a variety
of architectures, including a neural network or other nonlinear model architecture,
such as those generated by the adaptive methods of genetic programming. When the
system model in the indirect controller is not considered sufficiently accurate, control
of the plant is regulated by the direct controller. Control may shift to the indirect
controller when the system model has sufficient integrity. The transfer of control may

be automatic.
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adaptation in a predetermined manner, with no regard for when the model error is
acceptable or unacceptable, which is inefficient, resulting in downtime for the plant or

unnecessary use of computational resources.

One known method to operate the plant when the system model is not
considered usable and even for initial training of the system model is to provide
control by human operators. One disadvantage of this method is that human control is
inadequate to truly optimize process control as a function of the large number of
controllable variables that characterize complex plant operations and is subject to
constraints such as variability from human to human, variability from day to day, and

variability within the duration of an operator’s shift.

There is a need for an improved method for providing for adaptation of an
indirect controller. There is also a need for an improved method for modeling a
system in an indirect controller. There is also a need for providing for coordination

between a direct controller and an indirect controller.

Summary of the Invention

Some embodiments of the present invention include a system for operating a
plant that includes a direct controller and an indirect controller and provide a method
for automatically selecting the preferred of the two and switching between them. The
indirect controller incorporates a system model for control, which may have a variety
of architectures, including a neural network or other nonlinear model architecture,
such as those generated by the adaptive methods of genetic programming. When the
system model in the indirect controller is not considered sufficiently accurate, control
of the plant is regulated by the direct controller. Control may shift to the indirect
controller when the system model has sufficient integrity. The transfer of control may

be automatic.
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In some embodiments of the invention, a plant can be provided with both a
direct controller and an indirect controller with an untrained model such as a neural
network or even an unspecified architecture, such as results from an untrained genetic
programming modeling methodology. Initially, the plant is subject to direct control.
The plant inputs are manipulated using the direct controller while the untrained system
model observes the behavior of the plant. In one aspect of the invention, when the
model has sufficient integrity to satisfy the plant requirements, i.e., when the model
has been sufficiently trained, the indirect controller with the model is automatically

enabled to replace the direct controller.

Another aspect of the invention is that the direct controller can be
automatically enabled to replace the indirect controller, particularly if the integrity of
the model is low, for example, when the model error is above a threshold. Another
aspect of the invention is that fuzzy logic can be used to implement the decision
process of switching between direct and indirect controllers. The system model in the
indirect controller can be retrained, using data generated under the contrql of the direct
controller, and then the indirect controller can again be automatically enabled to

replace the direct controller.

In certain embodiments, an indirect controller incorporates a committee of
models in place of a single system mode]. Aspects of the invention include methods
for decision-making by the committee and methods for evaluating the integrity of the
committee, and switching to direct control when the committee displays low
performance. In certain embodiments, confidence intervals are used for evaluating the

integrity of the committee of models.

Certain embodiments include the ability to identify the difference between

certain statistical and random sources of error in the model in the indirect controller
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prior to switching to the direct controller. This information can be used to select
optimal techniques for retraining or otherwise adapting the implementation of a model

or committee of models.

These and other features and advantages of the present invention will become
readily apparent from the following detailed description, wherein embodiments of the
invention are shown and described by way of illustration of the best mode of the
invention. As will be realized, the invention is capable of other and different
embodiments and its several details may be capable of modifications in various
respects, all without departing from the invention. Accordingly, the drawings and
description are to be regarded as illustrative in nature and not in a restrictive or

limiting sense, with the scope of the application being indicated in the claims.

Brief Description of the Drawings
For a fuller understanding of the nature and objects of the present invention,
reference should be made to the following detailed description taken in connection
with the accompanying drawings, wherein:
Figure 1 is a diagram of a plant connected to a direct controller and an indirect
contrbller; and
Figure 2 is a flowchart of steps for implementing indirect control with a

system model in accordance with an embodiment of the invention.

Detailed Description of the Preferred Embodiments
Embodiments of the present invention are directed to a method for
implementing a system of indirect and direct controllers, in which plant control is

automatically executed by the preferred of the two controllers.
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Referring to Fig. 1, in accordance with an embodiment of the invention, a
system 100 for carrying out an industrial process includes a plant 110. Plant 110 is
operated using plant inputs 112 and produces plant outputs 114. System 100 also
includes an indirect or model-based controller 120 that incorporates a computer

system model 122 of the operation of the plant. Indirect controller 120 receives data

. about the operation of plant 100 at inputs 124 and provides control settings at outputs

128 for operating plant 110 in accordance with the plant process objectives. The
control settings correspond to control variables in plant 110 and provide plant inputs
112 to plant 110. Initially, indirect controller 120 incorporates an untrained model
122 of the operation of plant 110. The inputs to model 122 include the current plant
operating conditions and plant inputs 112; the outputs of model 122 include predicted
plant performance values. For training, model 122 also observes the plant outputs
114. The system also includes a direct controller 130. Direct controller 130 provides
as its outputs 134 control settings for the plant inputs 112. The direct controller 130
may also receive data about plant outputs 114 and plant operating conditions as inputs
132. Control of plant 110 is alternately regulated by direct controller 130 and indirect
controller 120. Although it is preferred that plant 110 be operated under automated
control provided by direct controller 130 and indirect controller 120 whenever
possible, it is contemplated that from time to time, plant 110 will be subject to human

control.

Data about the operation of plant 110 stored in an historical database could be
used to train model 122. Alternatively, the data about actual plant operation used for
training model 122 may be provided to model 122 in real time. Rather than using data
values from an historical database, model 122 can observe the actual operation of

plant 110, subject to the control of direct controller 130.
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An initial step in implementing indirect controller 120 in accordance with an
embodiment of the invention is to install direct controller 130 in the subject plant 110.
This step will typically involve integrating direct controller 130 with the existing
control system in plant 110. A second step is installing indirect controller 120 with
untrained model 122. Subsequently, model 122 is trained by generating training data
in plant 110 using direct controller 130. In training, model 122 receives data about the
plant operating conditions, the plant inputs 1 12 and the actual plant outputs 114 for
the given conditions and inputs. Data about the plant operating conditions may be
obtained from a number of sources, including a performance monitoring system (not
shown) that measures various values in the boiler and communicates data to indirect
controller 120 and direct controller 130. When model 122 has been sufficiently
trained, indirect controller 120 can be automatically enabled to replace direct

controller 130 and operate plant 110.

Fig. 2 illustrates the process for implementing indirect controller 120 in
accordance with an embodiment of the invention. Direct controller 130 is useful both
for routine operation of plant 110 and for explicitly generating training data for model
122 incorporated in indirect controller 120. After direct controller 130 is selected to
operate plant 110 in step 202, in step 204, direct controller 130 can be operated to
generate different sets of plant inputs 112, which constitute training data for model
122, using different paradigms. Generally, it is preferable that the data collection for
model adaptation be as thorough as possible, with inputs 112 being tested through a
range of values and combinations of values. Implementing indirect controller 120 in
an operating plant typically involves an interruption in the operation of the plant and a
diversion of plant resources, particularly to develop training data for model 122. The

interruption is significantly reduced by automation of the data collection process, €.8.,
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control by direct controller 130, as compared with human control of the data
collection process. Although historical data about the routine operation of plant 110
can be used as training data for the model 122, data from routine operation of plant
110 may not be sufficient to train a particularly accurate and robust model. Historical
data from routine operation of plant 110 may not explore the multidimensional, highly
complex space defined by the numerous inputs 112 to plant 110 thoroughly enough to
train model 122 within a desired degree of accuracy. One way to address the training
data requirements is to manipulate plant inputs 112 in the desired space using direct

controller 130.

To generate training data, a design of experiments, or automated parametric
search, is performed in closed-loop on plant 110. One method for generating data is
an exhaustive approach. Each plant input 112 can be varied independently, while the
others are held constant to obtain data about its effects on the performance of the
plant. For each vector of inputs 112 to plant 110, each trial requires waiting for trial
inputs 112 to propagate through plant 110 and then observing the outputs of plant 110,
before running a new trial. Running an exhaustive search, namely sampling a
statistical number of data points at each unique vector of input variable values is,
however, impractical. A number of techniques may be used to reduce the problem
complexity, to provide solutions that are more practical to implement. These solutions
include reduction of the number of input variables and reduction of the number of data

samples taken at any point along the input variable continuum of values.

One technique for reducing the number of input variables involves
identification and removal of correlated input variables. Although many of inputs 112
may be interrelated in very complex ways, many of inputs 112 may also be highly
correlated. For example, two inputs may track each other closely; they may change in

10
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conjunction with each other or may never change. Of the two correlated variables,
one usually tracks, or follows the motion of, due to a causal relationship, another.
Only one of the correlated variables need be used as an input to the model, as the other
input will show an identical relationship with the modeled variable. A controller often
decouples the two inputs and has separate control signals for both of them, treating
them as independent inputs. If the two inputs were known to be correlated a priori,
that information could be built into the controller, for example by eliminating one of
the inputs and could save significant testing time. An alternative method for
enhancing the search through the control variable values is to avoid moving the
correlated variables independently, namely, if one is moved, the other is also moved

by an amount commensurate with its correlation.

In some embodiments, one technique for reducing the number of data points
sampled at each point along each of the chosen input variables involves focusing the
data collection to specific areas of the input vector space using exploratory
optimization. A thorough mapping of the space defined by inputs 112 is especially
significant around optimal input values. By focusing data collection to these areas, the
number of different input values that need to be sampled for each input variable can be
greatly reduced and the number of data points collected at many of the remaining
input values can be reduced. One method for training neural networks and other
models is applying historical data as training inputs, measuring the error in the
predicted outputs for sets of training inputs, and backpropagating based on the error.
This error-driven learning process is more successful when the error for any particular
trial is small, allowing the weights in the neural network, for example, to be finely
tuned as a result of the trial. Exploratory optimization, which is more suited to online

data collection than to historical data collection, involves starting with plant 110

11
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running at a particular point, varying each input 112 within a neighborhood around
that point and measuring its response. Historical data may be suitable when the detail
and levels of sampling at each of the input vector values are sufficient for exploratory
optimization. The best response is chosen for that variable, and the process is
repeated for each variable and is then iteratively repeated. Plant 110 is slowly moved
through the multidimensional space, i.e., the operating space of possible inputs with
each variable being set for best response at each iteration, thus continually moving the
plant operation toward improved performance. This approach focuses on mapping a
space around the optimal performance. Small perturbations in the inputs allow a
determination of whether the direction of change leads to an improvement in the
performance. If the direction of change shows a tendency to improve the output, then
the inputs can continue to be varied in that direction. Otherwise, an alternative
direction can be tried. Generally, inputs 112 are varied by small amounts until the
ideal or acceptable performance under those variables is reached. This approach can
be effective and practical because although only a subspace of the entire space is
mapped, saving time, the critical points are covered, providing valuable data for
training model 122. Regular searches in the vicinity of the optimum input space are
desirable and help to identify the evolution of optimum settings. This technique can
be implemented as a zero or first order search method and may lead to rapid
convergence to local extrema. First order search methods can be used in combination
with zero order, second order, or first principle search methods to locate the global
extrema out of the set of local extrema. Examples of such complementary search
methods are jumps of random distance and direction from such extrema followed by

application of first order search techniques.
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Using a suitable paradigm for developing test inputs 112, direct controller 130
runs plant 110 through a series of trials, while model 122 observes inputs 112 and
outputs 114, and trains on the data in step 206. Outputs 134 of direct controller 130
may be provided directly to indirect controller 120 as inputs 126. Model 122 is
designed, at least in part, to predict plant outputs 114 based on plant inputs 112 and
the plant operating conditions. Initially, model 122 is not trained and its predictions
will be virtually meaningless. As model 122 adjusts its weights, its ability to predict
plant outputs 114 will imprové. Model 122 can be tested from time to time to
determine whether it has attained a desired degree of accuracy. In step 208, the error
between the model prediction and actual plant outputs 114 is measured. There are a
number of errors that may be measured in step 208. One type of error is the overall
model error, which represents the summation of model output/plant output error over
all input vectors. The overall error is an indication of the overall model’s general
applicability, quality of plant representation, and integrity. It is generally desirable
that the overall error be low. The overall error is of primary concern during the initial
training of the model. A second type of error is the local model error, which is a
subset of the overall model error, and represents the summation of model output/plant
output error over all input vectors in the local input vector space surrounding the
current control point setting. The local error is of little concern during the initial
training of the model because of the initially high statistical error present in any small
region of the model. The local model error is of primary concern during later training
stages, after the overall error is within some acceptable threshold. In step 208, using
the current operating conditions and the current inputs 112 selected by direct
controller 130, the model’s predictions regarding plant outputs 114 can be compared
with the actual plant output 114. If the error in the predictions is below a threshold of

acceptable error, then model 122 can be deemed to have been sufficiently trained. As

13



10

15

20

25

WO 2004/109468 PCT/US2004/017688

long as model 122 fails to satisfy the threshold performance requirement, additional
data can be generated and training can continue to be provided. In embodiments of
the invention, model error can be used in conjunction with other decision metrics,
such as the current state of the indirect controller, and compatibility with predefined
safety or other operating constraints of the plant, in order to determine whether

indirect controller 120 should be used.

The number of decision variables, the complexity of the data, and the naturally
noisy and often uncertain nature of physical plant data can make the decision making
task too complex for a complete quantitative representation. Although a specific error
threshold may be provided to evaluate the integrity of the model, fuzzy logic is a form
of decision technology that is also suited to measuring the integrity by balancing the

tradeoffs of considering multiple forms of error and/or other factors.

In step 210, when model 122 has sufficient integrity to satisfy the plant
requirements, i.e., when model 122 has been sufficiently trained, indirect controller
120 with model 122 is automatically enabled to replace direct controller 130.
Subsequently, in step 212, indirect controller 120 operates plant 110. In general,
starting at the current operating point, indirect controller 120 determines the sequence
of plant inputs 112 required to reach the desired plant output within a desired number
of steps. Indirect controller 120 uses system model 122 to identify a plant operating
point that corresponds to plant performance objectives, given the current plant
operating conditions, and then identify the plant control settings for inputs 112 at that
plant operating point. Using the current plant control settings and the desired plant
control settings, indirect controller 120 determines an appropriate sequence of control
moves, within the constraints of plant 110 and desired number of steps. Indirect
controller 120 transmits a control move to adjust the control settings for plant inputs

14
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112 to modify the state of plant 110. After each step, the then current outputs 114 are
used as data and a new control sequence is initiated. That plant input 112 and output
114 data is continuously stored, in part for use in adapting the system model or

building new system models.

Another aspect of the present invention is maintaining the effectiveness of
indirect controller 120. During the period under indirect control, maintenance of the
model integrity is desirable. In operation, although model 122 is checked for integrity
prior to implementing the indirect controller, the performance of model 122 may be
poor, for example, due to local errors, affecting certain operating regions, or due to
Jong-term changes in the operation of the plant occurring since the training of model
122. Once indirect control has been implemented, the device remains under indirect
control unless evaluation by the error compare step 208 falls below a threshold, that is,
when the performance falls below a desired level of accuracy. Step 214 indicates that
the system incorporates retraining rules that determine when to evaluate or retrain
model 122. The periodic retraining of the model 122 (e.g., every 24 hours) may be

desirable, depending upon available system resources as specified by the retraining

 rules in step 214. A new model or retraining of the existing model may occur offline,

namely in such a way that preexisting model 122 is used and maintained within
indirect controller 120, during the build model step 206. As indicated in step 208, the
performance of model 122 can also be re-evaluated from time to time. If the error of
model 122, measured as a correlation or a standard error for example, is greater than is
acceptable indirect controller 120 can be automatically disabled and direct controller
130 can be activated to replace it, in steps 206 and 208. Model 122 can then be

retrained until it attains a sufficient level of accuracy.
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When the indirect control has been turned off as a result of unacceptable model
error, it is desirable for system model 122 to be retrained by processing data from the
control region where the error is high. If the automated control system is turned off
completely and a human is controlling the plant input parameters, then it may be
difficult to ensure that the plant conditions will remain in the region where data needs
to be collected. Therefore, it is difficult to ensure that model 122 will have an
opportunity to adapt to the control region where the error was originally high. Asa
result, when plant 110 is brought to the same operating region , model 122 may not be
able to control the plant operations to within the acceptable error limits. Accordingly,
some embodiments of the invention implement a control strategy in which, when
model 122 needs retraining, direct controller 130 assumes control and continues to
amass data regarding the high error region of control by operating plant 110 in that
region and feeding that data back to model 122 of indirect controller 120 so that it
may be incorporated into mode] 122, with the objective of bringing the model error to

within limits that are acceptable for indirect control.

Rather than a single neural network or other model as system model 122, the
model-based controller 120 can actually incorporate several neural networks or other
models that have all been trained on the plant operation data to function as system
model 122 for indirect controller 120. These models form a committee of models.
The models may all have the same architecture or may have different architectures.
For example, all of the models in the committee may be neural network models, or the
models may be a mix of neural network models and genetically pro grammed models.
In general, variations between the models are a reflection of the statistical variance in
the modeling process. For statistical significance, a committee of models may

contain, for example, ten models. Indirect controller 120 uses data about predicted
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plant performance from the committee to determine its control action. In certain
embodiments, a subset of the committee, preferably the models having the highest
integrity, is selected for operational use in the period up to the next selection event. In
certain embodiments, the subset is chosen to be all those models whose error is below
a threshold value. In one embodiment, the error threshold itself is a dynamic value
that automatically decreases to enable higher fidelity results under conditions where
the preexisting threshold does not differentiate the top models from the bottom
models. In certain embodiments, each system model that constitutes a member of the
committee of models is evaluated for accuracy’on a regular and specifiable basis. The
evaluation phase ranks each of the models against each other, so that the best model is
given the highest rank and the worst model is ranked last. In certain embodiments, the
top ranked subset of the committee is used for system control up until the next ranking
occﬁrs, at which point the new operative subset of the committee can be substituted.
In various embodiments, the ranking considers the overall model error or a similar
statistical measure of model-data correlation, such as the model’s correlation

coefficient.

In a contemplated embodiment, each member of the committee selected for
operational use is evaluated for each control move that is made during the control
period until the next selection event. In particular, the following steps may be
executed prior to a control move. Each of the system models that together constitute
the operative committee is evaluated to determine the plant operating point
corresponding to the plant performance objective and the corresponding control
variable settings. The resulting vectors of possible control settings are used to check
the integrity of the committee of models. In one embodiment, a confidence interval is

determined around the distribution of plant operating points and corresponding control
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variable settings from each of the models. A high confidence interval indicates that a
large fraction of the measured population is within the specified data range. The ratio
between the full data range for the objective variable and the data range of the
confidence interval is evaluated and referred to as the confidence ratio. In one
contemplated embodiment, a confidence ratio is used to evaluate the statistical
confidence in the set of results presented by the operative committee of models. A
pre-specified threshold value for the confidence ratio is used for comparison against
the calculated confidence ratio. If the calculated confidence ratio satisfies the
threshold, then the operative committee has sufficient integrity at that operating point
to be used for control of the plant. In one contemplated embodiment, the optimized
control settings from each system model in the operative committee are averaged
together to derive a single vector of optimized control settings. Indirect controller 120
then implements this single vector of optimized settings in the subsequent control

moves.

If the calculated confidence ratio is less than the pre-specified threshold, a
sequence of steps is initiated in certain embodiments. First, plant control is redirected
to direct controller 130. In one contemplated embodiment, direct controller 130 is
notified of the confidence ratio, confidence interval, and model error for each member
of the committee. Direct controller 130 identifies a range of controllable input data
over which the confidence interval is low, as specified by the received information. In
the preferred embodiment, direct controller 130 uses the range of controllable data
over which the confidence interval was low as a constraint for operation. In
particular, in one contemplated embodiment, direct controller 130 maintains control of
plant 110 within or proximate to the bounds of that data range. If control of plant 110

in said data range violates a priority constraint, such as safety or high NOx, opacity, or
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CO, then operation may be shifted to another range of control. In one embodiment,
operation is maintained within said data range so as to both optimize plant objectives
as well as to collect operational data to be used for training of the system models used

by indirect controller 120.

In the committee embodiment, once the plant 110 is running under indirect
control, the models can be periodically retrained, e.g., every 24 hours. In doing this
retraining, new models are obtained and constantly compared to the committee of
models. When a new model is found to be better than one or more of the committee
members, the worst committee member can be replaced with the new model. Also,
model correlation, standard error and committee confidence (e.g., using random
samples) can be recalculated periodically, for example daily, based on measured data
about the actual performance of the plant, as compared with the performance predicted
by'the committee and individual models in the committee. The use of confidence
intervals is one approach used to check the integrity of the committee of models in

embodiments of the invention.

In the preferred embodiment, after transferring control of the plant to the direct
controller, the indirect controller uses the new operational data collected by the direct
controller to retrain the system models. After training, the model error, confidence
interval, and confidence ratios are reevaluated and compared to the prior values. If the
new confidence ratio is greater than the confidence threshold, then control is shifted
from the direct controller back to the indirect controller. If the new confidence ratio is
equal to or less than the threshold, then control is maintained by direct controller 130
and new control data is measured and incorporated into model 122, and the process

repeated.
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Model errors may have a number of causes, which may be classified as
resulting from either random or systematic events. One type of random error may
result when there is a lack of adequate adaptation of the model due to insufficient data
sampling. In embodiments of the invention, this particular error may be rectified by
sampling more data and iterating the adaptation methods of the models. An example
of error that results from systematic events is that which can occur when first order
search algorithms, mentioned above, are used to train the system model and where a
local minimization of the cost function has occurred, rather than a global
minimization. In embodiments of the invention, this type of error may be rectified by
creating a new model or by reinitializing the weights of an existing model. In certain
embodiments using a committee of models, it is possible to evaluate the source of
error as statistical or systematic and, furthermore, to select the appropriate form of
correction. In embodiments of the invention, correction may involve collection of
more data or removal of sources of systematic error, such as locally minimized
models. In certain contemplated embodiments, a decision tree implements various
strategies for improving the performance of the models using performance measures
to determine initially the quality of the models. The correlation of the models in the
committee, and the confidence interval and distribution of the committee are
determined. If the correlation of each model is very bad, then the errors are statistical:
retraining can be used to improve the quality of the models. If the confidence ratio is
very bad, then the errors are systematic: then one solution may be to eliminate one or
more models from the committee or the operative committee. Another solution may
be to switch to direct control. Identifying the correct form of error correction is

desirable.
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In certain embodiments, the present invention can be implemented in software
and operated on a computer including a processor, computer memory, storage, and
input and output devices. The software can monitor the accuracy of the model 122 or
a committee of models and initiate the transfer of plant operation to or from the
indirect controller 120 when appropriate. The software can also operate the direct

controller 130 to select control values for the plant 110.

The invention is generally applicable to any type of plant. Other paradigms for
generating training data may be used. While the present invention has been illustrated
and described with reference to preferred embodiments thereof, it will be apparent to
those skilled in the art that modifications can be made and the invention can be
practiced in other environments without departing from the spirit and scope of the

invention, set forth in the accompanying claims.

What is claimed is:
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1. A computer-implemented method for implementing an indirect controller with a
system model in a plant operable for performing a process, the plant having a plurality
of inputs, the inputs being manipulable by a controller to operate the plant, a particular

combination of inputs received by the plant defining an operating region, comprising:

using the indirect controller to operate the plant;

detecting that the performance of the system model is low;

using a direct controller to operate the plant by maintaining operation around a
particular operating region corresponding to detecting that the performance of the
system model is low;

adapting the system model;

detecting that the performance of the system model is acceptable; and

selecting the indirect controller to operate the plant.
2. The method of claim 1, wherein fuzzy logic is used for detecting that the
performance of the system model is low or detecting that the performance of the

system model is acceptable.

3. The method of claim 1, wherein a threshold is used for detecting that the
performance of the system model is low or detecting that the performance of the

system model is acceptable.

4. The method of claim 1, wherein an overall error is used for detecting that the
performance of the system model is low or detecting that the performance of the

system model is acceptable.

5. The method of claim 1, wherein a local error is used for detecting that the
performance of the system model is low or detecting that the performance of the

system model is acceptable.
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6. The method of claim 1, wherein maintaining operation around a particular
operating region is coordinated with operating constraints, including satisfying a plant

performance objective.

7. The method of claim 1, wherein the system model is implemented as a neural

network.

8. The method of claim 1, wherein the system model is implemented using genetic

programming.

9. A computer-implemented method for implementing an indirect controller with a
committee of system models in a plant operable for performing a process, the plant
having a plurality of inputs, the inputs being adjustable according to control settings

received from a controller, comprising:

selecting the indirect controller to operate the plant;

obtaining a set of possible control settings from each system model in the
committee that is operative;

evaluating confidence in the committee of models using the sets of possible
control settings; and

if the confidence in the committee is acceptable, generating a set of desired

control settings from the sets of possible control settings.

10. The method of claim 9, wherein evaluating confidence in the sets of possible
control settings includes determining a confidence interval for the sets of possible

control settings.

11. The method of claim 10, wherein evaluating confidence in the sets of possible
control settings includes determining a confidence ratio for the sets of possible control

settings and comparing the confidence ratio to a threshold.
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12. The method of claim 9, if the confidence in the committee is not acceptable,

further comprising selecting an alternate controller to operate the plant.

13. The method of claim 12, further comprising adapting the system models in the
committee and shifting control to the direct controller when the performance of the

committee is not acceptable.

14. The method of claim 13, wherein adapting the system models in the committee

includes generating a new system model and including it in the committee.
15. The method of claim 12, wherein the alternate controller is a direct controller.

16. The method of claim 15, further including the direct controller operating the plant
around an operating region corresponding to where the confidence in the committee is

not acceptable.

17. The method of claim 16, further comprising adapting the system models in the
committee and shifting control to the indirect controller when the performance of the

committee is acceptable.

18. The method of claim 9, wherein generating a set of desired control settings

includes combining the sets of possible control settings.

19. The method of claim 18, wherein combining the sets of possible control settings

includes averaging the sets of possible control settings.

20. The method of claim 9, wherein fuzzy logic is used to determine whether the

confidence is acceptable or not acceptable.

21. The method of claim 9, wherein at least one of the system models in the

committee is a neural network.
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22. The method of claim 9, wherein at least one of the system models in the

committee is a genetically programmed model.

23. The method of claim 9, further comprising, if the confidence in the committee is
not acceptable, detecting whether the system models in the committee have systematic
errors or random errors and implementing a strategy for correction dependent on

whether systematic errors or random errors are detected.

24. The method of claim 9, further comprising selecting a subset of the system models
in the committee to be operative, the subset comprising the system models in the

committee having the best performance.

25. A computer program product, residing on a computer readable medium, for use'in
implementing an indirect controller with a system model in a plant operable for
performing a process, the plant having a plurality of inputs, the inputs being
manipulable by a controller to operate the plant, a particular combination of inputs

received by the plant defining an operating region, the computer program product

-comprising instructions for causing a computer to:

select the indirect controller to operate the plant;

detect that the performance of the system model is low;

select a direct controller to operate the plant by maintaining operation around a
particular operating region corresponding to detecting that the performance of the
system model is low;

adapt the system model;

detect that the performance of the system model is acceptable; and

select the indirect controller to operate the plant.
26. The computer program product of claim 25, wherein the instructions cause the

computer to detect that the performance of the system model is low using fuzzy logic.
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27. The computer program product of claim 25, wherein the instructions cause the
computer to detect that the performance of the system model is low using a threshold

of acceptable performance.

28. The computer program product of claim 25, wherein the instructions cause the
computer to detect that the performance of the system model is low using an overall

error.

29. The computer program product of claim 25, wherein the instructions cause the

computer to detect that the performance of the system model is low using a local error.

30. The computer program product of claim 25, wherein the instructions cause the
computer to instruct the controller to maintain operation around a particular operating
region coordinated with operating constraints, including satisfying a plant

performance objective.

31. A computer program product, residing on a computer readable medium, for use in
implementing an indirect controller with a committee of system models in a plant
operable for performing a process, the plant having a plurality of inputs, the inputs
being adjustable according to control settings received from a controller, the computer

program product comprising instructions for causing a computer to:

select the indirect controller to operate the plant;

obtain a set of possible control settings from each system model in the
committee that is operative;

evaluate confidence in the committee of models using the set of possible
control settings; and

if the confidence in the committee is acceptable, generate a set of desired

control settings from the set of possible control settings.
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32. The computer program product of claim 31, wherein the instructions cause the

computer to determine a confidence interval for the sets of possible control settings.

33. The computer program product of claim 32, wherein the instructions cause the

computer to determine a confidence ratio for the sets of possible control settings.

34. The computer program product of claim 31, further comprising instructions for
causing the computer to, if the confidence in the committee is not acceptable, select an

alternate controller to operate the plant.

35. The computer program product of claim 34, further comprising instructions for
causing the computer to instruct the alternate controller to operate the plant around an
operating region corresponding to where the confidence in the committee is not

acceptable.

36. The computer program product of claim 32, further comprising instructions for
causing the computer to adapt the system models in the committee and shift control to

the indirect controller when the performance of the committee is acceptable.

37. The computer program product of claim 29, further comprising instructions for
causing the computer to combine the sets of possible control settings to generate the

set of desired control settings.

38. The computer program product of claim 35, further comprising instructions for

causing the computer to average the sets of possible control settings.

39. The computer program product of claim 35, further comprising instructions for
causing the computer to detect whether the system models in the committee have
systematic errors or random errors and implement a strategy for correction dependent

on whether systematic errors or random errors are detected.
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40. A system for implementing indirect control in a plant operable for performing a
process, the plant having a plurality of inputs subject to control to operate the plant, a
particular combination of inputs received by the plant defining an operating region,

comprising:

5 means for modeling the operation of the plant;
means for providing indirect control of the plant;
means for providing direct control of the plant, including means for
maintaining operation around a particular operating region;
means for evaluating the performance of the means for modeling the operation
10 of the plant;
means for selecting indirect control or direct control to operate the plant; and
means for adapting the means for modeling the operation of the plant.
41. A system for implementing indirect control in a plant operable for performing a
process, the plant having a plurality of inputs, the inputs being adjustable according to

15 control settings received from a means for control, comprising:

means for modeling the operation of the plant to generate a plurality of sets of
possible control settings;
means for evaluating confidence in the plurality of sets of possible control
settings;
20 means for providing indirect control té operate the plant using the sets of
possible control settings;
means for providing direct control to operate the plant; and

means for selecting indirect control or direct control to operate the plant.
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