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Background

[1004] Some embodiments relate to speech detection, and more particularly, to multiple pitch detection process.

[1005] Known speech detection process do not provide accurate pitch period estimates when a speech signal includes noise or other interfering harmonics. One reason for this is that known speech detection process model speech signals based on one-dimensional functions. Data generated by such one-dimensional functions can be more susceptible to variations and deviations from true values due to noise or harmonic interactions.
Known speech detection process also do not provide accurate pitch period estimates when a signal includes two voices that have substantially the same pitch or have pitches that are multiples of one another. Because the pitch periods of the two voices are similar, known speech detection process cannot distinguish the pitch period of one voice from the pitch period of the other voice. As a result, some known speech detection process typically are only suitable for use on signals that include no voice, one voice or two voices that do not have the same pitch.

Thus, a need exists for an improved system and method for multiple pitch detection. More specifically, a need exists for an improved system and method for analyzing speech signals based on multi-dimensional data. Additionally, a need exists for an improved system and method for estimating pitch periods when two or more voices have similar pitches.

**Summary**

In some embodiments, an apparatus includes a function module, a strength module, and a filter module. The function module compares an input signal, which has a component, to a first delayed version of the input signal and a second delayed version of the input signal to produce a multi-dimensional model. The strength module calculates a strength of each extremum from a plurality of extrema of the multi-dimensional model based on a value of at least one of a plurality of opposite extremum of the multi-dimensional model. The strength module then identifies a first extremum from the plurality of extrema, which is associated with a pitch of the component of the input signal, that has the strength greater than the strength of the remaining extrema. The filter module extracts the pitch of the component from the input signal based on the strength of the first extremum.

**Brief Description of the Drawings**

FIG. 1 is a schematic illustration of a device according to an embodiment.
Detailed Description

Systems and methods for multiple pitch ("multi-pitch") processing are described herein. In some embodiments, a processor-readable medium stores code representing instructions to cause a processor to compare an input signal having a component to a first delayed version of the input signal and a second delayed version of the input signal to produce a function. In some embodiments, the component of the input signal is a voiced speech signal. The code further represents instructions to cause the processor to compare a value of the function at each extremum from a plurality of extrema of the function based on a value of at least one opposite extremum of the function to produce a computed value. The computed value is a function of the
extremum and at least one opposite extremum. The code represents instructions to cause the processor to calculate a strength of each extremum from the plurality of extrema based on the computed value at that extremum. An extremum from the plurality of extrema has the strength greater than the strength for the remaining extrema and is associated with the component of the input signal.

[1022] In some embodiments, an apparatus includes a function module, a strength module, and a filter module. The function module compares an input signal, which has a component, to a first delayed version of the input signal and a second delayed version of the input signal to produce a multi-dimensional model. The strength module calculates a strength of each extremum from a plurality of extrema of the multi-dimensional model based on a value of each adjacent opposite extremum of the multi-dimensional model. The strength module then identifies a first extremum from the plurality of extrema, which is associated with a pitch of the component of the input signal, that has the strength greater than the strength of the remaining extrema. The filter module extracts the pitch of the component from the input signal based on the strength of the first extremum.

[1023] In general, speech can be distinguished from other signals or sounds (e.g., noise) based on its pitch. The pitch of human speech ranges from approximately 60 Hertz (Hz) to approximately 500 Hz. More particularly, the pitch of a child's voice ranges from 200 to 500 Hz, while the pitch of an adult female ranges from 150 Hz to 350 Hz and an adult male ranges from 80 to 200 Hz. Many of the background noises or sounds that make speech indecipherable to a listener have pitches well above or below the human speech ranges. For example, the pitch of an ambulance siren is approximately 1,000 Hz. Using this information, pitches that fall below 60 Hz or rise above 500 Hz can be filtered from a signal so that the targeted speech component of the signal is more easily identified. The result of the filtered signal is speech that is more understandable and less affected by noise. But, noise between 60 Hz and 100 Hz still is present within the filtered signal and provides a challenge for separating this remaining noise.

[1024] The word "component" as used herein refers to a signal or a portion of a signal, unless otherwise stated. A component can be related to speech, music, noise (stationary, or non-stationary), or any other sound. In general, speech includes a voiced
component and/or an unvoiced component. A component can be periodic, substantially periodic, quasi-periodic, substantially aperiodic or aperiodic. For example, a voiced component is periodic, substantially periodic or quasi-periodic. An unvoiced component, however, is aperiodic or substantially aperiodic (e.g., the sound "sh"). A substantially periodic component can, for example, refer to a signal that, when graphically represented in the time domain, exhibits a repeating pattern. A substantially aperiodic component can, for example, refer to a signal that, when graphically represented in the time domain, does not exhibit a repeating pattern.

The word "pitch" as used herein refers to the frequency of a sound having some periodicity. A component generally has a pitch when that component is periodic or substantially periodic. A voiced component of speech (e.g., the vowel sound "ae" in the word "grab") has a pitch because it is periodic (or substantially periodic) and, in the frequency domain, has energy at its fundamental frequency and at its multiples (e.g., inter-harmonics). An unvoiced component of speech (e.g., the sound "sh" from the word "shout"), however, does not have a pitch because it is aperiodic (or substantially aperiodic). It should be understood that there are many components, which do not include speech, that have a pitch. For example, the sound of a siren is periodic and has a pitch.

FIG. 1 is a schematic illustration of an audio device 100 that includes an implementation of a multi-pitch detector process. For purposes of this embodiment, the audio device 100 is described as operating in a manner similar to a cell phone. It should be understood, however, that the audio device 100 can be any suitable audio device for storing and/or using the multi-pitch detection process. For example, in some embodiments, the audio device 100 can be a personal digital assistant (PDA), a medical device (e.g., a hearing aid or cochlear implant), a recording or acquisition device (e.g., a voice recorder), a storage device (e.g., a memory storing files with audio content), a computer (e.g., a supercomputer or a mainframe computer) and/or the like.

The audio device 100 includes an acoustic input component 102, an acoustic output component 104, an antenna 106, a memory 108, and a processor 110. Any one of these components can be arranged within (or at least partially within) the audio device 100 in any suitable configuration. Additionally, any one of these components
can be connected to another component in any suitable manner (e.g., electrically interconnected via wires or soldering to a circuit board, a communication bus, etc.).

[1028] The acoustic input component 102, the acoustic output component 104, and the antenna 106 can operate, for example, in a manner similar to any acoustic input component, acoustic output component and antenna found within a cell phone. For example, the acoustic input component 102 can be a microphone, which can receive sound waves and then convert those sound waves into electrical signals for use by the processor 110. The acoustic output component 104 can be a speaker, which is configured to receive electrical signals from the processor 110 and output those electrical signals as sound waves. Further, the antenna 106 is configured to communicate with, for example, a cell repeater or mobile base station. In embodiments where the audio device 100 is not a cell phone, the audio device 100 may or may not include any one of the acoustic input component 102, the acoustic output component 104, and/or the antenna 106.

[1029] The memory 108 can be any suitable memory configured to fit within or operate with the audio device 100 (e.g., a cell phone), such as, for example, a read-only memory (ROM), a random access memory (RAM), a flash memory, and/or the like. In some embodiments, the memory 108 is removable from the device 100. In some embodiments, the memory 108 can include a database.

[1030] The processor 110 is configured to implement the multi-pitch detector process for the audio device 100. In some embodiments, the processor 110 stores software implementing the process within its memory architecture. The processor 110 can be any suitable processor that fits within or operates with the audio device 100 and its components. For example, the processor 110 can be a general purpose processor that executes software stored in memory; in other embodiments, the process can be implemented within hardware, such as a field programmable gate array (FPGA), or application-specific integrated circuit (ASIC). In some embodiments, the audio device 100 does not include the processor 110. In other embodiments, the functions of the processor can be allocated to a general purpose processor and, for example, a digital signal processor (DSP).
In use, the acoustic input component 102 of the audio device 100 receives sound waves S1 from its surrounding environment. These sound waves S1 can include the speech (i.e., voice) of the user talking into the audio device 100 as well as any background noises. For example, in instances where the user is walking outside along a busy street, the acoustic input component 102 can pick up sounds from sirens, car horns, or people shouting or conversing, in addition to picking up the user's voice. The acoustic input component 102 converts these sound waves S1 into electrical signals, which are then sent to the processor 110 for processing. The processor 110 executes the software, which implements the multi-pitch detection process. The multi-pitch detection process can analyze the electrical signals in one of the manners described below (see, for example, FIGS. 4, 7 and 8). The electrical signals are then filtered based on the results of the multi-pitch detection process so that the undesired sounds (e.g., other speakers, background noise) are substantially removed from the signals and the remaining signals represent a more intelligible version of the user's speech (see, for example, FIGS. 10 and 11).

In some embodiments, the audio device 100 can filter signals received via the antenna 106 (e.g., from a different audio device) using the multi-pitch detection process. For example, in embodiments where the received signal includes speech as well as undesired sounds (e.g., distracting background noise), the audio device 100 can use the process to filter the received signal and then output the sound waves S2 of the filtered signal via the acoustic output component 104. As a result, the user of the audio device 100 can hear the voice of a distant speaker with minimal to no background noise.

In some embodiments, the multi-pitch detection process can be incorporated into the audio device 100 via the processor 110 and/or memory 108 without any additional hardware requirements. For example, in some embodiments, the multi-pitch detection process is pre-programmed within the audio device 100 (i.e., the processor 110) prior to the audio device 100 being distributed in commerce. In other embodiments, a software version of the multi-pitch detection process stored in the memory 108 can be downloaded to the audio device 100 through occasional, routine or periodic software updates after the audio device 100 has been purchased. In yet other embodiments, a software version of the multi-pitch detection process can be available
for purchase from a provider (e.g., a cell phone provider) and, upon purchase of the software, can be downloaded to the audio device 100.

[1034] In some embodiments, the processor 110 includes one or more modules (e.g., a module of computer code to be executed in hardware, or a set of processor-readable instructions to be executed in hardware) that execute the multi-pitch detection process. For example, FIG. 2 is a schematic illustration of a processor 212 (e.g., a DSP or other processor) having a function module 214, a strength module 216, and a filter module 218 to execute a multi-pitch detection process, according to an embodiment. The processor 212 can be integrated into or included in any suitable audio device, such as, for example, the audio devices described above with reference to FIG. 1. In some embodiments, the processor 212 is an off-the-shelf product that can be programmed to include the function module 214, the strength module 216 and/or the filter module 218 and then added to the audio device after manufacturing (e.g., software stored in memory and executed in hardware). In other embodiments, however, the processor 212 is incorporated into the audio device at the time of manufacturing (e.g., software stored in memory and executed in hardware or implemented in hardware). In such embodiments, the function module 214, the strength module 216 and/or the filter module 218 can either be programmed into the audio device at the time of manufacturing or downloaded into the audio device after manufacturing.

[1035] In use, the processor 212 receives an input signal (shown in FIG. 3) from the audio device within which the processor 212 is integrated (see, for example, audio device 100 in FIG. 1). For purposes of simplicity, the input signal is described herein as having no more than two components at any given time, and at some instances of time may have zero components (e.g., silence). For example, in some embodiments, the input signal can have two voiced components (i.e., two speakers) during a first time period, one component during a second time period, and zero components during a third time period. Although this example is discussed with no more than two components, it should be understood that the input signal can have any number of components at any given time.

[1036] The input signal is first processed by the function module 214. The function module 214 can compare the input signal to at least a first delayed version of the input signal and a second delayed version of the input signal using one of the methods
described below (see, for example, FIG. 4 and the related discussion). The function module 214 then uses the results of this comparison to produce a function (i.e., a model) of the input signal. An example of such a model is shown in FIGS. 5 and 6. As will be discussed in more detail herein, the model includes many maxima (peaks) and minima (valleys). These minima and maxima can be used to determine the pitch of the components of the input signal.

The strength module 216 can analyze the maxima and minima of the model generated by the function module 214. Using the values of the maxima and minima, the strength module 216 can determine the pitch of each component of the input signal. For example, in embodiments where the input signal (or portion thereof) includes a first voiced component and a second voiced component, the strength module 216 can identify the pitch of both voiced components. If, however, the input signal (or portion thereof) includes a voiced component and an unvoiced component, the strength module 216 just identifies the pitch of the voiced component since the unvoiced component does not have a pitch.

In some embodiments, the strength module 216 can determine the pitches by calculating dip strengths, as described in more detail below. In other embodiments, however, the strength module 216 can determine the pitches by calculating peak strengths, as also described in more detail below. In yet other embodiments, the strength module 216 can determine the pitches based on values of the model (e.g., maxima and/or minima) in other manners.

Once the pitches of the components of the input signal are identified by the strength module 216, the filter module 218 can filter the input signal based on these pitches. For example, when the strength module 216 identifies a voiced component having a pitch of 200 Hz, the filter module 218 can extract that identified voiced component from the input signal. In some embodiments, the filter module 218 can send that extracted voiced component to, for example, an antenna of the device within which the processor 212 is implemented, such that the extracted voiced component is transmitted to another device where the voiced component can be heard without interference from the remaining components of the input signal.
In some embodiments, the filter module 218 performs processes not included in the multi-pitch detection process. For example, FIG. 3 is a schematic illustration of an embodiment where the software includes both a multi-pitch detector 320 and a speaker segregator 330. The multi-pitch detector 320 is implemented, at least in part, via the function module 214 and the dip strength module 216, while the speaker segregator 330 is implemented, at least in part, via the filter module 340. A detailed description of the methods and uses of the speech segregator can be found in U.S. Patent Provisional Application No. 61/299,776, entitled "Method to Separate Overlapping Speech Signals From a Speech Mixture for Use in a Segregation Process," filed January 29, 2010; the disclosure of which is hereby incorporated by reference in its entirety.

The multi-pitch detector 320 can simply detect or identify the pitches of the components of the input signal and then the speaker segregator 330 can filter or segregate based on those pitches. For example, as shown in FIG. 3, the speaker segregator 330 can separate voiced components from unvoiced components (A), voiced components from other voiced components (B), or unvoiced components from other unvoiced components (C). Details regarding the processes of the speaker segregator 330 are discussed below with reference to FIG. 9.

FIGS. 1-3 provide an overview of the types of devices, components and modules that can be used to implement the multi-pitch detection process. The remaining figures illustrate and describe the multi-pitch detection process and its processes in greater detail. It should be understood that the following processes and methods can be implemented in any hardware-based module(s) (e.g., a DSP) or any software-based module(s) executed in hardware in any of the manners discussed above with respect to FIGS. 1-3, unless otherwise specified.

FIG. 4 is a flow chart of a method 440 for applying the multi-pitch detection process to an input signal. The input signal can have any number of components, as discussed above. The input signal can be, for example, derived from a speaker talking into a microphone. In this particular instance, the speaker's voice is considered an input signal, which includes at least one voiced component and/or unvoiced component. In some embodiments, the input signal can otherwise include noise or voice (other than the audio device user) that is picked up by the microphone. In some
embodiments, the microphone can pick up a second voice intended to be heard (e.g.,
two speakers talking into the same microphone). In other embodiments, however, the
input signal can be derived from two speakers having a conversation with each other
using different devices and speaking into different microphones (e.g., a recorded
telephone conversation). In yet other embodiments, the input signal can be derived
from music (e.g., recorded music being played back on an audio device).

The multi-pitch detection process includes filtering the input signal, at 442.
The input signal can be filtered using, for example, a filter bank that splits the input
signal into a set of channels (i.e., frequencies). The filter bank can be any suitable filter
bank, such as, for example, a perfect reconstruction (PR) filter bank or a gamma-tone
filter bank, with center frequencies ranging from 100 Hz to just below half the
sampling rate (discussed below). In some embodiments, the frequency ranges and
other parameters of the filter bank are chosen and/or programmed to resemble human
auditory hair cell processing. Although the filtering 442 is discussed below with
reference to a filter bank, in other embodiments, the filtering 442 can be accomplished
by any suitable filtering methodology. In yet other embodiments, filtering 442 is
optional and the method does not include filtering 442.

As part of the filtering 442 using a filter bank, each channel is windowed to
W samples to form a Time-Frequency (T-F) unit for that channel. Each of the T-F units
corresponding to the same time are grouped as a frame. The length of each sample W
can range, for example, from approximately 7.5 milliseconds (ms) to approximately 50
ms. In some embodiments, the sample length W includes at least two pitch periods. In
some embodiments, the sample length, W, can vary over time depending on the number
of speakers (or components) within given frames. For example, when one speaker is
present, the frame can have a length of 20 ms. When two speakers are present,
however, the frame can have a length of 40 ms. The sampling rate can be measured in
frames per second (fps) and can range from approximately 50 fps to approximately 400
fps with the desired rate being close to 100 fps.

Once the input signal is filtered, the multi-pitch detection process performs
silence detection, at 444. More specifically, the frames and T-F units are evaluated
according to two thresholds to determine whether the frame and/or T-F unit is "silent"
or "non-silent." First, each frame is evaluated and determined to be non-silent if that
frame's energy (e.g., sound level) is no more than 35 decibels (dB) below the maximum energy computed across all frames. The frames that fall below the frame threshold are considered silent and are ignored (or extracted) for the remainder of the process 440. Although this frame threshold is described at being 35 dB, in other embodiments, the frame threshold can be any suitable threshold for determining a silent or non-silent frame.

The frames determined to be non-silent are next evaluated. A channel within a given frame is considered non-silent if its energy is no more, for example, than 45 dB below the maximum channel energy that has been computed up to that point, including the present frame. Although this T-F unit threshold is described as being 45 dB, in other embodiments, the T-F unit threshold can be any suitable threshold for determining a silent or non-silent T-F unit.

As indicated, those frames and T-F units that are considered silent are extracted and/or discarded at 444 so that no further processing is performed on those frames and T-F units. Silence detection 444 can increase signal processing efficiency by preventing any unnecessary processing from occurring on frames and T-F units that are void of any relevant data (e.g. speech components). The remaining frames and T-F units, which are considered non-silent, are further processed as follows. In some embodiments, silence detection 444 is optional and the method 440 does not include silence detection 444. As such, all of the frames and T-F units, regardless of whether they are silent or non-silent, are processed as follows.

A two-dimensional (2-D) function is calculated for each of the non-silent frames, at 446. The 2-D function models periodic or substantially periodic signals having a pitch, and ignores all other signals that are aperiodic or substantially aperiodic, as defined above. The 2-D function is substantially insensitive to inter-harmonics (e.g., beat frequencies) and, as such, can be used to more accurately estimate pitches. For purposes of this discussion, the 2-D function is an average magnitude difference function (AMDF). It should be understood, however, that the multi-pitch detection process can use any suitable multi-dimensional function. For example, as discussed below, the 2-D function can be an autocorrelation function (ACF).

The 2-D AMDF (normalized) is defined as:
\[ \gamma_{n}[k,l] = \frac{1}{W-(k+l)} \sum_{m=0}^{[W-1]-(k+l)} [x[n+m]-x[n+m-k]-x[n+m-I]+x[n+m-k-I]] \]

where \( x[n] \) is the signal being analyzed (e.g., the input signal), \( W \) is the window length for analysis, \( k \) and \( l \) are lag parameters, and \( \gamma_{n}k_{l} \) is the AMDF of the signal \( xfn \) evaluated at time instant \( n \). The AMDF takes the signal \( x[n] \) and windows it with a \( W \)-sample window (e.g., a 45 ms sample). The signal \( x[n] \) is then delayed by \( k \) (e.g., 10 ms) and then delayed again by \( l \) (e.g., 15 ms). In this manner, the AMDF compares the signal \( xfn \) to a first delayed version of itself (i.e., delayed by \( k \) as indicated by \( x[n+m-k] \)) and a second delayed version of itself (i.e., delayed by \( l \) as indicated by \( x[n+m-l] \)). The sum of this computation is then averaged over the entire window, which is defined by the sample length \( W \) and the lag parameters \( k \) and \( l \) (e.g., \( W + k + l \)). In some embodiments, the lag parameters are the same (i.e., \( k = l \)) while, in other embodiments, the lag parameters are different.

[1051] Additionally, the AMDF equation shown above accounts for potential beat frequencies (or other like inter-harmonics represented mathematically, e.g., by the term \( x[n+m-k] \)) that may be present in the signal \( x[n] \). In alternative embodiments, however, the term, \( x[n+m-k-l] \), is not included.

[1052] In the equation shown above, the AMDF is normalized to 1. In alternative embodiments, however, the AMDF is not normalized. The non-normalized function can be generated by removing "(k+l)" from the aforementioned upper bound summation and removing the following term from the equation:

\[ \frac{1}{W-(k+l)} \]

[1053] Once the 2-D function is calculated, a strength calculation is performed, at 448. This strength calculation is discussed below in reference to FIGS. 5 and 6. FIG. 5 is a three-dimensional data representation of the 2-D AMDF, where the x-axis is lag \( l \), the y-axis is lag \( k \), and the z-axis is the AMDF strength. FIG. 6 is a two-dimensional data representation of the 2-D AMDF, where the x-axis is lag \( l \), the y-axis is lag \( k \) and the AMDF strength is represented by the shading (or by the color in a color version of the figure).
To perform the strength calculation, the multi-pitch detection process first calculates the extrema of the 2-D function (i.e., the minima and maxima). This calculation can be done in any known manner. As shown in the example shown in FIGS. 5 and 6, the AMDF values for the minimum D1 and four adjacent maxima P1, P2, P3, and P4 are calculated and labeled.

Next, the multi-pitch detection process calculates the strength of each extrema. The strength can be generally defined by comparing the 2-D function value of an extremum to the 2-D function value of one or more opposite extremum. In embodiments where the 2-D function is the 2-D ACF, the multi-pitch detection process calculates the rise strength of the local maximum of the 2-D ACF by comparing the 2-D ACF value of the local maximum to the 2-D ACF value of one or more local minima. For purposes of the 2-D AMDF embodiment, the multi-pitch detection process calculates the dip strengths of each local minima by comparing the 2-D AMDF strength value of a minimum to a 2-D AMDF strength value of one or more local maxima. In other embodiments, however, the 2-D AMDF strength value of a minimum can be compared to any function calculated based on the 2-D AMDF strength value of one or more local maxima.

The local maxima can be in any direction relative to the minimum and is not necessarily adjacent to the minimum. For example, in some embodiments, the 2-D AMDF strength value of a minimum can be compared to a 2-D AMDF strength value of four adjacent maxima (see, for example, FIG. 5). In some embodiments, the 2-D strength AMDF value of a minimum can be compared to a 2-D AMDF strength value of two adjacent maxima (e.g., edge of profile). In other embodiments, the 2-D AMDF strength value of a minimum can be compared to a 2-D AMDF strength value of one or more non-adjacent maxima.

In some embodiments, the multi-pitch detection process interpolates the AMDF strength value of the one or more local maxima and compares that interpolated strength value to the AMDF of the minimum. For example, as shown in FIG. 5, the AMDF strength values of maxima P1, P2, P3, and P4 are used to produce the interpolated strength value XI. The dip strength can be defined as being the difference between the interpolated strength value XI and the AMDF strength value of the
minimum DI. The interpolated strength value X I can be calculated in any manner, such as, for example, using a Kernel-Based method.

[1058] Since the dip strength is the difference between the interpolated strength value X I and actual AMDF strength values, it captures to what degree the AMDF falls at a local minimum relative to its nearest maxima. This can be a more accurate description of the significance of the local minima, and is less susceptible to the effects of practical signal processing applications. In general, practical signal processing applications cause extrema to decrease inaccurately in strength. Therefore, the dip strength instead can give a more accurate description of the dip between minima and maxima. In this manner, defining the strengths of dips and using them instead of the actual AMDF strength values at the corresponding minima locations can result in a more accurate method of estimating the pitch. In embodiments where the 2-D ACF is used, however, it may not be necessary to interpolate a value to calculate the strength. The strength (i.e., the peak strength) can be calculated, for example, by comparing the ACF strength value of a maximum to zero. In this manner, the strength of a peak can simply be the ACF strength value of that maximum.

[1059] The process of calculating strengths is performed for each frame. Once completed, a frame strength is identified for each frame. The frame strength is designated as the greatest strength calculated within that frame. For example, if a frame included a first minimum having a strength of 0.8 and a second minimum having a strength of 0.5, the frame strength would be 0.8 because that was the greatest strength calculated for that frame. The 0.5 strength corresponding to the second minimum would be ignored for further processing in this example.

[1060] Once the strengths are calculated for all channels, the strengths can be used to estimate the pitch of the components of the input signal. This can be done in a number of ways, the first of which is described in FIG. 7. FIG. 7 is a flow chart of a method 560 for estimating pitch using strengths and histograms. This method is described with respect to the 2-D AMDF. It should be understood, however, that the same processes can be performed for any 2-D function (e.g., 2-D ACF). The method includes clustering the strengths, 561. More particularly, for each channel, a summary AMDF strength is obtained by summing the AMDF strengths from all channels lower in frequency than itself to preserve the strengths. Following this, the location with the
maximum dip strength for that summary is identified, and this single location \((k,l)\) is passed to the histogram stage. For each channel, this is done and the maximum dip due to the summary across all channels below it is sent to the next stage.

[1061] The clustered information are plotted on a histogram, at 562. More particularly, the locations of the maximum dip strengths collected across all channels are plotted on a histogram. The peak locations in the \(k\) dimension are treated separately from those in the \(l\) dimension. The histogram can be normalized so that the sum of all its elements from both dimensions equals one. In embodiments where a frame includes two voiced speakers, the histogram shows two distinct peaks. An example of this embodiment is shown in FIG. 8. The histogram 660 of FIG. 8 shows peaks in two locations (40 samples and 70 samples). The peaks have similar strengths (or clusters), which indicates that both speakers in the frame are evenly voiced (e.g., strong voiced). In a color version of the figure, it is shown that the peak at 40 samples is located in the \(k\) dimension while the peak at 70 samples is located in the \(l\) dimension. In instances where one speaker is stronger voiced than the other speaker in the frame, the strengths (clusters) of the stronger voiced speaker is greater than that of the weaker speaker.

[1062] In embodiments where a frame includes a single voiced speaker, the histogram shows a single peak (e.g., at the same location in both dimensions). In embodiments where there are no voiced speakers in a frame, the histogram shows no distinct peaks because the maxima locations across channels would not cluster together due to lack of periodicity. Thus, the histogram peaks can be used to identify the pitch of one or two speakers in this example.

[1063] The threshold for determining a peak for purposes of identifying a voiced speaker can be any suitable threshold. For example, in some embodiments, the threshold can be 0.2. In this embodiment, a frame that does not have a peak on the histogram greater than the 0.2 threshold is considered an unvoiced frame (i.e., there are no substantially periodic sources in the frame). When a frame has a single peak on the histogram that crosses the 0.2 threshold, the frame is inferred to have a single speaker (i.e., there is no second speaker or no substantially periodic source present). Likewise, when a frame has two peaks on the histogram that cross the 0.2 threshold, the frame is inferred to have two speakers.
In some embodiments, the results of the histogram analysis can be stored in a database. This can be done to keep track of the number of speakers (or substantially periodic sources) over time. The database can be used to analyze/evaluate the signal over a period of time (e.g., over the duration of a conversation). As the AMDF and histogram collection evolves over time, the peak due to the fading speaker gets weaker, and the one due to the remaining speaker gets stronger. This is used to predict which speaker is fading out of voicing. A reverse trend is seen when a speaker begins voicing: the strong peak due to the single speaker gets weaker and a second peak starts to appear corresponding to the second speaker. In this manner, the evolution of histograms can be used to detect the beginning or ending of voicing of each speaker.

The state of the voiced component(s) is analyzed, at 563. The states for this particular embodiment can be defined as follows:

- **State 0**: no voiced speakers;
- **State 0.5**: one voiced speaker fading;
- **State 0.5**: one voiced speaker rising;
- **State 1**: one voiced speaker;
- **State 1.5**: one voiced speaker, and another voiced speaker fading;
- **State 1.5**: one voiced speaker, and another voiced speaker rising; and
- **State 2**: two voiced speakers.

These states are estimated by analyzing the behavior of the 2-D AMDF as well as the evolution of the histograms, as described above. Although the states defined above have a particular state number and description, in other embodiments, any number of states with a corresponding state number and/or description can exist. For example, instead of "State 0.5" being used to describe both "one voiced speaker fading" and "one voiced speaker rising", there can be two different state numbers used for each of these descriptions (e.g., "State 0.25" and "State 0.75").

Once the state of the speech components are determined, the locations of the peaks of the histograms can be used to label the pitch estimates of both speakers. The location of the first peak can be referred to as the first pitch estimate, and the location of the second peak can be referred to as the second pitch estimate. The histogram values at those locations are labeled the confidences of the pitch estimates.
In some embodiments, the method can also include a speaker segregation process that enhances the vocals of the weaker speaker when two speakers are present in a signal. In general, when a signal includes a weak-voiced speaker in the presence of a strong-voiced speaker (e.g., where the target-to-masker ratio (TMR) is very low), the pitch confidence of the strong-voiced speaker is very high while the pitch confidence of the weak-voiced speaker is very low. In some instances, the pitch confidence of the weak-voiced speaker is so low that it is not identified as being voiced. To resolve this issue, the speaker segregation process can be used to identify the pitch estimate with the strongest confidence and remove its harmonics from the mixture by using, for example, a speech segregation process. The speech segregation process was discussed briefly above with respect to FIG. 3. A detailed description of the methods and uses of the speech segregation process can be found in U.S. Patent Provisional Application No. 61/299,776, entitled "Method to Separate Overlapping Speech Signals From a Speech Mixture for Use in a Segregation Process," filed January 29, 2010; the disclosure of which is hereby incorporated by reference in its entirety.

Once the information from the stronger speaker is removed using the speech segregation process, the pitch of the weaker speaker can be identified by calculating the one-dimensional version of the AMDF of the remaining signal, as defined in the equation below:

\[ AMDF[k,l] = \sum_{m=0}^{W} x[n+m] - x[n+m-k] \]

where the terms are the same as in the case of the 2-D AMDF above. Similar to the method 440 shown in FIG. 4, the dip strengths of the AMDF are calculated and then plotted across channels to develop a histogram of dips. The location of the maximum of the histogram is then identified as the pitch period of the second speaker. If the confidence of this pitch estimate is above a certain threshold (e.g., 0.2), the second speaker is said to be voiced and the pitch period is declared as the estimate for the second speaker.

A second method of analyzing the strength information is described in FIG. 9, according to another embodiment. FIG. 9 is a flow chart of a method 770 for estimating pitch using concavity calculations. The method 770 includes clustering the frame strengths across all channels to produce a profile, at 771. More particularly, each
of the frame strengths in a given channel are added together (across either the \( k \) dimension or the \( l \) dimension) so that each channel is associated with a single strength. These strengths make up the profile. An example of a dip profile 880, as it relates to embodiments using 2-D AMDF, is illustrated in FIG. 10. In this particular illustration, two speakers are present as indicated by the maxima values.

[1071] Next, the concavity of the profile is calculated, at 772. The concavity of the profile can be determined, for example, in the following manner. First, the local maxima of the profile are identified. Continuing with the 2-D AMDF example, the local maxima of the dip profile are identified. The maxima are generally located at the lags equal to the pitch period (or its multiples) and have a strong clustering of frame strengths. As shown in FIG. 10, the global maxima are located at the 34\(^{th}\) sample and the 75\(^{th}\) sample, and the local maxima are identified by the vertical dotted lines.

[1072] After the local maxima are identified, they are grouped according to the greatest common factor (GCF). For example, if the maxima identified are \( (30, 50, 60, 90, 100, 120, 150, 180, 200) \), then group I is \( \{30, 60, 90, 120, 150 \text{ and } 180\} \) because the GCF is 30, and group II is \( \{50, 100, 150, 200\} \) because the GCF is 50. Here, the maximum at 150 is contained in both the groups I and II. The maxima can be grouped into any number of groups depending on the common factors of the maxima identified. Additionally, any of the maxima can be a member of more than one group so long as that maxima shares a common factor with the group (e.g., the maximum at 150). In general, a greater number of groups will exist for portions of the signal having voiced components.

[1073] Next, a group concavity is calculated for each group by first evaluating the second derivative of the dip profile at all maxima within that group and then averaging these values. Thus, the group concavity is a single value. For example, group I (described above) can have a single group concavity value of 0.8 obtained by averaging the different concavity values for each of the six (6) maxima within that group. Similarly, group II (described above) can have a single group concavity value of 0.5 obtained by averaging the different concavity values for each of the four (4) maxima within that group.
The group concavity having the greatest value is considered the concavity of the dip profile. In the previous example, the concavity of the dip profile is 0.8 (corresponding to group 1).

In general, the dip profile and its corresponding concavity can be used to identify the number of voiced speakers present in a given frame. Consider the following four scenarios: (1) two simultaneous voiced speakers with distinct pitches present, (2) only one speaker present, (3) no speaker present, and (4) two simultaneous voiced speakers with one pitch being a multiple of the other. In the first scenario, the dip profile will exhibit two distinct peaks at the pitch periods of the two speakers (see, for example, FIG. 10). In the second scenario, the dip profile will also exhibit peaks at the multiples of the pitch period - one at the pitch period (e.g., the 30th sample), others at its multiples (e.g., the 60th and 90th samples), and sometimes at its half multiples (e.g. the 15th sample) - until the maximum lag (e.g., the 150th sample). In the third scenario, the dip profile will not exhibit any distinct peaks and the concavity value will be relatively low compared to those in the other scenarios. In the last scenario, however, the dip profile will exhibit at least one strong maximum having a relatively sharp peak and a concavity value that is distinctly higher than those in the other scenarios. This higher concavity value can help to differentiate between frames where there is no voice, voicing with no pitch-matching, or voicing with pitch-matching. In some instances, the dip profile in this scenario can also include other peaks that have concavity values comparable to those in the one speaker scenario.

To do this, the method includes comparing the concavity of the current dip profile to a threshold $T_1$, 773. If the concavity is greater than the threshold $T_1$, then the concavity value suggests that two speakers are present with substantially the same pitch (i.e., matching pitch). The dip profile is then processed at 776 and 777, which are described in more detail below.

If the concavity is less than the threshold $T_1$, the method includes comparing the concavity to another, lower threshold $T_2$, at 774. If the concavity is greater than the threshold $T_2$, then the concavity value suggests that at least one speaker is present. The dip profile is then processed at 777, which is described in more detail below. If the concavity is less than the threshold $T_2$, then the concavity value suggests that there are no speakers present and the pitch is set to zero (or some other nominal value), 775.
In some embodiments, the thresholds $T_i$ and/or $T_2$ are fixed values. In other embodiments, however, the thresholds $T_1$ and/or $T_2$ are dynamically adjustable based on, for example, parameters of the input signal. For example, in some embodiments, the values of the thresholds $T_i$ and/or $T_2$ are each a function of the confidences of the pitch estimates from the previous frames (see, for example, step 778). Although the values of the thresholds $T_1$ and/or $T_2$ can be adjustable, in some embodiments, the lowest and highest possible values the thresholds $T_i$ and/or $T_2$ can take are fixed values. In some embodiments, when it is determined that no speakers are in a frame (i.e., the concavity did not exceed threshold $T_i$ or threshold $T_2$), the thresholds $T_i$ and/or $T_2$ can be reset to a default value so that the concavity of the next frame is compared to these default values (see, for example, step 778).

After the concavity is evaluated with respect to the thresholds $T_i$ and $T_2$, one or more pitch periods are estimated, at 777. Although FIG. 10 indicates that this estimation can be performed using the two strongest peaks of the profile, in other embodiments, one or more pitch periods can be estimated using any number of peaks (e.g., one peak or three peaks). In some embodiments, the pitch periods can be estimated using dips, as in the case of the 2-D ACF.

In some embodiments, when there are two or more groups that have concavities that exceed the threshold $T_2$ but do not exceed the threshold $T_i$, the groups can be sorted in descending or ascending order of concavity. For each of the first two groups (e.g., the first two groups arranged in decreasing order of group concavity value), the strongest maximum therein is identified as the corresponding pitch estimate, and the strengths of these maxima are identified as the confidences of the pitch estimates. These yield the pitch estimates $P_i$ and $P_2$ (see step 779) with their corresponding confidences $C_i$ and $C_2$. In some embodiments, if either of the confidences $C_i$ or $C_2$ is less than a pre-determined threshold $T_c$, the corresponding pitch estimate is considered unreliable and is set to zero. In instances where one or both of the previous pitch estimates (i.e., from the previous frame) are not close to the current pitch estimates but closer to a multiple of the current pitch estimates, the current pitch estimates are corrected to match the pitch estimates from the previous frames.

In instances where the concavity of the dip profile exceeds threshold $T_1$ (see step 773), the method further includes hypothesizing pitch-matching between speakers.
(i.e., one pitch is a multiple of the other), 776. The group whose concavity exceeds the threshold $T_i$ is selected to find the pitch candidates. The location of the maximum of the dip profile is hypothesized as the first pitch estimate, and is matched to its previous pitch estimate (i.e., from the previous frame). The second pitch estimate is found by finding the maximum in the selected group which is closest to the other pitch estimate from the previous frame. In instances where the two estimates from the previous frame are close to each other, the same maximum from the current frame is assigned to both pitch estimates $P_i$ and $P_2$. Finally, the strengths of the dip profiles at $P_i$ and $P_2$ are called the confidences of the estimates, $C_i$ and $C_2$ respectively. If either of these confidences falls below the confidence threshold $T_c$, the corresponding pitch estimate and confidence are set to zero.

[1082] In some embodiments, the multi-pitch detection process can include processes to assign the pitch estimates to the appropriate speaker in the frame. In some embodiments, the multi-pitch detection process can include processes that extract at least one of the identified pitches from the frame. In some embodiments, the multi-pitch detection process can include processes that extract the signal components from the frame other than those components that correspond to the identified pitches.

[1083] FIGS. 11 and 12 illustrate examples of the multi-pitch detection process in practical applications. FIG. 11 is graphical representation of an input signal 990 having a speech component as well as undesired unvoiced components (e.g., noise). FIG. 12 is a graphical representation the input signal 992 after being processed by the multi-pitch detection process. Although not explicitly shown, the multi-pitch detection process identified the speech component(s) of the input signal and then these component(s) were extracted from the input signal (e.g., using a speech segregator process). The result is a cleaner signal that is less susceptible to noise.

[1084] While various embodiments have been described above, it should be understood that they have been presented by way of example only, and not limitation. Where methods described above indicate certain events occurring in certain order, the ordering of certain events may be modified. Additionally, certain of the events may be performed concurrently in a parallel process when possible, as well as performed sequentially as described above.
In some embodiments, the 2-D AMDF described above can be modified to a 3-D AMDF so that three pitch periods (e.g., three speakers) can be estimated simultaneously. In this particular instance, the 3-D AMDF would be defined as follows:

$$
\gamma_n[k, l, p] = \frac{1}{W - (k + l + p)} \sum_{m=0}^{(W-1)-(k+l+p)} [x[n + m] - x[n + m - k] - x[n + m - l] - x[n + m - p] + x[n + m - k - l] + x[n + m - l - p] + x[n + m - p - k] - x[n + m - k - l - p]]
$$

(2.4)

where \(x[n]\) is the signal being analyzed, \(W\) is the window length for analysis (AMDF calculation), \(k\), \(l\), and \(p\) are lag parameters and \(\gamma_n[k, l, p]\) is the AMDF of the signal \(x[n]\) evaluated at time instant \(n\). The AMDF can further be modified to account for four or more pitch periods in a signal. In this manner, the AMDF is an adaptive equation that can easily be modified to accommodate any number components (e.g., speakers or substantially periodic sources).

Although the 3-D AMDF is illustrated above as being normalized and having multiple terms, in other embodiments, the 3-D AMDF may not include the additional terms necessary for normalization, reducing beat frequencies (or other like inter-harmonics), and/or the like. For example, the 3-D AMDF can simply include the terms necessary to compare the signal \(x[n]\) to three delayed versions of itself.

Although the systems and methods discussed above are described in reference to the average magnitude difference function (AMDF) to detect a pitch period of a component, in some embodiments and as discussed above, the pitch period of the speaker can be determined using an autocorrelation function (ACF). The ACF is computed by multiplying an input signal with a delayed version of itself as shown below:

$$
r_n[k, l] = \frac{1}{W - (k + l)} \sum_{m=0}^{(W-1)-(k+l)} x[n + m] x[n + m - k] x[n + m - l] x[n + m - k - l]
$$

Rather than showing dips at the lag values equal to the periodicity of the input signal like the AMDF, the ACF shows a peak at each of those values. Therefore, the pitch period is estimated by identifying the lag that has the maximum peak. In some
embodiments, the 2-D ACF can be modified to a 3-D ACF in a manner similar to that described above with respect to 3-D AMDF.

[1088] In some embodiments, the multi-pitch detection process can be used to process signals in real-time. For example, the multi-pitch detection can be used to process input and/or output signals derived from a telephone conversation during that telephone conversation. In other embodiments, however, the multi-pitch detection process can be used to process recorded signals.

[1089] Although the multi-pitch detection process is discussed above as being used in audio devices, such as cell phones, for processing signals with a relatively low number of components (e.g., two or three speakers), in other embodiments, the multi-pitch process can be used on a larger scale to process signals having any number of components. The multi-pitch process can identify 20 speakers from a signal that includes noise from a crowded room. It should be understood, however, that the processing power used to analyze a signal increases as the number of speech components to be identified increases. Therefore, larger devices having greater processing power, such as supercomputers or mainframe computers, may be better suited for processing these signals.

[1090] In some embodiments, any one of the components of the device 100 shown in FIG. 1 or any one of the modules shown in FIGS. 2 or 3 can include a computer-readable medium (also can be referred to as a processor-readable medium) having instructions or computer code thereon for performing various computer-implemented operations. The media and computer code (also can be referred to as code) may be those designed and constructed for the specific purpose or purposes. Examples of computer-readable media include, but are not limited to: magnetic storage media such as hard disks, floppy disks, and magnetic tape; optical storage media such as Compact Disc/Digital Video Discs (CD/DVDs), Compact Disc-Read Only Memories (CD-ROMs), and holographic devices; magneto-optical storage media such as optical disks; carrier wave signal processing modules; and hardware devices that are specially configured to store and execute program code, such as Application-Specific Integrated Circuits (ASICs), Programmable Logic Devices (PLDs), and Read-Only Memory (ROM) and Random-Access Memory (RAM) devices.
Examples of computer code include, but are not limited to, micro-code or micro-instructions, machine instructions, such as produced by a compiler, code used to produce a web service, and files containing higher-level instructions that are executed by a computer using an interpreter. For example, embodiments may be implemented using Java, C++, or other programming languages (e.g., object-oriented programming languages) and development tools. Additional examples of computer code include, but are not limited to, control signals, encrypted code, and compressed code.

Although various embodiments have been described as having particular features and/or combinations of components, other embodiments are possible having a combination of any features and/or components from any of embodiments where appropriate.
What is claimed is:

1. A method, comprising:
   receiving an input signal including a first component and a second component, a pitch of the first component of the input signal being associated with a first plurality of strengths calculated based on multi-dimensional data, a pitch of the second component of the input signal being associated with a second plurality of strengths calculated based on multi-dimensional data;
   generating a profile of the input signal based on the first plurality of strengths and the second plurality of strengths, the profile being a one-dimensional function having a plurality of extrema;
   computing a concavity value of the profile based on a second derivative of the profile at an extremum from the plurality of extrema; and
   identifying the pitch of the first component of the input signal as substantially matching the pitch of the second component of the input signal when the concavity value is greater than a first threshold value and a second threshold value.

2. The method of claim 1, wherein the first threshold value is dynamically adjustable based on parameters of the input signal.

3. The method of claim 1, wherein the first plurality of strengths and the second plurality of strengths are substantially independent of any inter-harmonics between the first component and a second component of the input signal.

4. The method of claim 1, wherein when the pitch of the first component of the input signal substantially matches the pitch of the second component of the input signal, the concavity value is substantially greater than a concavity value when the pitch of the first component of the input signal does not match the pitch of the second component of the input signal.

5. The method of claim 1, wherein the plurality of extrema includes a first set of extrema and a second set of extrema, the concavity value being a profile concavity value, the method further comprising:
computing a first concavity value of the first set of extrema, the first concavity value being an average of values based on the second derivative of the profile at each extremum from the first set of extrema; and

computing a second concavity value of the second set of extrema, the second concavity value being an average of values based on the second derivative of the profile at each extremum from the second set of extrema, the profile concavity value being the second concavity value when the second concavity value is greater than the first concavity value.

6. The method of claim 1, wherein the plurality of extrema are a plurality of minima of the one-dimensional function, the first plurality of strengths being a first plurality of peak strengths, the second plurality of strengths being a second plurality of peak strengths, the profile being a peak profile.

7. The method of claim 1, wherein the plurality of extrema are a plurality of maxima of the one-dimensional function, the first plurality of strengths being a first plurality of dip strengths, the second plurality of strengths being a second plurality of dip strengths, the profile being a dip profile.

8. The method of claim 1, wherein the first component is associated with a first source, and the second component is associated with a second source different from the first source.

9. The method of claim 1, wherein the first component of the input signal is substantially periodic.

10. The method of claim 1, wherein the second component of the input signal is substantially periodic.

11. The method of claim 1, wherein the receiving includes receiving the input signal from a single microphone.
12. The method of claim 1, wherein the input signal includes a third component, a pitch of the third component of the input signal being associated with a third plurality of strengths calculated based on multi-dimensional data.

13. The method of claim 12, wherein generating includes generating a profile of the input signal based on the first plurality of strengths, the second plurality of strengths and the third plurality of strengths.

14. The method of claim 1, wherein the receiving, generating, computing, and identifying is performed by a digital signal processor of a device of a user in response to code being executed on the digital signal processor, the code being downloaded to the digital signal processor.

15. The method of claim 1, further comprising:
   removing the first component from the input signal when the concavity value is greater than the first threshold value and the second threshold value.
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